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1 Introduction

At the Large Hadron Collider (LHC) [1], jet production in proton-proton collisions can be explored in the TeV regime. In quantum chromodynamics (QCD), jet production can be interpreted as the fragmentation of quarks and gluons produced in the scattering process and its measurement provides information about the colour-exchange interaction. Therefore, the measurement of the inclusive jet cross-section at the LHC provides a test of the validity of perturbative QCD (pQCD) and the results can contribute to the determination
of the parton distribution functions (PDFs) in the proton, in the pQCD framework. The ALICE, ATLAS and CMS Collaborations have measured inclusive jet cross-sections at centre-of-mass energies, $\sqrt{s} = 2.76$ TeV [2, 3] and $\sqrt{s} = 7$ TeV [4–8]. These data are generally well described by next-to-leading-order (NLO) pQCD calculations to which corrections for non-perturbative effects from hadronisation and the underlying event are applied.

In this paper, the measurement of the double-differential inclusive jet cross-section is presented as a function of the transverse momentum of the jets, $p_T$, and their rapidity, $y$, at $\sqrt{s} = 7$ TeV using the data collected by the ATLAS experiment in 2011, corresponding to an integrated luminosity of 4.5 fb$^{-1}$. The measurement is performed using jets with $p_T \geq 100$ GeV and $|y| < 3$. The integrated luminosity of the data used in this paper is more than 100 times larger than that of the previous ATLAS measurement [5], allowing larger kinematic reach, with the jet $p_T$ measured up to 2 TeV, corresponding to $x_T = 2p_T/\sqrt{s} \lesssim 0.6$. A precise measurement with full details of uncertainties and their correlations is performed taking advantage of the increased statistical power and improved jet calibration [9]. A set of NLO pQCD calculations, to which corrections for both non-perturbative QCD effects and electroweak effects are applied, is compared to the results. The comparison is quantitatively evaluated.

The outline of the paper is as follows. The inclusive jet cross-section is defined in section 2. A brief description of the ATLAS detector is given in section 3. The Monte Carlo simulations and the theoretical predictions are described in sections 4 and 5. The event selection is presented in section 6, followed by discussions of the unfolding of detector effects and the systematic uncertainties in the measurement in sections 7 and 8, respectively. The results are presented in section 9, together with a quantitative evaluation of the theory predictions in comparison to the measurement. The conclusions are given in section 10.

2 Definition of the cross-section

Jets are identified using the anti-$k_T$ algorithm [10] in the four-momentum recombination scheme, implemented in the FastJet [11, 12] software package. Two values of the jet radius parameter, $R = 0.4$ and $R = 0.6$, are considered. Inputs to the jet algorithm can be partons in the NLO pQCD calculation, stable particles after the hadronisation process in the Monte Carlo simulations, or energy deposits in the detector.

Throughout this paper, the jet cross-section refers to the cross-section of jets clustered from stable particles with a proper mean lifetime, $\tau$, given by $c\tau > 10$ mm. Muons and neutrinos from decaying hadrons are included in this definition. These jets are referred to as particle-level jets in this paper.

Jets built using partons from NLO pQCD predictions are referred to as parton-level jets. The NLO pQCD predictions with the parton-level jets must be corrected for hadroni-
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1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upward. Rapidity is defined as $y = 0.5 \ln \frac{E + p_z}{E - p_z}$ where $E$ denotes the energy and $p_z$ is the component of the momentum along the beam direction. The pseudorapidity, $\eta$, is defined in terms of the polar angle $\theta$ as $\eta = -\ln \tan(\theta/2)$.
sation and underlying-event effects in order to be compared to the particle-level measurements.

The double-differential inclusive jet cross-section, $d^2\sigma/dp_Tdy$, is measured in bins of the jet $p_T$ and $y$, averaged in each bin. The measurement is performed in a kinematic region with $p_T \geq 100\text{ GeV}$ and $|y| < 3$.

3 The ATLAS detector

The ATLAS detector consists of a tracking system (inner detector) immersed in a 2 T axial magnetic field and covering pseudorapidities up to $|\eta| = 2.5$, electromagnetic and hadronic sampling calorimeters up to $|\eta| = 4.9$, and muon chambers in an azimuthal magnetic field provided by a system of toroidal magnets. A detailed description of the ATLAS detector can be found in ref. [13].

The inner detector consists of layers of silicon pixel detectors, silicon microstrip detectors and transition radiation tracking detectors. In this analysis, it is used for the reconstruction of vertices from tracks. Jets are reconstructed using energy deposits in the calorimeters, whose granularity and material vary as a function of $\eta$. The fine-granularity electromagnetic calorimeter uses lead as absorber and liquid argon (LAr) as the active medium. It consists of a barrel ($|\eta| < 1.475$) and two endcap ($1.375 < |\eta| < 3.2$) regions. The hadronic calorimeter is divided into five distinct regions: a barrel region ($|\eta| < 0.8$), two extended barrel regions ($0.8 < |\eta| < 1.7$) and two endcap regions ($1.5 < |\eta| < 3.2$). The barrel and extended barrel regions are instrumented with steel/scintillator-tile modules and the endcap regions are instrumented using copper/LAr modules. Finally, the forward calorimeter ($3.1 < |\eta| < 4.9$) is instrumented with copper/LAr and tungsten/LAr modules to provide electromagnetic and hadronic energy measurements, respectively.

4 Monte Carlo simulation

For the simulation of the detector response to scattered particles in proton-proton collisions, events are generated with the Pythia 6.425 [14] generator. This utilises leading-order (LO) pQCD matrix elements for $2 \rightarrow 2$ processes, along with a leading-logarithmic (LL) $p_T$-ordered parton shower [15] including photon radiation, underlying-event simulation with multiple parton interactions [16], and hadronisation with the Lund string model [17]. A sample generated with the Perugia 2011 set of parameter values (tune) [18] and the CTEQ 5L PDF set [19] is used for correction of detector effects in this measurement.

The stable particles from the generated events are passed through the ATLAS detector simulation [20] based on the GEANT4 software tool kit [21]. Effects from multiple proton-proton interactions in the same and neighbouring bunch crossings are included by overlaying minimum-bias events, which consist of single-, double- and non-diffractive collisions generated by the Pythia 6.425 generator. The number of overlaid minimum-bias events follows a Poisson distribution with its mean equal to the averaged number of interactions per bunch-crossing throughout the analysed data-taking period.

For evaluation of non-perturbative effects, the Pythia 8.175 [22] and HERWIG++ 2.6.3 [23, 24] generators are also employed as described in section 5.2. The latter utilises LO
2 → 2 matrix elements with an LL angle-ordered parton shower [25]. It implements an underlying-event simulation based on an eikonal model [26] and hadronisation based on a cluster model [27].

5 Theoretical predictions

Theoretical predictions of the cross-section to be compared to the measurement are obtained from NLO pQCD calculations with corrections for non-perturbative effects. Predictions from NLO matrix elements interfaced to a Monte Carlo (MC) simulation of shower partons are also considered. In both cases, the predictions are corrected for electroweak effects.

5.1 NLO pQCD calculations

The NLO pQCD predictions are calculated by the NLOJET++ 4.1.2 program [28]. The APPLGRID software [29] is interfaced with NLOJET++ for fast and flexible calculations with various PDF sets and various values of the renormalisation and factorisation scales. The renormalisation scale, $\mu_R$, and the factorisation scale, $\mu_F$, are chosen to be the leading jet transverse momentum, $p_T^{\text{max}}$, for each event. Predictions are made with several NLO PDF sets, namely CT10 [30], MSTW2008 [31], NNPDF 2.1 [32, 33], ABM 11 ($n_f = 5$, i.e. for five fixed flavours) [34] and HERAPDF 1.5 [35]. The value of the strong coupling constant, $\alpha_S$, is set to that assumed in the corresponding PDF set.

Uncertainties in the PDF sets, the choice of renormalisation and factorisation scales, and the uncertainty in the value of $\alpha_S$ are considered as sources of uncertainties in the NLO pQCD calculations. Uncertainties in the PDF sets are propagated through the calculations following the prescription given for each PDF set and the PDF4LHC recommendations [36]. The evaluated uncertainties on the predictions are scaled to the 68% confidence level for all PDF sets. Calculations are redone with varied renormalisation and factorisation scales to estimate the uncertainty due to missing higher-order terms in the pQCD expansion. The nominal scales are multiplied by factors of $(f_{\mu_R}, f_{\mu_F}) = (0.5, 0.5), (1, 0.5), (0.5, 1), (2, 1), (1, 2), (2, 2)$. The envelope of resulting variations of the prediction is taken as the scale uncertainty. The uncertainty reflecting the $\alpha_S$ precision is evaluated following the recommended prescription of the CTEQ group [37], by calculating the cross-sections using a series of PDFs which are derived with various fixed $\alpha_S$ values.

Figure 1 shows the relative uncertainties in the NLO pQCD calculations evaluated using the CT10 PDF set for the inclusive jet cross-section as a function of the jet $p_T$, in representative rapidity bins for jets with $R = 0.6$. The uncertainty is mostly driven by the PDF uncertainty in the region $p_T > 0.5 \text{ TeV}$ or in the high-rapidity region. The uncertainties for the calculations with $R = 0.4$ are similar.

5.2 Non-perturbative corrections to the NLO pQCD calculations

Non-perturbative corrections are applied to the parton-level cross-sections from the NLO pQCD calculations. The corrections are derived using LO MC generators complemented by an LL parton shower. The correction factors are calculated as the bin-by-bin ratio
Figure 1. The uncertainty in the NLO pQCD prediction of the inclusive jet cross-section at $\sqrt{s} = 7$ TeV, calculated using NLOJET++ with the CT10 PDF set, for anti-$k_t$ jets with $R = 0.6$ shown in three representative rapidity bins (as indicated in the legends), as a function of the jet $p_T$. In addition to the total uncertainty, the uncertainties from the scale choice, the PDF set and the strong coupling constant are shown.

The correction factors are evaluated using several generators and tunes: PYTHIA 6.425 using the AUET2B [38] and Perugia 2011 [18] tunes, HERWIG++ 2.6.3 using the UE-EE-3 [39] tune, and PYTHIA 8.157 using the 4C [40] and AU2 [41] tunes. The CTEQ6L1 PDF set [42] is used except for the calculation with the Perugia 2011 tune, where the CTEQ5L PDF set is used. The baseline correction is taken from PYTHIA with the Perugia 2011 tune. The envelope of all correction factors is considered as a systematic uncertainty.
The correction factors are shown in figure 2 in representative rapidity bins for jets with $R = 0.4$ and $R = 0.6$, as a function of the jet $p_T$. The baseline correction factors behave similarly as a function of the jet $p_T$ for $R = 0.4$ and $R = 0.6$, with a 3–4% correction at most. The values from the other tunes and generators show different $p_T$ dependences for $R = 0.4$ and $R = 0.6$. These differences between the two jet sizes result from the different interplay of hadronisation and underlying-event effects. In the high-rapidity region, the uncertainties are similar in size to those in the low-rapidity region at low $p_T$, but do not decrease with the jet $p_T$ as rapidly as in the low-rapidity region.

5.3 Predictions from NLO matrix elements with LL parton showers

Predictions from Powheg dijet production\footnote{Powheg revision 2169 [43] is used with an option doublefsr 1 to activate the $q \to gg$ and $g \to \bar{q}q$ splitting processes.} [44] are also compared to the measured cross-sections. The predictions are made with the Powheg Box 1.0 package [45–47]. The Powheg generator utilises NLO matrix elements and can be interfaced to different MC programs to simulate parton showers, the underlying event and hadronisation.

Events are generated for $2 \to 2$ partonic scattering with the renormalisation and factorisation scales set to $p_T^{\text{Born}}$, the transverse momentum of the scattered parton. In addition to the hard scatter, the hardest partonic radiation in the event is generated by the Powheg generator. The event configuration is then passed to the Pythia generator to be evolved to the particle level, where the radiative emissions in the parton shower are limited by a matching scale given by Powheg. The predictions are made with the CT10 PDF set using two Pythia tunes, AUET2B and Perugia 2011.

The uncertainty in the partonic event generation with the Powheg generator is expected to be similar to that in the NLOJET++ calculations. The matching of the Powheg generator to the Pythia generator can alter the parton shower, the initial-state radiation and the multiple interactions, but the procedure to evaluate the uncertainty on this matching is not well defined. Therefore, the Powheg predictions are used without uncertainties.

5.4 Electroweak corrections

The electroweak corrections are provided by the authors of ref. [48]. The corrections comprise tree-level effects of $O(\alpha \alpha_S, \alpha^2)$ as well as weak loop effects of $O(\alpha \alpha_S^2)$ on the cross-section, where $\alpha$ is the electroweak coupling constant. Effects of photon or $W/Z$ radiation are not included in the corrections, though real $W/Z$ radiation may affect the cross-section by a few percent at $p_T \sim 1\,\text{TeV}$ as the calculation at $\sqrt{s} = 14\,\text{TeV}$ in ref. [49] shows. The correction factors are derived by considering NLO electroweak effects on an LO QCD prediction in the phase space considered here.\footnote{Calculations specific to the present measurements are provided by the authors. The numerical values of the parameters are given in ref. [48]. The renormalisation and factorisation scales are set to the leading jet $p_T$.} Figure 3 shows the electroweak corrections for jets with $R = 0.6$, in the lowest rapidity bins. The correction reaches more than 10% for $p_T > 1\,\text{TeV}$ in the lowest rapidity bin, but decreases rapidly as the rapidity increases. It is less than 1% for jets with $|y| > 1$. 
Figure 2. Non-perturbative correction factors applied to fixed order NLO calculations of the inclusive jet cross-section for anti-$k_t$ jets, with (a), (c), (e) $R = 0.4$ and (b), (d), (f) $R = 0.6$ in representative rapidity bins (as indicated in the legends), as a function of the parton-level jet $p_T$, calculated from MC simulations with various tunes.
Figure 3. Electroweak correction factors for the inclusive jet cross-section for anti-$k_t$ jets with (a) $R = 0.4$ and (b) $R = 0.6$ in the low rapidity bins with $|y| < 1.5$ as a function of the jet $p_T$.

The corrections are multiplicatively applied to the NLO QCD predictions from NLOJET++ and POWHEG. Alternatively, the corrections can be applied only to the LO QCD term in the predictions from NLOJET++ [50]. This alternative procedure results in predictions that are lower by 3% (4%) for jets with $R = 0.4$ ($R = 0.6$) at most.

6 Event selection

6.1 Data set

The measurement is made using proton-proton collision data at $\sqrt{s} = 7$ TeV collected by the ATLAS detector during the data-taking period of the LHC in 2011. The total integrated luminosity corresponds to 4.5 fb$^{-1}$ [51]. Due to the increasing instantaneous luminosity at the LHC, the average number of proton-proton interactions per bunch crossing, $\langle \mu \rangle$, increased from $\langle \mu \rangle \sim 5$ at the beginning of the data-taking period to $\langle \mu \rangle \sim 18$ at the end. The number of colliding bunches increased in 2011 with respect to the previous ATLAS measurements [5] with a minimum bunch spacing of 50 ns.

The overlay of multiple proton-proton interactions in the same and neighbouring bunch crossings are called in-time and out-of-time pile-up, respectively. They affect the energy measurement due to additional energy deposits in the calorimeter and residual electronic signals in the readout system. This is corrected in the jet calibration. As a consequence of the pile-up, an event may have additional low-$p_T$ jets which do not originate from the hardest interaction. Their contribution is negligible in the kinematic region of this measurement. Several checks are done as described in section 6.4.

6.2 Trigger and offline event selection

The ATLAS trigger system is composed of three consecutive levels: level 1, level 2 and the event filter, with progressively larger processing time available per event, finer granularity
and access to more detector systems. Online event selection was done using a set of single-jet triggers. Each single-jet trigger selects events that contain a jet with transverse momentum above a certain threshold at the electromagnetic scale\(^4\) in the region \(|\eta| < 3.2\).

Online jet reconstruction uses the anti-\(k_t\) algorithm with a jet radius parameter of \(R = 0.4\) at the event filter. Depending on its output rate, a single-jet trigger may be suppressed by recording only a predefined fraction of events. Since the jet-production rate falls steeply with the jet \(p_T\), triggers with different \(p_T\) thresholds are considered in this measurement. The triggers with low \(p_T\) thresholds are highly suppressed. For a given offline jet \(p_T\) value, the least suppressed trigger whose efficiency is greater than 99% is used.

All events used in this measurement were collected during stable beams conditions. They are required to pass data-quality requirements from the relevant detector systems for jet reconstruction. In addition, events are required to have at least one well-reconstructed vertex, which must have at least two associated tracks with \(p_T > 400\) MeV and be consistent with the proton-proton collision region. The number of vertices which fulfil these criteria is used in studies of pile-up effects and is denoted by \(N_{PV}\).

### 6.3 Jet reconstruction and calibration

Jets are reconstructed with the anti-\(k_t\) algorithm using topological cell clusters\(^5\) in the calorimeter as input objects. These clusters are constructed from calorimeter cells at the electromagnetic scale and are then calibrated using local hadronic calibration weights (LCW)\(^6\). The LCW correct for the non-compensating response of the ATLAS calorimeters, for energy losses in inactive regions of the detector, and for signal losses due to the clustering itself.

Reconstructed jets require the following corrections\(^9\). Additional energy due to pile-up is subtracted by applying a correction derived from MC simulation as a function of \(N_{PV}\), \langle \mu \rangle in bins of the jet \(\eta\) and \(p_T\). The jet direction is corrected under the assumption that the jet originates from the hardest event vertex, which is the vertex with the highest \(\sum p_T^2\) of associated tracks. The jet energy and direction are further corrected to account for instrumental effects which cannot be corrected at the level of the topological cell clusters. These corrections are derived from MC simulations. Finally, jets reconstructed in data are corrected based on in-situ \(p_T\)-balance measurements, to account for residual differences between MC simulation and data.

Jets are required to pass jet-quality selections to reject fake jets reconstructed from non-collision signals, such as beam-related background, cosmic rays or detector noise. The “Medium” selection described in ref.\(^54\) is applied, which gives an efficiency larger than 99% for jets with \(p_T \geq 100\) GeV.

Part of the data-taking period was affected by a read-out problem in a region of the LAr calorimeter, causing jets in this region to be poorly reconstructed. In order to avoid any bias in the measurement, jets reconstructed in the region \(-0.1 < \eta < 1.5\) and \(-0.88 < \phi < -0.50\) were rejected in both data and MC simulation, regardless of

---

\(^4\)The electromagnetic scale is the basic signal scale to which the ATLAS calorimeters are calibrated. It does not take into account the lower response to hadrons.
the data-taking period. The unfolding procedure described in section 7 corrects for the corresponding inefficiency.

All selected jets with $p_T \geq 100$ GeV, $|y| < 3$, and a positive decision from the trigger in the corresponding kinematic region are considered in this analysis.

6.4 Validity and consistency checks of the analysis

The following checks are performed on the selected jet distributions to confirm the validity and consistency of the analysis. The distributions of the jet $\eta$ and $\phi$ are well described by the MC simulation. The simulation reproduces the effects of the energy corrections for time-dependent calorimeter defects. To ascertain the robustness against pile-up, jet $p_T$ distributions in the data are extracted separately in bins of $N_{PV}$ and $\langle \mu \rangle$. No statistically significant deviation compared with the effect from the pile-up component of the uncertainty in the jet energy scale (JES) is observed. The stability of the jet yield over time shows no significant variations, indicating stability against the increase of pile-up at the LHC and against time-dependent calorimeter defects. Track information is used to verify that the selected jets come from the hardest event vertex. The events containing the highest-$p_T$ jets in each rapidity region are visually scanned, assuring no contamination of the events by fake jets.

7 Unfolding of detector effects

Cross-sections are measured in six rapidity bins as a function of the jet $p_T$. The definition of the $p_T$ bins is chosen to ensure that the statistical uncertainty in each bin is less than 40% of the systematic uncertainty discussed in section 8. Furthermore, according to the MC simulation, at least half of the jets reconstructed in each bin of the measurement must be generated in the same bin at the particle level. In addition, correlations due to bin-to-bin migration between adjacent bins are required to be less than 80%.

The data distribution is unfolded to correct for detector inefficiencies and resolution effects to obtain the particle-level cross-section. The Iterative, Dynamically Stabilised (IDS) unfolding method \cite{55}, a modified Bayesian technique, is used. This method takes into account the migrations of events across the bins and uses a data-driven regularisation. It is performed separately for each rapidity bin, since the migrations across rapidity bins are small while those across jet $p_T$ bins are significant. The migrations across rapidity bins are taken into account in bin-by-bin corrections.

A transfer matrix which relates the $p_T$ of the jet at the particle level and that after the reconstruction is used in the unfolding process. It is derived by matching a particle-level jet with a reconstructed jet in MC simulations, when both are closer to one another than to any other jet and lie within a radius of $\Delta R_{jj} = 0.3$, where $\Delta R_{jj}$ is the distance between two jets in the $(\eta, \phi)$-plane. If jets migrate to other rapidity bins, they are unmatched. The $p_T$ spectra of unmatched reconstructed jets are used to determine the sample purity, $r_P$, which is defined as the fraction of reconstructed jets that are matched. The analysis efficiency, $r_E$, is derived from the $p_T$ spectra of matched particle-level jets and is defined
as the fraction of particle-level jets that are matched. The migrations across $p_T$ bins are irrelevant to the definition of $r_P$ and $r_E$.

The data are unfolded to the particle level in a three-step procedure. First, they are corrected for the sample impurities, followed by unfolding for the $p_T$ migration. Finally, the data are corrected for the analysis inefficiencies. The final result is given by

$$N_{i}^{\text{part}} = \sum_j N_{j}^{\text{reco}} \cdot r_{P,j} \cdot A_{ij} / r_{E,i},$$

(7.1)

where $i$ and $j$ are the particle-level and reconstructed bin indices, respectively, $N_{k}^{\text{part}}$ and $N_{k}^{\text{reco}}$ are the number of particle-level jets and the number of reconstructed jets in bin $k$, and $A_{ij}$ is an unfolding matrix extracted from the transfer matrix. This unfolding matrix gives the probability for a reconstructed jet in $p_T$ bin $j$ to originate from particle-level $p_T$ bin $i$. The number of iterations in the IDS unfolding method is chosen such that the bias in the closure test described below is small, at most at the percent level in bins with a statistical uncertainty of less than 20%. In this measurement, this is achieved after one iteration.

The precision of the unfolding technique is studied using a data-driven closure test. In this study, the particle-level $p_T$ spectrum in the MC simulation is reweighted in the transfer matrix, such that significantly improved agreement between the resulting reconstructed spectrum and the data is obtained. The reconstructed spectrum in this reweighted MC simulation is then unfolded using the same procedure as for the data. Comparison of the spectrum obtained from the unfolding procedure with the original reweighted particle-level spectrum provides an estimate of the unfolding bias, which is interpreted as the associated systematic uncertainty.

As an estimate of further systematic uncertainties, the unfolding procedure is repeated using different transfer matrices created with tighter and looser matching criteria of $\Delta R_{jj} = 0.2$ and $\Delta R_{jj} = 0.4$. The deviations of the results from the nominal unfolding result are considered as an additional uncertainty. They are found to be smaller than 0.05%.

The statistical uncertainties are propagated through the unfolding procedure by performing pseudo-experiments. An ensemble of pseudo-experiments is created in which a weight is applied to each event in both the data and the MC sample, using a Poisson distribution with expectation value equal to one. This procedure takes into account the correlation between jets produced in the same event. For a combination of this measurement with other results using the same data set, the pseudo-random Poisson distribution is seeded uniquely for each event based on the event number and the run number in the ATLAS experiment. The fluctuation of the MC sample is also done in a similar way, where both the transfer matrix and the efficiency corrections are modified. The unfolding is performed in each pseudo-experiment and a set of results from the ensemble is used to calculate a covariance matrix. The total statistical uncertainty is obtained from the covariance matrix, where bin-to-bin correlations are also encoded. The separate contributions from the data and from the MC statistics can be obtained from the same procedure by fluctuating only either the data or the MC samples.
The unfolding procedure is repeated for the propagation of the uncertainties in the jet energy and angle measurements, as described in the next section.

8 Experimental systematic uncertainties

The sources of systematic uncertainty considered in this measurement are those associated with the jet reconstruction and calibration, the unfolding procedure, and the luminosity measurement. Uncertainties related to the trigger efficiency are found to be negligible and are not considered.

The uncertainty in the JES is the dominant source of uncertainty in the inclusive jet cross-section measurement. The full description of the JES uncertainty can be found in ref. [9] and a brief description is given in appendix A. The total size of the JES uncertainty is below 2% in the central region and increases to 4% in the forward region for jets with $p_T \sim O(100)$ GeV. The correlations among the components of the JES uncertainty are described by 63 nuisance parameters which are treated as independent. Each corresponding uncertainty component in the JES is assumed to have a Gaussian uncertainty which is fully correlated across the jet $p_T$ and rapidity ranges.

An uncertainty component is added specifically for this measurement, to take into account that the MC sample used in the unfolding is generated with a tune different from that used in the derivation of the jet calibration. This component is derived from a comparison of jet-$p_T$ responses, which are ratios of the reconstructed jet $p_T$ to the particle-level jet $p_T$, between the two MC samples. Its size is $O(0.1)\%$ for central jets, with a maximum value of 3% for the jets with the highest pseudorapidity in this measurement.

The JES uncertainty is propagated to the measured cross-section. For each component of the JES uncertainty, the jet energies are scaled up and down by one standard deviation in the MC simulation. The resulting $p_T$ spectra are unfolded using the nominal unfolding matrix. The original MC $p_T$ spectra are also unfolded and the difference is taken as the uncertainty on the cross-section measurement from the given component.

Since the knowledge of the correlations between the experimental components of the JES uncertainty is limited, two different configurations of nuisance parameters are considered. They are constructed with different assumptions on the correlations of the components and have “stronger” and “weaker” correlations with respect to the nominal configuration of the uncertainties. The uncertainties in the cross-section using these two configurations are available in HEPDATA, providing access to the influence of the assumed correlation. The total uncertainty in the measured cross-section due to the JES does not change with these different configurations.

Usually uncertainties in experimental measurements are treated as having Gaussian distributions. A test is performed to see the shape of the probability density functions of the cross-section due to the JES uncertainty. The test is performed for large components of the JES uncertainty, with an assumption that each component has a Gaussian shape before the propagation to the cross-section. In the test, quantiles of the probability density functions of the cross-section after the propagation of the corresponding component are determined experimentally. They are evaluated by shifting the jet energies by $\pm 1\sigma$, $\pm 2\sigma$, $\pm 3\sigma$, $\pm 4\sigma$,
and \( \pm 5\sigma \) for a given uncertainty in the MC simulation. The shifts are propagated to the cross-section by the procedure described above. The determined experimental cross-section quantiles are compared with the expected quantile positions obtained from Gaussian and log-normal shape assumptions. The expectations are derived from the nominal cross-section and the experimental 1\( \sigma \) quantile. For the components giving \( O(10)\% \) uncertainties, the experimental quantiles deviate from the quantiles expected with the Gaussian assumption and better descriptions are given by the log-normal assumption.

The jet energy resolution (JER) is determined using the in-situ techniques described in ref. [56] and the JER difference between data and the MC simulations is considered as its uncertainty. The effect of this uncertainty in the cross-section measurements is evaluated by smearing the energy of reconstructed jets in the MC simulation such that the resolution is worsened by the size of its uncertainty. A new transfer matrix is constructed using this smeared sample and used to unfold the data spectra. The resulting deviations from the measured cross-sections unfolded using the nominal transfer matrix are taken as the uncertainty in the measurement, applied symmetrically as upward and downward uncertainties.

The jet energy resolution is determined using the in-situ techniques described in refs. [56] and the JER difference between data and the MC simulations is considered as its uncertainty. The effect of this uncertainty in the cross-section measurements is evaluated by smearing the energy of reconstructed jets in the MC simulation such that the resolution is worsened by the size of its uncertainty. A new transfer matrix is constructed using this smeared sample and used to unfold the data spectra. The resulting deviations from the measured cross-sections unfolded using the nominal transfer matrix are taken as the uncertainty in the measurement, applied symmetrically as upward and downward uncertainties.

The jet angular resolution is estimated from comparisons of the polar angles of a reconstructed jet and the matched particle-level jet using the MC simulation. No bias is found in the angular reconstruction and the resolution is 0.035 radians at most in the sample with high pile-up (10 \( \leq \) \( N_{\text{PV}} \) \( \leq \) 12) for jets with energy \( E \geq 100\text{ GeV} \). An uncertainty is assigned to the resolution to account for possible differences between data and the MC simulation. It is propagated to the cross-section in the same way as for the JER.

The jet reconstruction efficiency is evaluated using jets reconstructed from tracks following the technique described in ref. [53]. Inefficiency is only seen for jets with very low \( p_T \), well below the kinematic region for this measurement. No uncertainty is considered for the jet reconstruction efficiency.

Estimating the efficiency of the jet-quality selections shows agreement between data and the MC simulations for the “Medium” criteria at the level of 0.25\% [54]. A corresponding systematic uncertainty is assigned to the measurement.

The uncertainties associated with the unfolding procedure are described in section 7. The closure test quantifies the impact of a possible mis-modelling in the MC simulation. The variations of the matching criterion in the construction of the transfer matrix are checked.

The uncertainty in the luminosity measurement is 1.8\% [51]. Due to changes in the hardware of the detector and the algorithm used in the luminosity measurement, the uncertainty is not correlated with that for the 2010 data set.

The systematic uncertainties propagated through the unfolding are evaluated using a set of pseudo-experiments for each component, as in the evaluation of the statistical uncertainties. Remaining statistical fluctuations of the systematic uncertainties are minimised using a smoothing procedure. For each component, the \( p_T \) bins are combined until the propagated uncertainty value in the bin has a Poisson statistical significance larger than two standard deviations. Then a Gaussian kernel smoothing is performed to regain the original fine bins.
Figure 4. Experimental systematic uncertainties in the inclusive jet cross-section measurement for anti-$k_t$ jets with $R = 0.6$ in three representative rapidity bins, as a function of the jet $p_T$. In addition to the total uncertainty, the uncertainties from the jet energy scale (JES), the jet energy resolution (JER) and other systematic sources are shown separately. The 1.8% uncertainty from the luminosity measurement is not shown.

Uncertainties from individual sources are treated as uncorrelated with each other and added in quadrature. The evaluated systematic uncertainties on the cross-section measurement are shown in figure 4 for representative rapidity bins for jets with $R = 0.6$. The uncertainties for the measurement using jets with $R = 0.4$ yield similar total uncertainties, with smaller contributions from the JER and larger contributions from the JES. The systematic uncertainty in this measurement is dominated by the uncertainties in the JES. The large uncertainty in the highest $p_T$ bin is caused by the JES uncertainty associated with the single-hadron energy response measurement [9]. The increased uncertainty in the high-
Figure 5. Ratios of inclusive jet cross-sections using 2010 data [5] to the measurement using 2011 data, both in the same binning, as a function of the jet $p_T$ in bins of rapidity, for anti-$k_t$ jets with $R = 0.6$. The comparison is done in the common phase space only. The statistical uncertainties on the measurement are indicated by the error bars and the systematic uncertainties on each measurement are shown by the bands. The uncertainties from the luminosity measurements are not included.

rapidity region is mainly due to the modelling of the additional parton radiation, which gives the largest uncertainty in the calibration technique using the $p_T$ balance between a central jet and a forward jet.

In order to compare the results of this measurement with those previously published using data collected by ATLAS in 2010 [5], the measurement is repeated with the same binning as used in that measurement. Figure 5 shows the cross-section ratio of the published measurement\textsuperscript{5} using the 2010 data set to that repeated using the 2011 data set. The central values of the ratio are in most bins contained within the size of the systematic uncertainties of either measurement. As expected, the statistical uncertainties are smaller for the 2011 data. The systematic uncertainties are also smaller in most of the common phase space, especially in the low-rapidity region.

9 Results

The double-differential inclusive jet cross-sections are shown in figures 6 and 7 for jets reconstructed using the anti-$k_t$ algorithm with $R = 0.4$ and $R = 0.6$, respectively. The measurement extends over jet transverse momenta from 100 GeV to 2 TeV in the rapidity

\textsuperscript{5}The cross-sections are multiplied by a factor of 1.0187 to take into account the updated value of the integrated luminosity for the ATLAS 2010 data-taking period. See ref. [51] for more details.
Figure 6. Double-differential inclusive jet cross-sections as a function of the jet $p_T$ in bins of rapidity, for anti-$k_T$ jets with $R = 0.4$. For presentation, the cross-sections are multiplied by the factors indicated in the legend. The statistical uncertainties are smaller than the size of the symbols used to plot the cross-section values. The shaded areas indicate the experimental systematic uncertainties. The data are compared to NLO pQCD predictions calculated using NLOJET++ with the CT10 NLO PDF set, to which non-perturbative corrections and electroweak corrections are applied. The open boxes indicate the predictions with their uncertainties. The 1.8% uncertainty from the luminosity measurement is not shown.

The ratios of the NLO pQCD predictions to the measured cross-sections are presented in figures 8–11. The comparison is shown for the predictions using the NLO PDF sets CT10, MSTW 2008, NNPDF 2.1, HERAPDF1.5 and ABM 11 ($n_f = 5$). The predictions are generally consistent with the measured cross-sections for jets with both radius parameter values, though the level of consistency varies among the predictions with different PDF sets. For jets with $R = 0.6$, the predictions tend to be systematically lower than the measurement in the low-rapidity region, while any such tendency is much smaller for jets with $R = 0.4$.

A quantitative comparison of the theoretical predictions to the measurement is performed using a frequentist method. The employed method is fully described in ref. [57] for the ATLAS dijet cross-section measurement. It uses a generalised definition of $\chi^2$ which takes into account the asymmetry of the uncertainties. A large set of pseudo-experiments is generated by fluctuating the theoretical predictions according to the full set of experimental and theoretical uncertainties. The asymmetries and the correlations of these uncertainties are taken into account. The $\chi^2$ value is computed between each pseudo-experimental data set and the theoretical predictions, and a $\chi^2$ distribution is constructed. The observed $\chi^2$
Figure 7. Double-differential inclusive jet cross-sections as a function of the jet $p_T$ in bins of rapidity, for anti-$k_T$ jets with $R = 0.6$. For presentation, the cross-sections are multiplied by the factors indicated in the legend. The statistical uncertainties are smaller than the size of the symbols used to plot the cross-section values. The shaded areas indicate the experimental systematic uncertainties. The data are compared to NLO pQCD predictions calculated using NLOJET++ with the CT10 NLO PDF set, to which non-perturbative corrections and electroweak corrections are applied. The open boxes indicate the predictions with their uncertainties. The 1.8% uncertainty from the luminosity measurement is not shown.

value, $\chi^2_{\text{obs}}$, is calculated from the measured points and the theoretical prediction. The observed p-value, $P_{\text{obs}}$, which is defined as the fractional area of the $\chi^2$ distribution with $\chi^2 > \chi^2_{\text{obs}}$, is obtained. Tables 1 and 2 show the evaluated values of $P_{\text{obs}}$ for the NLO pQCD predictions with non-perturbative and electroweak corrections applied. The predictions generally show agreement with the measured cross-sections, with a few exceptions. The predictions using the HERAPDF1.5 NLO PDF set do not agree well with the cross-sections measured with $R = 0.6$ in the rapidity bin of $0.5 \leq |y| < 1$. The predictions using the ABM11 NLO PDF set fail to describe the measured cross-sections in the low-rapidity region but show good agreement in the high-rapidity region.

The comparisons of the POWHEG predictions with the measurement for jets with $R = 0.4$ and $R = 0.6$ are shown in figures 12 and 13, respectively, as a function of the jet $p_T$ in bins of the jet rapidity. The NLO pQCD prediction with the CT10 PDF set is also shown. In general, the POWHEG predictions are found to be in agreement with the measurement. In the high-rapidity region, the shape of the measured cross-section is very well reproduced by the POWHEG predictions, while the predictions tend to be slightly smaller than the measurement for high $p_T$ in the low-rapidity region. As seen in previous measurements [3, 5], the Perugia 2011 tune gives a consistently larger prediction than the AUET2B tune. In contrast to the NLO pQCD predictions, which are systematically lower than the measurement for jets with $R = 0.6$ but not for jets with $R = 0.4$, the POWHEG predictions agree well with the data for both radius parameters.
Figure 8. Ratio of NLO pQCD predictions to the measured double-differential inclusive jet cross-section, shown as a function of the jet $p_T$ in bins of the jet rapidity, for anti-$k_t$ jets with $R = 0.4$. The predictions are calculated using NLOJET++ with different NLO PDF sets, namely CT10, MSTW2008 and NNPDF 2.1. Non-perturbative corrections and electroweak corrections are applied to the predictions. Their uncertainties are shown by the bands, including all the uncertainties discussed in section 5. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement.

<table>
<thead>
<tr>
<th>$y$ ranges</th>
<th>NLO PDF set:</th>
<th>CT10</th>
<th>MSTW2008</th>
<th>NNPDF2.1</th>
<th>HERAPDF1.5</th>
<th>ABM11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.5$</td>
<td></td>
<td>84%</td>
<td>61%</td>
<td>72%</td>
</tr>
<tr>
<td>0.5 ≤ $</td>
<td>y</td>
<td>&lt; 1.0$</td>
<td></td>
<td>91%</td>
<td>93%</td>
<td>89%</td>
</tr>
<tr>
<td>1.0 ≤ $</td>
<td>y</td>
<td>&lt; 1.5$</td>
<td></td>
<td>89%</td>
<td>88%</td>
<td>85%</td>
</tr>
<tr>
<td>1.5 ≤ $</td>
<td>y</td>
<td>&lt; 2.0$</td>
<td></td>
<td>93%</td>
<td>88%</td>
<td>91%</td>
</tr>
<tr>
<td>2.0 ≤ $</td>
<td>y</td>
<td>&lt; 2.5$</td>
<td></td>
<td>86%</td>
<td>82%</td>
<td>85%</td>
</tr>
<tr>
<td>2.5 ≤ $</td>
<td>y</td>
<td>&lt; 3.0$</td>
<td></td>
<td>95%</td>
<td>94%</td>
<td>97%</td>
</tr>
</tbody>
</table>

Table 1. Observed p-values, $P_{obs}$, evaluated for the NLO pQCD predictions with corrections for non-perturbative and electroweak effects, in comparison to the measured cross-section of anti-$k_t$ jets with $R = 0.4$. The values are given for the predictions using the NLO PDF sets of CT10, MSTW2008, NNPDF2.1, HERAPDF1.5 and ABM11, for each rapidity bin.

10 Conclusions

The inclusive jet cross-section in proton-proton collisions at $\sqrt{s} = 7$ TeV is measured for jets reconstructed with the anti-$k_t$ algorithm with jet radius parameter values of $R = 0.4$
Figure 9. Ratio of NLO pQCD predictions to the measured double-differential inclusive jet cross-section, shown as a function of the jet $p_T$ in bins of the jet rapidity, for anti-$k_t$ jets with $R = 0.6$. The predictions are calculated using NLOJET++ with different NLO PDF sets, namely CT10, MSTW2008 and NNPDF 2.1. Non-perturbative corrections and electroweak corrections are applied to the predictions. Their uncertainties are shown by the bands, including all the uncertainties discussed in section 5. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement.

<table>
<thead>
<tr>
<th>$y$ ranges</th>
<th>NLO PDF set:</th>
<th>CT10</th>
<th>MSTW2008</th>
<th>NNPDF2.1</th>
<th>HERAPDF1.5</th>
<th>ABM11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.5$</td>
<td>52%</td>
<td>45%</td>
<td>57%</td>
<td>17%</td>
</tr>
<tr>
<td>$0.5 \leq</td>
<td>y</td>
<td>&lt; 1.0$</td>
<td>31%</td>
<td>47%</td>
<td>40%</td>
<td>3.8%</td>
</tr>
<tr>
<td>$1.0 \leq</td>
<td>y</td>
<td>&lt; 1.5$</td>
<td>95%</td>
<td>92%</td>
<td>90%</td>
<td>92%</td>
</tr>
<tr>
<td>$1.5 \leq</td>
<td>y</td>
<td>&lt; 2.0$</td>
<td>89%</td>
<td>85%</td>
<td>86%</td>
<td>94%</td>
</tr>
<tr>
<td>$2.0 \leq</td>
<td>y</td>
<td>&lt; 2.5$</td>
<td>84%</td>
<td>88%</td>
<td>89%</td>
<td>49%</td>
</tr>
<tr>
<td>$2.5 \leq</td>
<td>y</td>
<td>&lt; 3.0$</td>
<td>88%</td>
<td>98%</td>
<td>97%</td>
<td>76%</td>
</tr>
</tbody>
</table>

Table 2. Observed p-values, $P_{\text{obs}}$, evaluated for the NLO pQCD predictions with corrections for non-perturbative and electroweak effects, in comparison to the measured cross-section of anti-$k_t$ jets with $R = 0.6$. The values are given for the predictions using the NLO PDF sets of CT10, MSTW2008, NNPDF2.1, HERAPDF1.5 and ABM11, for each rapidity bin.

and $R = 0.6$ in the kinematic region $p_T \geq 100$ GeV and $|y| < 3$. The measurement is based on the data collected with the ATLAS detector during LHC operation in 2011, corresponding to an integrated luminosity of 4.5 fb$^{-1}$. The cross-sections are measured double differentially in the jet transverse momentum and rapidity.
Figure 10. Ratio of NLO pQCD predictions to the measured double-differential inclusive jet cross-section, shown as a function of the jet $p_T$ in bins of the jet rapidity, for anti-$k_T$ jets with $R = 0.4$. The predictions are calculated using NLOJET++ with different NLO PDF sets, namely CT10, HERAPDF 1.5 and ABM11. Non-perturbative corrections and electroweak corrections are applied to the predictions. Their uncertainties are shown by the bands, including all the uncertainties discussed in section 5. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement.

The measurement extends up to 2 TeV in jet transverse momentum. Compared to the previous measurement using the data collected in 2010, this measurement has a finer binning in $p_T$, thus giving more precise information on the $p_T$-dependence of the inclusive jet cross-section. Full details of uncertainties and their correlations are provided. The dominant systematic uncertainty arises from the jet energy calibration.

Fixed-order NLO perturbative QCD calculations, to which corrections for both non-perturbative effects and electroweak effects are applied, are compared to the measurement. Several NLO PDF sets are used in the predictions for the comparisons. Based on a quantitative evaluation, most of the NLO pQCD predictions are in good agreement with the measurement, confirming that perturbative QCD can describe jet production up to a jet transverse momentum of 2 TeV. The measurement is also well described by the predictions from an NLO matrix element MC generator with matched parton showers and with electroweak correction applied.
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Figure 12. Ratio of predictions from \textsc{Powheg} to the measured double-differential inclusive jet cross-section, shown as a function of the jet $p_T$ in bins of jet rapidity, for anti-$k_t$ jets with $R = 0.4$. The figure also shows the NLO pQCD prediction using NLOJET++ with the CT10 NLO PDF set, corrected for non-perturbative effects and electroweak effects. The \textsc{Powheg} predictions use \textsc{Pythia} for the simulation of parton showers, hadronisation, and the underlying event with the AUET2B tune and the Perugia 2011 tune. Electroweak corrections are applied to the predictions. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement.

A Tables of the measured cross-sections

The measured inclusive jet cross-sections are shown in tables 3–8 and 9–14 for jets with $R = 0.4$ and $R = 0.6$, respectively. The correction factors for non-perturbative effects and electroweak effects, which are applied to the NLO pQCD predictions, are also shown in the same table.

The uncertainties due to the JES uncertainty are separated into four categories, \textit{in-situ}, \textit{pile-up}, \textit{close-by} and \textit{flavour}. The \textit{in-situ} category shows the uncertainties from the components of the JES uncertainty given by in-situ calibration techniques. These techniques are based on the transverse momentum balance between a jet and a well-calibrated reference object, such as the balance between a central jet and a forward jet in a dijet system, the balance between a jet and a $Z$ boson or a photon, and the balance between a recoil system of jets and a photon or a high-$p_T$ jet. For jets with $p_T \gtrsim 1$ TeV, where the techniques employing $p_T$ balance are limited by sample size, the uncertainty is estimated from a study of the calorimeter response to single hadrons. The \textit{pile-up} category shows
Figure 13. Ratio of predictions from POWHEG to the measured double-differential inclusive jet cross-section, shown as a function of the jet $p_T$ in bins of jet rapidity, for anti-$k_t$ jets with $R = 0.6$. The figure also shows the NLO pQCD prediction using NLOJET++ with the CT10 NLO PDF set, corrected for non-perturbative effects and electroweak effects. The POWHEG predictions use PYTHIA for the simulation of parton showers, hadronisation, and the underlying event with the AUET2B tune and the Perugia 2011 tune. Electroweak corrections are applied to the predictions. The data lines show the total uncertainty except the 1.8% uncertainty from the luminosity measurement.

the uncertainties from the JES due to the subtraction of pile-up energy in the calibration. These uncertainties are evaluated from in-situ studies based on the $N_{PV}$ and $\langle \mu \rangle$ values. The close-by category shows the uncertainty from the JES due to the event topology, i.e. the presence of close-by jets. Finally, the flavour category shows the uncertainty from the JES due to the assumption of the fraction of jets originating from a quark or a gluon, which are likely to have different fragmentation. Further description can be found in ref. [9]. Due to improvements in the jet calibration technique in 2011, the correlation to the JES uncertainty in 2010 is not available.
Table 3. Measured double-differential inclusive jet cross-sections for jets with $R = 0.4$ in the rapidity bin $|y| < 0.5$. Here, $\sigma$ is the measured double differential cross-section $d^2\sigma/dp_t dy$, averaged in each bin. All uncertainties are given in %. The variable $\delta_{stat}$ ($\delta_{MC}$) is the statistical uncertainty from the data (MC simulation). The $u$ components show the uncertainties due to the jet energy calibration from the in-situ, pile-up, close-by jet, and flavour components. The uncertainty due to the jet energy and angular resolution, the unfolding, the quality selection, and the integrated luminosity are also shown by the $u$ components. While all columns are uncorrelated with each other, the in-situ, pile-up, and flavour uncertainties shown here are the sum in quadrature of multiple uncorrelated components. In the last three columns, the correction factors for non-perturbative effects (NPC) with their uncertainties ($u_{NP}$) and electroweak effects (EWC) are shown.
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\textbf{yrange} & \textbf{\sigma} & \textbf{\sigma_{\text{data}}} & \textbf{\sigma_{\text{MC}}} & \textbf{\ln_{\text{MC}}} & \textbf{\ln_{\text{data}}} & \textbf{\ln_{\text{MC}}-\ln_{\text{data}}} & \textbf{\%\%} & \textbf{\%\%} & \textbf{\%\%} & \textbf{\%\%} & \textbf{\%\%} & \textbf{\%\%} & \textbf{\%\%} & \textbf{\%\%} \\
\hline
\textbf{[GeV]} & \textbf{[pb/GeV]} & \% & \% & \% & \% & \% & \% & \% & \% & \% & \% & \% & \% & \% \\
\hline
100–116 & 4.03\times10^{3} & 0.55 & 0.91 & +4.4 & +1.1 & +0.8 & +0.8 & +4.4 & 3.0 & 0.2 & 0.1 & 0.96 & +2 & 1.00 \\
116–134 & 1.90\times10^{3} & 0.77 & 0.52 & +4.3 & +1.1 & +0.8 & +0.8 & +3.7 & 2.5 & 0.1 & 0.1 & 0.96 & +2 & 1.00 \\
134–152 & 9.31\times10^{2} & 0.92 & 0.40 & +4.3 & +1.1 & +0.8 & +0.8 & +3.5 & 2.2 & 0.1 & 0.0 & 0.96 & +2 & 1.00 \\
152–172 & 4.67\times10^{2} & 0.72 & 0.37 & +4.4 & +1.0 & +0.7 & +0.7 & +4.5 & 1.9 & 0.1 & 0.0 & 0.97 & +2 & 1.00 \\
172–194 & 2.39\times10^{2} & 0.57 & 0.38 & +4.4 & +0.9 & +0.7 & +0.7 & +4.5 & 1.6 & 0.1 & 0.0 & 0.97 & +2 & 1.00 \\
194–216 & 1.26\times10^{2} & 0.73 & 0.37 & +4.5 & +0.8 & +0.8 & +0.8 & +4.3 & 1.4 & 0.0 & 0.0 & 0.97 & +2 & 1.00 \\
216–240 & 6.89\times10^{1} & 0.54 & 0.33 & +4.6 & +0.8 & +0.9 & +0.9 & +4.0 & 1.3 & 0.0 & 0.0 & 0.97 & +2 & 1.00 \\
240–264 & 3.86\times10^{1} & 0.70 & 0.35 & +4.6 & +0.7 & +1.0 & +1.0 & +3.5 & 1.3 & 0.0 & 0.0 & 0.97 & +2 & 1.00 \\
264–290 & 2.22\times10^{1} & 0.91 & 0.39 & +4.6 & +0.6 & +1.1 & +1.1 & +3.3 & 1.2 & 0.0 & 0.0 & 0.97 & +2 & 1.00 \\
290–318 & 1.28\times10^{1} & 1.1 & 0.50 & +4.5 & +0.7 & +1.1 & +1.1 & +3.1 & 1.2 & 0.0 & 0.0 & 0.97 & +2 & 1.00 \\
318–346 & 7.41\times10^{0} & 1.1 & 0.50 & +4.5 & +0.7 & +1.1 & +1.1 & +3.0 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
346–376 & 4.50\times10^{0} & 0.58 & 0.62 & +4.4 & +0.7 & +0.9 & +0.9 & +2.9 & 1.0 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
376–408 & 2.71\times10^{0} & 0.31 & 0.49 & +4.3 & +0.7 & +0.8 & +0.8 & +2.9 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
408–442 & 1.63\times10^{0} & 0.36 & 0.42 & +4.4 & +0.6 & +0.6 & +0.6 & +2.1 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
442–478 & 9.69\times10^{3} & 0.37 & 0.36 & +4.3 & +0.4 & +0.3 & +0.3 & +1.4 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
478–516 & 5.81\times10^{3} & 0.30 & 0.28 & +4.7 & +0.2 & +0.2 & +0.2 & +1.7 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
516–556 & 3.46\times10^{3} & 0.37 & 0.25 & +5.2 & +0.1 & +0.1 & +0.1 & +1.5 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
556–598 & 2.07\times10^{3} & 0.47 & 0.23 & +5.8 & +0.1 & +0.1 & +0.1 & +1.4 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
598–642 & 1.23\times10^{3} & 0.57 & 0.20 & +6.0 & +0.1 & +0.1 & +0.1 & +1.3 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
642–688 & 7.41\times10^{2} & 0.74 & 0.21 & +6.5 & +0.1 & +0.1 & +0.1 & +1.3 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
688–736 & 4.45\times10^{2} & 0.94 & 0.23 & +7.2 & +0.1 & +0.0 & +0.0 & +1.2 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
736–786 & 2.64\times10^{2} & 1.2 & 0.23 & +8.0 & +0.1 & +0.0 & +0.0 & +1.2 & 1.1 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
786–838 & 1.57\times10^{2} & 1.5 & 0.24 & +8.7 & +0.1 & +0.0 & +0.0 & +1.1 & 1.2 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
838–894 & 9.47\times10^{3} & 1.9 & 0.26 & +9.5 & +0.1 & +0.0 & +0.0 & +1.1 & 1.3 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
894–952 & 5.26\times10^{3} & 2.5 & 0.28 & +10.0 & +0.1 & +0.0 & +0.0 & +1.0 & 1.4 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
952–1012 & 2.99\times10^{3} & 3.3 & 0.39 & +11.0 & +0.1 & +0.0 & +0.0 & +1.0 & 1.5 & 0.0 & 0.0 & 0.98 & +2 & 1.00 \\
1012–1162 & 1.12\times10^{3} & 4.0 & 0.27 & +12 & +0.1 & +0.0 & +0.0 & +0.9 & 1.6 & 0.0 & 0.0 & 0.99 & +1 & 1.04 \\
1162–1310 & 2.56\times10^{3} & 8.2 & 0.32 & +14 & +0.1 & +0.0 & +0.0 & +0.8 & 1.7 & 0.0 & 0.0 & 0.99 & +1 & 1.04 \\
1310–1553 & 2.20\times10^{3} & 14 & 0.31 & +28 & +0.1 & +0.0 & +0.0 & +0.7 & 3.7 & 0.0 & 0.0 & 0.99 & +1 & 1.06 \\
\hline
\end{tabular}
\caption{Measured double-differential inclusive jet cross-sections for jets with R = 0.4 in the rapidity bin 0.5 \leq |y| < 1.0. See caption of table 3 for details.}
\end{table}
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\(p_T\) range & \(\sigma\) & \(\Delta p_T^{u}_{\text{ub}}\) & \(\Delta p_T^{d}_{\text{ub}}\) & \(n_{\text{in}}\) & \(n_{\text{up}}\) & \(n_{\text{down}}\) & \(n_{\text{flavour}}\) & \(n_{\text{HER}}\) & \(n_{\text{JETR}}\) & \(n_{\text{unfolds}}\) & \(\eta_{\text{incl}}\) & \(\eta_{\text{isol}}\) & \(\text{NPC}\) & \(\text{EXP}\) & \(\text{EWC}\) \\
\hline
\hline
100-116 & 3.33 \times 10^{3} & 0.61 & 0.73 & +1.7 & -1.0 & +0.8 & -0.9 & +4.5 & -5.8 & 3.4 & 0.4 & 0.1 & 0.96 & +1 & 1.00 \\
116-134 & 1.56 \times 10^{3} & 0.85 & 0.56 & +1.2 & -1.1 & +0.8 & -0.8 & +5.9 & -5.3 & 2.9 & 0.3 & 0.1 & 0.96 & +1 & 1.00 \\
134-152 & 7.58 \times 10^{2} & 1.0 & 0.42 & +1.0 & -0.8 & +0.7 & -0.7 & +4.9 & -4.9 & 2.4 & 0.1 & 0.0 & 0.96 & +1 & 1.00 \\
152-172 & 3.86 \times 10^{2} & 0.78 & 0.40 & +0.8 & -0.7 & +0.7 & -0.7 & +4.7 & -4.7 & 2.0 & 0.1 & 0.0 & 0.97 & +1 & 1.00 \\
172-194 & 1.92 \times 10^{2} & 0.63 & 0.41 & +0.6 & -0.6 & +0.7 & -0.7 & +4.6 & -4.6 & 1.8 & 0.1 & 0.0 & 0.97 & +1 & 1.00 \\
194-216 & 9.88 \times 10^{1} & 0.83 & 0.45 & +0.4 & -0.4 & +0.8 & -0.8 & +4.4 & -4.4 & 1.7 & 0.1 & 0.0 & 0.97 & +1 & 1.00 \\
216-243 & 5.33 \times 10^{1} & 0.61 & 0.42 & +0.2 & -0.2 & +0.8 & -0.8 & +4.2 & -4.2 & 1.6 & 0.1 & 0.0 & 0.97 & +1 & 1.00 \\
240-264 & 2.92 \times 10^{1} & 0.79 & 0.43 & +0.1 & -0.1 & +1.1 & -1.1 & +3.8 & -3.8 & 1.5 & 0.1 & 0.0 & 0.97 & +1 & 1.00 \\
264-290 & 1.65 \times 10^{1} & 1.0 & 0.43 & +0.0 & -0.0 & +1.2 & -1.2 & +3.4 & -3.4 & 1.5 & 0.1 & 0.0 & 0.97 & +1 & 1.00 \\
290-318 & 9.29 \times 10^{0} & 1.3 & 0.52 & +0.0 & -0.0 & +1.3 & -1.3 & +3.2 & -3.2 & 1.5 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
318-346 & 5.33 \times 10^{0} & 1.3 & 0.52 & +0.0 & -0.0 & +1.5 & -1.5 & +3.0 & -3.0 & 1.5 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
346-376 & 1.05 \times 10^{0} & 0.40 & 0.50 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
376-408 & 1.80 \times 10^{0} & 0.40 & 0.50 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
408-442 & 1.05 \times 10^{0} & 0.42 & 0.51 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
442-478 & 6.08 \times 10^{-1} & 0.44 & 0.42 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
478-516 & 3.49 \times 10^{-1} & 0.38 & 0.32 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
516-556 & 1.97 \times 10^{-1} & 0.48 & 0.33 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
556-598 & 1.12 \times 10^{-1} & 0.61 & 0.30 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
598-642 & 6.21 \times 10^{-2} & 0.79 & 0.26 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
642-688 & 3.37 \times 10^{-2} & 1.0 & 0.28 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
688-736 & 1.85 \times 10^{-2} & 1.4 & 0.32 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
736-786 & 1.02 \times 10^{-2} & 1.8 & 0.34 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
786-838 & 5.34 \times 10^{-3} & 2.5 & 0.37 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
838-894 & 2.60 \times 10^{-3} & 3.4 & 0.40 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
894-1012 & 9.15 \times 10^{-4} & 4.6 & 0.35 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
1012-1992 & 3.18 \times 10^{-5} & 9.4 & 0.53 & +0.0 & -0.0 & +2.0 & -2.0 & +1.8 & -1.8 & 1.4 & 0.1 & 0.0 & 0.98 & +1 & 1.00 \\
\hline
\end{tabular}
\caption{Measured double-differential inclusive jet cross-sections for jets with \(R = 0.4\) in the rapidity bin \(1.0 < |y| < 1.5\). See caption of table 3 for details.}
\end{table}
Table 6. Measured double-differential inclusive jet cross-sections for jets with $R = 0.4$ in the rapidity bin $1.5 \leq |y| < 2.0$. See caption of table 3 for details.
| p_{\text{T}} \text{ range} | \sigma \ [\text{pb}] | \sigma_{\text{LL}} \ [\text{pb}] | \sigma_{\text{LO}} \ [\text{pb}] | u_{\text{u}} \ [\text{pb}] | u_{\text{d}} \ [\text{pb}] | u_{\text{c}} \ [\text{pb}] | u_{\text{u}+\text{d}} \ [\text{pb}] | u_{\text{u}+\text{c}} \ [\text{pb}] | u_{\text{u}+\text{d}+\text{c}} \ [\text{pb}] | u_{\text{QCD}} \ [\text{pb}] | u_{\text{ISR}} \ [\text{pb}] | u_{\text{HES}} \ [\text{pb}] | u_{\text{FAL}} \ [\text{pb}] | u_{\text{MID}} \ [\text{pb}] | u_{\text{REAL}} \ [\text{pb}] | u_{\text{DL}} \ [\text{pb}] | u_{\text{DEG}} \ [\text{pb}] | u_{\text{ST}} \ [\text{pb}] | \text{NPC} | \text{EXP} | \text{EWC} |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 100-116         | 1.87 \times 10^3 | 0.88 | 0.79 | +1.7 | +1.4 | +0.3 | +0.2 | +0.4 | +0.4 | 4.8 | 0.8 | 0.0 | 0.96 | +3 | 1.00 |
| 116-134         | 7.83 \times 10^2 | 1.2 | 0.96 | +17 | +13 | +0.7 | +0.6 | +0.6 | +0.6 | 3.7 | 0.7 | 0.0 | 0.97 | +4 | 1.00 |
| 134-152         | 3.63 \times 10^2 | 1.6 | 0.52 | +15 | +13 | +0.6 | +0.5 | +0.6 | +0.6 | 3.2 | 0.6 | 0.0 | 0.97 | +4 | 1.00 |
| 152-172         | 1.65 \times 10^2 | 1.3 | 0.50 | +18 | +13 | +0.6 | +0.5 | +0.6 | +0.6 | 2.9 | 0.6 | 0.0 | 0.97 | +4 | 1.00 |
| 172-194         | 7.82 \times 10^1 | 1.0 | 0.51 | +19 | +13 | +0.7 | +0.6 | +0.7 | +0.7 | 2.8 | 0.6 | 0.0 | 0.97 | +4 | 1.00 |
| 194-216         | 3.57 \times 10^1 | 1.5 | 0.55 | +20 | +1.4 | +0.9 | +0.8 | +0.9 | +0.9 | 2.7 | 0.6 | 0.0 | 0.97 | +4 | 1.00 |
| 216-240         | 1.69 \times 10^1 | 1.2 | 0.71 | +20 | +1.3 | +0.9 | +0.8 | +2.1 | +2.1 | 2.6 | 0.5 | 0.0 | 0.98 | +4 | 1.00 |
| 240-264         | 7.99 \times 10^1 | 1.7 | 0.66 | +20 | +1.0 | +1.0 | +1.0 | +2.0 | +2.0 | 2.6 | 0.5 | 0.0 | 0.98 | +4 | 1.00 |
| 264-290         | 3.93 \times 10^0 | 2.3 | 0.71 | +20 | +1.0 | +1.0 | +1.0 | +2.1 | +2.1 | 2.7 | 0.4 | 0.0 | 0.98 | +4 | 0.99 |
| 290-318         | 1.73 \times 10^0 | 3.4 | 0.71 | +20 | +1.0 | +1.0 | +1.0 | +2.0 | +2.0 | 3.0 | 0.4 | 0.0 | 0.98 | +4 | 0.99 |
| 318-346         | 7.78 \times 10^{-1} | 3.7 | 1.1 | +20 | +1.0 | +1.0 | +1.0 | +2.0 | +2.0 | 3.3 | 0.4 | 0.0 | 0.98 | +4 | 0.99 |
| 346-376         | 3.66 \times 10^{-1} | 2.1 | 1.9 | +20 | +1.0 | +1.0 | +1.0 | +2.0 | +2.0 | 3.5 | 0.5 | 0.0 | 0.98 | +4 | 0.99 |
| 376-408         | 1.53 \times 10^{-1} | 1.3 | 1.3 | +20 | +1.0 | +1.0 | +1.0 | +2.0 | +2.0 | 3.7 | 0.5 | 0.0 | 0.98 | +4 | 0.99 |
| 408-442         | 6.28 \times 10^{-2} | 1.9 | 1.6 | +20 | +1.0 | +1.0 | +1.0 | +2.0 | +2.0 | 3.9 | 0.5 | 0.0 | 0.98 | +4 | 0.99 |
| 442-478         | 2.45 \times 10^{-2} | 2.6 | 1.5 | +24 | +0.6 | +0.6 | +0.6 | +2.2 | +2.2 | 4.4 | 0.5 | 0.0 | 0.98 | +4 | 0.99 |
| 478-516         | 8.45 \times 10^{-3} | 2.5 | 1.5 | +27 | +0.8 | +0.8 | +0.8 | +2.2 | +2.2 | 5.0 | 0.5 | 0.0 | 0.98 | +4 | 0.99 |
| 516-556         | 2.92 \times 10^{-3} | 4.3 | 2.3 | +30 | +1.1 | +1.1 | +1.1 | +3.1 | +3.1 | 5.7 | 0.5 | 0.1 | 0.98 | +4 | 0.99 |
| 556-642         | 5.60 \times 10^{-4} | 7.2 | 2.6 | +32 | +2.0 | +2.0 | +2.0 | +4.7 | +4.7 | 6.3 | 0.6 | 0.1 | 0.98 | +4 | 0.99 |
| 642-849         | 9.83 \times 10^{-5} | 33 | 5.2 | +76 | +0.1 | +0.1 | +0.1 | +1.1 | +1.1 | 16 | 2.7 | 0.2 | 0.98 | +4 | 0.98 |

Table 7. Measured double-differential inclusive jet cross-sections for jets with $R = 0.4$ in the rapidity bin $2.0 \leq |y| < 2.5$. See caption of table 3 for details.
Table 8. Measured double-differential inclusive jet cross-sections for jets with $R = 0.4$ in the rapidity bin $2.5 \leq |y| < 3.0$. See caption of table 3 for details.
Table 9. Measured double-differential inclusive jet cross-sections for jets with $R = 0.6$ in the rapidity bin $|y| < 0.5$. Here, $\sigma$ is the measured double differential cross-section $d^2\sigma/dp_Tdy$, averaged in each bin. All uncertainties are given in %. The variable $\delta_{\text{stat}}$ ($\delta_{\text{MC}}$) is the statistical uncertainty from the data (MC simulation). The $u$ components show the uncertainties due to the jet energy calibration from the in-situ, pile-up, close-by jet, and flavour components. The uncertainty due to the jet energy and angular resolution, the unfolding, the quality selection, and the integrated luminosity are also shown by the $u$ components. While all columns are uncorrelated with each other, the in-situ, pile-up, and flavour uncertainties shown here are the sum in quadrature of multiple uncorrelated components. In the last three columns, the correction factors for non-perturbative effects (NPC) with their uncertainties ($u_{\text{NPC}}$) and electroweak effects (EWC) are shown.
<table>
<thead>
<tr>
<th>0.25</th>
<th>1.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>1.8</td>
</tr>
</tbody>
</table>

Table 10. Measured double-differential inclusive jet cross-sections for jets with $R = 0.6$ in the rapidity bin $0.5 \leq |y| < 1.0$. See caption of table 9 for details.
| $p_T$ range | $\sigma$ | $d\sigma/dm_\eta$ | $d\sigma/dm_A$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}$ | $n_{in-out}
<table>
<thead>
<tr>
<th>pT/range</th>
<th>σ</th>
<th>σdata</th>
<th>σMC</th>
<th>σJAR</th>
<th>Wnr-enu</th>
<th>Wnr-ep</th>
<th>Wnr-ha-b</th>
<th>Wnr-flavour</th>
<th>Wnr-JET</th>
<th>Wnr-JAR</th>
<th>Wnr-nfold</th>
<th>Wnl-adj</th>
<th>Wnl-nuni</th>
<th>NPC</th>
<th>sNP</th>
<th>EWC</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GeV]</td>
<td>[pb/GeV]</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>100–116</td>
<td>3.25·10^{-3}</td>
<td>0.63</td>
<td>0.99</td>
<td>+11</td>
<td>-10</td>
<td>+11</td>
<td>-10</td>
<td>+11</td>
<td>-10</td>
<td>+16</td>
<td>-14</td>
<td>+6</td>
<td>-12</td>
<td>9.1</td>
<td>1.0</td>
<td>0.4</td>
</tr>
<tr>
<td>116–134</td>
<td>1.47·10^{-3}</td>
<td>0.87</td>
<td>0.66</td>
<td>+11</td>
<td>-10</td>
<td>+18</td>
<td>-15</td>
<td>+15</td>
<td>-12</td>
<td>+5</td>
<td>-5</td>
<td>7.1</td>
<td>0.7</td>
<td>0.2</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>134–152</td>
<td>6.91·10^{-3}</td>
<td>1.1</td>
<td>0.54</td>
<td>+12</td>
<td>-10</td>
<td>+1.8</td>
<td>-1.3</td>
<td>+1.8</td>
<td>-1.3</td>
<td>+5.6</td>
<td>-4.9</td>
<td>5.9</td>
<td>0.6</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>152–172</td>
<td>3.42·10^{-2}</td>
<td>0.81</td>
<td>0.43</td>
<td>+12</td>
<td>-11</td>
<td>+1.6</td>
<td>-1.3</td>
<td>+1.0</td>
<td>-1.0</td>
<td>+5.0</td>
<td>-4.8</td>
<td>5.2</td>
<td>0.5</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>172–194</td>
<td>1.66·10^{-2}</td>
<td>0.67</td>
<td>0.45</td>
<td>+12</td>
<td>-11</td>
<td>+1.4</td>
<td>-1.3</td>
<td>+1.0</td>
<td>-1.0</td>
<td>+4.4</td>
<td>-4.1</td>
<td>4.5</td>
<td>0.4</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>194–216</td>
<td>8.16·10^{-3}</td>
<td>0.92</td>
<td>0.47</td>
<td>+11</td>
<td>-10</td>
<td>+1.3</td>
<td>-1.1</td>
<td>+1.0</td>
<td>-1.0</td>
<td>+3.4</td>
<td>-3.3</td>
<td>3.8</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>216–240</td>
<td>4.28·10^{-3}</td>
<td>0.69</td>
<td>0.43</td>
<td>+11</td>
<td>-10</td>
<td>+1.1</td>
<td>-1.1</td>
<td>+1.1</td>
<td>-1.1</td>
<td>+2.8</td>
<td>-2.7</td>
<td>3.9</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>240–264</td>
<td>2.28·10^{-3}</td>
<td>0.90</td>
<td>0.42</td>
<td>+11</td>
<td>-10</td>
<td>+1.1</td>
<td>-1.0</td>
<td>+1.2</td>
<td>-1.2</td>
<td>+2.2</td>
<td>-2.1</td>
<td>3.7</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>264–290</td>
<td>1.23·10^{-3}</td>
<td>1.2</td>
<td>0.50</td>
<td>+11</td>
<td>-10</td>
<td>+1.0</td>
<td>-1.0</td>
<td>+1.3</td>
<td>-1.3</td>
<td>+2.9</td>
<td>-2.8</td>
<td>3.7</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>290–318</td>
<td>6.38·10^{-3}</td>
<td>1.6</td>
<td>0.52</td>
<td>+10</td>
<td>-9</td>
<td>+1.7</td>
<td>-1.7</td>
<td>+1.7</td>
<td>-1.7</td>
<td>+2.3</td>
<td>-2.3</td>
<td>3.6</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>318–346</td>
<td>3.48·10^{-3}</td>
<td>1.6</td>
<td>0.66</td>
<td>+0.9</td>
<td>-0.3</td>
<td>+1.2</td>
<td>-1.2</td>
<td>+1.1</td>
<td>-1.0</td>
<td>+2.6</td>
<td>-2.6</td>
<td>3.7</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>346–376</td>
<td>1.93·10^{-3}</td>
<td>0.84</td>
<td>0.78</td>
<td>+0.7</td>
<td>-0.5</td>
<td>+1.3</td>
<td>-1.2</td>
<td>+0.9</td>
<td>-0.9</td>
<td>+2.3</td>
<td>-2.4</td>
<td>3.9</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>376–408</td>
<td>1.02·10^{-3}</td>
<td>0.50</td>
<td>0.80</td>
<td>+0.7</td>
<td>-0.1</td>
<td>+1.3</td>
<td>-1.2</td>
<td>+0.7</td>
<td>-0.8</td>
<td>+2.2</td>
<td>-2.2</td>
<td>4.0</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>408–442</td>
<td>5.31·10^{-1}</td>
<td>0.63</td>
<td>0.67</td>
<td>+0.7</td>
<td>-0.6</td>
<td>+1.1</td>
<td>-1.0</td>
<td>+0.5</td>
<td>-0.5</td>
<td>+2.1</td>
<td>-2.0</td>
<td>4.0</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>442–478</td>
<td>2.74·10^{-1}</td>
<td>0.69</td>
<td>0.59</td>
<td>+10</td>
<td>-9</td>
<td>+0.7</td>
<td>-0.6</td>
<td>+0.3</td>
<td>-0.3</td>
<td>+2.0</td>
<td>-1.9</td>
<td>4.2</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>478–516</td>
<td>1.37·10^{-1}</td>
<td>0.60</td>
<td>0.52</td>
<td>+10</td>
<td>-9</td>
<td>+0.5</td>
<td>-0.3</td>
<td>+0.1</td>
<td>-0.1</td>
<td>+1.9</td>
<td>-1.8</td>
<td>4.5</td>
<td>0.3</td>
<td>0.0</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>516–556</td>
<td>6.73·10^{-2}</td>
<td>0.81</td>
<td>0.58</td>
<td>+11</td>
<td>-10</td>
<td>+0.1</td>
<td>-0.9</td>
<td>+0.0</td>
<td>-0.9</td>
<td>+1.8</td>
<td>-1.8</td>
<td>5.0</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>556–598</td>
<td>3.17·10^{-2}</td>
<td>1.2</td>
<td>0.57</td>
<td>+11</td>
<td>-10</td>
<td>+0.1</td>
<td>-0.9</td>
<td>+0.0</td>
<td>-0.9</td>
<td>+1.7</td>
<td>-1.7</td>
<td>5.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>598–642</td>
<td>1.44·10^{-2}</td>
<td>1.2</td>
<td>0.52</td>
<td>+12</td>
<td>-11</td>
<td>+0.2</td>
<td>-1.0</td>
<td>+0.0</td>
<td>-0.9</td>
<td>+1.6</td>
<td>-1.6</td>
<td>6.1</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>642–688</td>
<td>6.47·10^{-3}</td>
<td>2.5</td>
<td>0.64</td>
<td>+13</td>
<td>-13</td>
<td>+0.2</td>
<td>-0.1</td>
<td>+0.0</td>
<td>-0.0</td>
<td>+1.5</td>
<td>-1.5</td>
<td>6.8</td>
<td>0.3</td>
<td>0.1</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>688–736</td>
<td>2.66·10^{-3}</td>
<td>3.6</td>
<td>0.61</td>
<td>+14</td>
<td>-14</td>
<td>+0.1</td>
<td>-0.1</td>
<td>+0.0</td>
<td>-0.0</td>
<td>+1.4</td>
<td>-1.4</td>
<td>7.4</td>
<td>0.3</td>
<td>1.3</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>736–789</td>
<td>5.36·10^{-4}</td>
<td>5.3</td>
<td>0.55</td>
<td>+16</td>
<td>-16</td>
<td>+0.0</td>
<td>-0.0</td>
<td>+0.0</td>
<td>-0.0</td>
<td>+1.2</td>
<td>-1.2</td>
<td>8.5</td>
<td>0.3</td>
<td>2.7</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>789–1992</td>
<td>2.70·10^{-6}</td>
<td>27</td>
<td>2.9</td>
<td>+20</td>
<td>-27</td>
<td>+0.0</td>
<td>-0.5</td>
<td>+0.0</td>
<td>-0.4</td>
<td>+1.3</td>
<td>-1.4</td>
<td>15.6</td>
<td>0.6</td>
<td>4.3</td>
<td>0.9</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 12. Measured double-differential inclusive jet cross-sections for jets with \( R = 0.6 \) in the rapidity bin \( 1.5 \leq \lvert y \rvert \leq 2.0 \). See caption of table 9 for details.
<table>
<thead>
<tr>
<th>pT range</th>
<th>σ [pb/GeV]</th>
<th>$\sigma_{\text{min}}$ [pb/GeV]</th>
<th>$\sigma_{\text{max}}$ [pb/GeV]</th>
<th>$u_{\text{mis}}$ [%]</th>
<th>$u_{\text{jet}}$ [%]</th>
<th>$u_{\text{clus}}$ [%]</th>
<th>$u_{\text{iso}}$ [%]</th>
<th>$u_{\text{iso}}$ [%]</th>
<th>$u_{\text{ifiers}}$ [%]</th>
<th>$u_{\text{misc}}$ [%]</th>
<th>$u_{\text{total}}$ [%]</th>
<th>$u_{\text{qual}}$ [%]</th>
<th>$u_{\text{misc}}$ [%]</th>
<th>NPC</th>
<th>EXP</th>
<th>EWC</th>
</tr>
</thead>
<tbody>
<tr>
<td>100–116</td>
<td>2.26 10^7</td>
<td>0.86</td>
<td>1.0</td>
<td>$\pm 15$</td>
<td>$\pm 1$</td>
<td>$\pm 1$</td>
<td>$\pm 1$</td>
<td>$\pm 4$</td>
<td>$\pm 4$</td>
<td>12</td>
<td>1.5</td>
<td>0.4</td>
<td>0.97</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>116–134</td>
<td>9.78 10^7</td>
<td>1.1</td>
<td>0.97</td>
<td>$\pm 15$</td>
<td>$\pm 2.0$</td>
<td>$\pm 1.2$</td>
<td>$\pm 4.2$</td>
<td>9.7</td>
<td>1.1</td>
<td>0.1</td>
<td>0.97</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>134–152</td>
<td>4.45 10^7</td>
<td>1.4</td>
<td>0.82</td>
<td>$\pm 15$</td>
<td>$\pm 1.8$</td>
<td>$\pm 1.0$</td>
<td>$\pm 2.5$</td>
<td>7.6</td>
<td>0.9</td>
<td>0.0</td>
<td>0.97</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>152–172</td>
<td>1.98 10^7</td>
<td>1.1</td>
<td>1.1</td>
<td>$\pm 15$</td>
<td>$\pm 1.6$</td>
<td>$\pm 1.0$</td>
<td>$\pm 1.4$</td>
<td>6.4</td>
<td>0.8</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>172–194</td>
<td>9.36 10^6</td>
<td>0.92</td>
<td>0.51</td>
<td>$\pm 15$</td>
<td>$\pm 1.5$</td>
<td>$\pm 1.0$</td>
<td>$\pm 2.5$</td>
<td>5.9</td>
<td>0.8</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>194–216</td>
<td>4.22 10^6</td>
<td>1.3</td>
<td>0.55</td>
<td>$\pm 15$</td>
<td>$\pm 1.6$</td>
<td>$\pm 1.0$</td>
<td>$\pm 2.9$</td>
<td>5.4</td>
<td>0.7</td>
<td>0.1</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>216–240</td>
<td>2.00 10^6</td>
<td>1.0</td>
<td>0.77</td>
<td>$\pm 15$</td>
<td>$\pm 1.3$</td>
<td>$\pm 1.1$</td>
<td>$\pm 2.8$</td>
<td>5.2</td>
<td>0.7</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>240–264</td>
<td>9.67 10^5</td>
<td>1.5</td>
<td>0.59</td>
<td>$\pm 15$</td>
<td>$\pm 1.3$</td>
<td>$\pm 1.2$</td>
<td>$\pm 2.7$</td>
<td>5.2</td>
<td>0.7</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>264–290</td>
<td>4.69 10^5</td>
<td>2.1</td>
<td>0.71</td>
<td>$\pm 15$</td>
<td>$\pm 1.3$</td>
<td>$\pm 1.3$</td>
<td>$\pm 2.5$</td>
<td>5.5</td>
<td>0.7</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>290–318</td>
<td>2.14 10^5</td>
<td>3.0</td>
<td>0.76</td>
<td>$\pm 15$</td>
<td>$\pm 1.4$</td>
<td>$\pm 1.2$</td>
<td>$\pm 2.5$</td>
<td>5.8</td>
<td>0.8</td>
<td>0.1</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>318–346</td>
<td>9.48 10^3</td>
<td>3.4</td>
<td>0.86</td>
<td>$\pm 15$</td>
<td>$\pm 1.4$</td>
<td>$\pm 1.1$</td>
<td>$\pm 2.3$</td>
<td>6.2</td>
<td>0.7</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>346–376</td>
<td>4.32 10^2</td>
<td>1.9</td>
<td>1.2</td>
<td>$\pm 15$</td>
<td>$\pm 1.4$</td>
<td>$\pm 0.9$</td>
<td>$\pm 2.2$</td>
<td>6.6</td>
<td>0.6</td>
<td>0.1</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>376–408</td>
<td>1.83 10^2</td>
<td>1.2</td>
<td>1.1</td>
<td>$\pm 15$</td>
<td>$\pm 1.4$</td>
<td>$\pm 0.7$</td>
<td>$\pm 2.3$</td>
<td>7.2</td>
<td>0.5</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>408–442</td>
<td>7.48 10^2</td>
<td>3.0</td>
<td>1.6</td>
<td>$\pm 15$</td>
<td>$\pm 1.4$</td>
<td>$\pm 0.7$</td>
<td>$\pm 2.1$</td>
<td>7.8</td>
<td>0.4</td>
<td>0.0</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>442–478</td>
<td>2.88 10^2</td>
<td>3.5</td>
<td>2.3</td>
<td>$\pm 15$</td>
<td>$\pm 2.0$</td>
<td>$\pm 0.2$</td>
<td>$\pm 2.1$</td>
<td>9.1</td>
<td>0.4</td>
<td>0.1</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>478–516</td>
<td>1.01 10^2</td>
<td>4.0</td>
<td>2.4</td>
<td>$\pm 15$</td>
<td>$\pm 3.0$</td>
<td>$\pm 0.3$</td>
<td>$\pm 2.1$</td>
<td>8.5</td>
<td>0.4</td>
<td>0.1</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>516–556</td>
<td>3.29 10^3</td>
<td>4.0</td>
<td>2.7</td>
<td>$\pm 15$</td>
<td>$\pm 2.0$</td>
<td>$\pm 0.3$</td>
<td>$\pm 2.4$</td>
<td>11.1</td>
<td>0.4</td>
<td>0.8</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>556–642</td>
<td>6.58 10^4</td>
<td>6.6</td>
<td>2.4</td>
<td>$\pm 22$</td>
<td>$\pm 0.3$</td>
<td>$\pm 2.4$</td>
<td>$\pm 2.4$</td>
<td>12.0</td>
<td>0.4</td>
<td>1.2</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>642–894</td>
<td>1.20 10^5</td>
<td>29</td>
<td>5.5</td>
<td>$\pm 25$</td>
<td>$\pm 0.2$</td>
<td>$\pm 0.0$</td>
<td>$\pm 2.7$</td>
<td>31.1</td>
<td>0.4</td>
<td>1.7</td>
<td>0.98</td>
<td>$\pm 0.0$</td>
<td>0.98</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 13. Measured double-differential inclusive jet cross-sections for jets with $R = 0.6$ in the rapidity bin $2.0 \leq |y| < 2.5$. See caption of table 9 for details.
Table 14. Measured double-differential inclusive jet cross-sections for jets with $R = 0.6$ in the rapidity bin $2.5 < |y| < 3.0$. See caption of table 9 for details.
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