The interaction of N$_2$O$_5$ with mineral dust: aerosol flow tube and Knudsen reactor studies
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Abstract. The interaction of mineral dust with N$_2$O$_5$ was investigated using both airborne mineral aerosol (using an aerosol flow reactor with variable relative humidity) and bulk samples (using a Knudsen reactor at zero humidity). Both authentic (Saharan, SDCV) and synthetic dust samples (Arizona test dust, ATD and calcite, CaCO$_3$) were used to derive reactive uptake coefficients ($\gamma$). The aerosol experiments (Saharan dust only) indicated efficient uptake, with e.g. a value of $\gamma$(SDCV)=$(1.3\pm0.2)\times10^{-2}$ obtained at zero relative humidity. The values of $\gamma$ obtained for bulk substrates in the Knudsen reactor studies are upper limits due to assumptions of available surface area, but were in reasonable agreement with the AFT measurements, with: $\gamma$(SDCV)=$(3.7\pm1.2)\times10^{-2}$, $\gamma$(ATD)=$(2.2\pm0.8)\times10^{-2}$ and $\gamma$(CaCO$_3$)=$(5\pm2)\times10^{-2}$. The errors quoted are statistical only. The results are compared to literature values and assessed in terms of their impact on atmospheric N$_2$O$_5$.

1 Introduction

Estimates of emissions of mineral dust into the atmosphere presently lie at somewhat less than 2000 Tg per annum (Lunt and Valdes, 2002; Tegen et al., 2002; Luo et al., 2003) making it an important component of the coarse fraction of atmospheric aerosol and explaining its significant impact on several aspects of atmospheric science including radiative forcing, and modification of photochemical cycles. The direct radiative forcing effect (due to scattering and absorption of incoming solar radiation) is accompanied by an indirect effect as clay and silica particles are effective condensation and ice nuclei (Sassen et al., 2003; Ansmann et al., 2005), which can ultimately affect cloud structure and precipitation patterns (Twomey et al., 1984). The latter effect will likely be modified by the physical state of the mineral dust particles, which will be influenced by chemical ageing during atmospheric transport. Evidence from field, laboratory and modelling efforts is increasing pointing towards an important role of mineral dust as provider of reactive surfaces for several trace gases. Interaction of mineral dust with atmospheric NO$_x$-NO$_y$ trace gases is particularly interesting due to its potential impact on photochemical ozone production. An increase in the nitrate content of dust during transport over polluted regions has been documented on several occasions (Nishikawa and Kanamori, 1991; Silva et al., 2000; Mori et al., 2003; Hwang and Ro, 2005; Matsuki et al., 2005) and model studies have confirmed that this is consistent with the uptake of reactive NO$_y$ traces gases such as HNO$_3$ and N$_2$O$_5$ (Carmichael et al., 1996; Dentener et al., 1996).

The overall impact which heterogeneous reactions of NO$_y$ on mineral aerosol exert on tropospheric photochemical cycles, has been assessed in several combined aerosol/gas-phase models (Zhang et al., 1994; Dentener et al., 1996; Phadnis and Carmichael, 2000; Song and Carmichael, 2001; Bian and Zender, 2003; Bauer et al., 2004). All models suggest a significant impact of NO$_y$ uptake on e.g. the partitioning of nitrate between the gas and particulate phase, the NO$_y$/NO$_x$ ratio and ozone concentrations.
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N\textsubscript{2}O\textsubscript{5} is generated in the termolecular reaction of NO\textsubscript{2} with O\textsubscript{3}, which is formed mainly by the reaction of NO\textsubscript{2} with O\textsubscript{3} (R1)

\[
\text{NO}_2 + O_3 \rightarrow NO_3 + O_2
\]  

(R1)

\[
\text{NO}_2 + NO_3 + M \rightarrow \text{N}_2\text{O}_5 + M
\]  

(R2)

Although the fast photolysis of NO\textsubscript{3} (lifetime is \(\approx 1\) s) (Wayne et al., 1991) renders N\textsubscript{2}O\textsubscript{5} formation inefficient during the day, N\textsubscript{2}O\textsubscript{5} can be an important reservoir of NO\textsubscript{3} and NO\textsubscript{2} during night-time. At night, the relative concentrations of N\textsubscript{2}O\textsubscript{5}, NO\textsubscript{3} and NO\textsubscript{2} are controlled by the equilibrium described by the formation of N\textsubscript{2}O\textsubscript{5} (R1, R2) and its loss due to thermal decomposition (R-2):

\[
\text{N}_2\text{O}_5 + M \rightarrow \text{NO}_2 + \text{NO}_3 + M
\]  

(R-2)

This equilibrium can be perturbed by changes in concentration of any one of the three trace gases, with loss of N\textsubscript{2}O\textsubscript{5} expected to be important due to the well established reactivity of this acid anhydride towards aqueous or moist surfaces, resulting in nitrate formation (R3). The long photochemical lifetime and high solubility of nitrate/nitric acid result in large deposition rates and permanent removal from the atmosphere.

\[
\text{N}_2\text{O}_5 + \text{surface} + H_2O \rightarrow 2\text{HNO}_3 \text{ (or nitrate)}
\]  

(R3)

The loss of N\textsubscript{2}O\textsubscript{5} on an aerosol is thus recognised as an important removal process for NO\textsubscript{x} in many regions of the atmosphere (Chartrand and McConnell, 1999; Hendricks et al., 1999; Evans and Jacob, 2005). The direct reduction in NO\textsubscript{3} and the indirect reduction of O\textsubscript{3} (due to repartitioning of NO\textsubscript{x} to NO\textsubscript{y}) both impact on the oxidising power of the troposphere.

The rate of (R3) is determined by the available aerosol surface area and the efficiency of the trace-gas aerosol interaction, the latter being described by the uptake coefficient, \(\gamma\). Using values of \(\gamma\) of \(\approx 0.1\), early modelling studies established an important role for reaction (R3) on aqueous surfaces (Dentener and Crutzen, 1993) though the effect is still significant with the presently preferred values of \(\gamma\) which are closer to 0.02 (Evans and Jacob, 2005).

In the absence of experimental data on the efficiency of uptake of N\textsubscript{2}O\textsubscript{5} to a mineral dust surface, previous efforts to model the effect of this process have used values of \(\gamma\) which reveal a large spread: Dentener et al. (1996) used \(\gamma=0.1\) based on the data available for aqueous surfaces at that time whilst Zhang et al. (1994) allowed \(\gamma\) to vary between 0.01 and 1. More recently, values of \(\gamma=0.03\), 0.01 and 0.001 have been used by Shon et al. (2004), Evans and Jacob (2005) and Bian and Zender (2003), respectively. Bauer et al. (2004) employed a value of \(\gamma\) that varied between 0.02 and 0.003 depending on relative humidity.

Experimental data which has been published since these modelling studies does not help to resolve the issue, as two separate studies using essentially the same experimental method, and both using Saharan dust samples have derived values of the uptake coefficient as diverse as 0.01 (Seisel et al., 2005) and 0.2. (Karagulian et al., 2006) Both Seisel et al. (2005) and Karagulian et al. (2006) carried out experiments using porous, bulk substrates and Knudsen reactors, which can lead to large uncertainty in estimation of the surface area available for reaction and which do not allow variation of relative humidity. In order to overcome the limitations posed by the Knudsen reactor approach we have conducted experiments using an aerosol flow reactor with dispersed, authentic Saharan dust from the Cape Verde islands (SDCV). In addition to removing the problems associated with the use of bulk samples, this approach also enabled experiments to be conducted under different relative humidities. We compare our results using the aerosol flow reactor to our Knudsen reactor experiments using SDCV, Arizona test dust (ATD), and calcite (CaCO\textsubscript{3}), and to the two previous literature values.

2  Experimental section

Two distinctly different set ups have been used to investigate the interaction of N\textsubscript{2}O\textsubscript{5} with mineral dust. Similar to our previous work on HNO\textsubscript{3} (Hanisch and Crowley, 2001b), we used a Knudsen reactor to investigate the uptake to bulk samples under conditions of low humidity, whilst uptake to airborne mineral aerosol was investigated using an aerosol flow tube, both operated at the laboratory temperature of 296\pm2 K. The aerosol flow tube is described here for the first time so a detailed technical description is given. The Knudsen reactor has been described previously (Hanisch and Crowley, 2001b) and only salient features and operational parameters are mentioned here.

2.1 Aerosol flow tube

2.1.1 Gas flow characteristics

The aerosol flow tube (AFT, Fig. 1) is a vertically mounted Pyrex tube of length 120 cm and internal diameter 4 cm. Aerosol can be introduced into the top of the AFT via a side arm, whereas trace gases are introduced axially into the centre of the AFT via a stainless steel, movable injector (6 mm OD), the position of which defines the contact time between trace gases and aerosol or reactor walls. N\textsubscript{2}O\textsubscript{5} is flown through the stainless steel injector through a 1/8th inch Teflon pipe and only has contact with the last 10 cm of the injector, which is coated with a thin Teflon film (Dupont, FEP). The AFT is usually operated at or close to atmospheric pressure to reduce loss of N\textsubscript{2}O\textsubscript{5} to the walls, which, combined with total gas flows of 3 L (STD) min\(^{-1}\) (SLM) N\textsubscript{2} result in a Reynolds number of 110 and an entrance length to acquire laminar flow of \(\approx 25\) cm.

Most experiments were carried out using an aerodynamic particle sizer (see below) which operates at a flow of 5 SLM,
so that an addition 2 SLM of filtered (particle free) laboratory air, was mixed into the 3 SLM reactor flow downstream of the reactor (see Fig. 1). The total reactor flow comprised of 2.5 SLM carrying the aerosol (partly passing through the aerosol generator (see below) and partly passing through a bubbler containing water for humidification of the flow) and 0.5 SLM via the injector. By variation of the flow through the bubbler, the experimental relative humidity (RH) was set at 0, 29 or 58%. Other minor flows e.g. 10 cm³ (STD) min⁻¹ (scm) injector purge are indicated in Fig. 1. Mixing of trace gas flowing from the injector with the bulk flow was observed by adding NO₂ to the injector and measuring its concentration at various fixed distances from the inlet to the detector (see below). Well mixed flows were observed at distances greater than ≈25 cm from the injector. At 3 SLM total flow rate the average linear velocity was ≈4 cm s⁻¹, resulting in a maximum trace gas residence time of ≈30 s. The validity of calculating the average velocity via total flow rates and pressure could be confirmed by adding a pulse of gas (NO₂) to the injector and monitoring its average time of arrival at the detector.

2.1.2 Generation and detection of N₂O₅

N₂O₅ was eluted via the injector into the flow tube by passing a stream of N₂ (usually 20–80 scm, F4) over N₂O₅ crystals held at 223 K and dynamically diluting this flow with further 480–420 scm N₂ (F6). The complete injector flow (500 scm) was transported through 1/8th inch Teflon piping (≈1.5 m) into the lower 10 cm of the injector (i.d. 5 mm) and then into the flow tube. The vapour pressure of N₂O₅ at 223 K is ≈0.25 Torr (Fahey et al., 1985) which, assuming saturation of the N₂ flow, results in N₂O₅ concentrations in the injector of ≈10¹³–10¹⁴ molecule cm⁻³. Mixing of the injector flow (500 scm) with the main gas flow (2.5 SLM) results in flow tube concentrations of N₂O₅ between 5×10¹² and 5×10¹³ molecule cm⁻³, which were necessary for reasons related to the N₂O₅ detection scheme (see below). As shown by Reactions (R2) and (R-2), N₂O₅ is in dynamic equilibrium with NO₂ and NO₃, thus the N₂O₅ source will also contain these “impurities”. Using evaluated (Sander et al., 2006) equilibrium constants and rate coefficients for (R2) and (R-2) it is easy to show that at 223 K (the temperature of the N₂O₅ crystals) the equilibrium favours N₂O₅ formation so that its concentration is a factor ≈10⁶ greater than NO₃ and NO₂. However, during transport through the injector the gas is warmed to room temperature and N₂O₅ (initially at ≈10¹⁴ molecule cm⁻³) decomposes to generate NO₃ and NO₂ at ≈1% level in ≈1 s. Dilution in the main flow results e.g. in a concentration of N₂O₅ close to 1×10¹³ molecule cm⁻³ and equilibrium concentrations of NO₃ and NO₂ of 5×10¹¹ molecule cm⁻³, equilibrium being achieved in ≈2 s. The presence of NO₂ and NO₃ impurities in the flow tube at these low levels has no significant impact on N₂O₅ detection, though we later discuss the potential role which the dynamic equilibrium between N₂O₅, NO₃ and NO₂ may have on the determination of N₂O₅ loss rates.

Fig. 1. Aerosol flow tube set-up. RBG = rotating brush generator, CLD = chemiluminescence NO detector, APS = aerodynamic particle sizer spectrometer, SS = stainless steel. The total flow (N₂ unless otherwise stated) was 3000 scm with (typically) F4+F6=500 scm; F5=10 scm; F3=20 scm (0.001% NO in N₂); F1+F₂=2500 scm (with a variable proportion through the humidifier to obtain RH of 0, 29 and 58%).
$\text{N}_2\text{O}_5$ was detected using a modified chemiluminescence detector (CLD). Conventionally, CLD devices are used to detect NO$\text{y}$ and NO$\text{x}$ via thermal conversion (in an oven at several hundred °C) to NO, which is detected via the generation of chemiluminescence (NO$_2^*$ emission) from its reaction with O$_3$. To detect $\text{N}_2\text{O}_5$ selectively in the presence of potential impurities such as NO$_2$ and HNO$_3$ we make use of the fact that $\text{N}_2\text{O}_5$ is thermally unstable and dissociates to NO$_3$ and NO$_2$ rapidly at temperatures well below 100°C whereas HNO$_3$ and NO$_2$ do not. At 90°C and atmospheric pressure, the lifetime of $\text{N}_2\text{O}_5$ with respect to thermal dissociation is $\approx 5 \times 10^{-2}$ s and the NO$_3$ product of the thermal dissociation reacts rapidly with NO ($k_4 (363 \text{K})=2.4 \times 10^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$) (Sander et al., 2006):

$$\text{NO}_3 + \text{NO} \rightarrow 2\text{NO}_2 \quad (\text{R4})$$

The inlet to the CLD (see Fig. 1) consisted of a heated length ($\approx 10$ cm) of 5 mm i.d. Teflon tubing (at 90°C) to thermally dissociate $\text{N}_2\text{O}_5$ and a flow of NO which could be monitored directly by the CLD (i.e. without the oven). NO was introduced using 1/8th inch stainless steel piping close to the inlet as shown in Fig. 1.

$\text{N}_2\text{O}_5$ was thus monitored as the change in NO concentration at the detector. 120 sccm of gas were sampled into the heated Teflon tube, resulting in residence times of about 1 s. This residence time, during which all $\text{N}_2\text{O}_5$ should decompose (R-2) and all NO$_3$ should react with NO, placed some constraint on the lower bound to the concentrations of NO and $\text{N}_2\text{O}_5$ which could be used. Also, it was desirable to convert $\text{N}_2\text{O}_5$ as rapidly as possible to minimise reactions on surfaces that, during an experiment, could change their reactivity towards $\text{N}_2\text{O}_5$ due to the deposition of mineral aerosol. Numerical simulation of Reactions (R2), (R-2) and (R4) at 90°C showed that concentrations close to $10^{13}$ molecule cm$^{-3}$ of $\text{N}_2\text{O}_5$ and [NO]/[N$_2$O$_3$]=1.1 resulted in a NO response that equalled the initial $\text{N}_2\text{O}_5$ concentration and which took place in just 2–3 cm (i.e. within 0.3 s) of the heated Teflon inlet. By calibration of the CLD using a known NO concentration we thus measured the $\text{N}_2\text{O}_5$ concentration with $\approx 10\%$ accuracy.

The large conversion rate of NO$_3$ to NO$_2$ via (R4) also minimises potential loss of NO$_3$ via its thermal dissociation to NO and O$_2$ (R5), which has been reported to proceed with a time constant of $\approx 7$ s at 90°C (Wayne et al., 1991).

$$\text{NO}_3 + \text{M} \rightarrow \text{NO} + \text{O}_2 + \text{M} \quad (\text{R5})$$

Experimental tests of the detector set-up, including linearity of response to NO, the lack of NO modulation by added $\text{N}_2\text{O}_5$ when the heater was cold (confirming the low, (i.e. 5%) equilibrium concentrations of NO$_3$ at room temperature as described above) and lack of detector response to $\text{N}_2\text{O}_5$ in the absence of added NO confirmed the suitability of this approach. In addition, variation of the inlet temperature whilst monitoring a constant concentration of $\text{N}_2\text{O}_5$ confirmed that 90°C was the optimal operational temperature.

### 2.1.3 Generation and characterisation of mineral aerosol

Mineral dust was available in the form of bulk samples of Saharan dust (SDCV), the mineralogy/composition of which have been described in our previous publications (HANISH and CROWLEY, 2001a; HANISH and CROWLEY, 2001b; HANISH and CROWLEY, 2003b; HANISH and CROWLEY, 2003a) and is not repeated here. SDCV samples were dispersed and entrained in N$_2$ using a commercial rotating brush generator (Palas, RBG). Using the RBG we were able to produce gas flows containing up to several thousand particles per cm$^3$ in the flow tube, providing sufficient surface area for $\text{N}_2\text{O}_5$ uptake and reaction on the $\approx 10$–30 s time scale of the experiments. An aerosol impactor located close to the output of the RBG removed particles of diameters greater than a few µm.

The number and size distribution of particles in the reactor was monitored using a aerodynamic particle sizer spectrometer, APS (TSI-3321), located downstream of the flow tube and which sampled the complete 3 SLM flow (and an additional 2 SLM of lab air, containing no particles in that size range, see above). The APS measures particles in the size range 0.5 to 17 µm and was thus suitable for the coarse mineral aerosol particles studied in this work. The use of high particle concentrations required employment of a dilution stage (factor 20) in the APS (TSI-3302A). The APS works on the time of flight principle to derive an equivalent aerodynamic particle diameter ($D_a$), defined as the diameter of a spherical particle of unit density ($\rho$) with identical aerodynamic properties. The aerodynamic diameter can be corrected for non-unity density to derive the Stokes equivalent diameter (Hinds, 1999) ($D_s$) which can be used to calculate e.g. the surface area of a spherical particle.

$$D_s = D_a \sqrt{\frac{1}{\rho}} \quad (1)$$

The calibration of the APS was tested using spherical Latex particles (provided by TSI) with nominal diameters of 7.24 and 10.98 µm which have a density of 1 g cm$^{-3}$, so that $D_s=D_a$. The APS measured these particles reliably, returning diameters of 7.7 and 11.1 µm, respectively, a deviation of less than 6%. The accuracy of the APS in the small particle range was tested with spherical SiO$_2$ particles of known diameter (determined by scanning electron microscope). Once corrected for the density of the SiO$_2$ spheres, the APS measured diameters of 430, 890 and 1200 nm for the nominally 500, 1000 and 1400 nm particles, respectively indicating deviations of 10–15%.

A SDCV particle distribution obtained using the APS is given in Fig. 2. The distribution maximises at an aerodynamic diameter of 1.5 µm, which is in good agreement with an independent analysis using a loaned, electrical low...
pressure impactor (Dekati Ltd.), which measured an aerodynamic diameter of between 1 and 2 μm. In addition, inspection by scanning electron microscopy of SDCV particles collected on an impactor from the reactor indicate that non-agglomerated particles indeed have a diameter which is close to 1 μm.

Once corrected for the SDCV density of 2.7 g cm\(^{-3}\) (Hanisch and Crowley, 2003b), the APS data result in a Stokes average diameter of 0.85 μm. The APS provides both analogue output related to the number of particles per cm\(^3\), and also a time averaged size distribution. Typically the size distribution was recorded every 2 s whilst the number of particles was recorded continuously and over the same time period as the N\(_2\)O\(_5\) signal was acquired.

At this point we note that the Saharan dust particles used in this study are not spherical. For sedimenting particles, shape correction factors, β may be applied to derive the Stokes diameter:

\[
D_s = D_a \sqrt{\frac{1}{\rho \beta}}
\]  

For sedimenting, non spherical quartz particles a shape correction factor of 1.36 has been proposed (Hinds, 1999) which results in a reduction in \(D_s\) of \(\approx 15\%\). However, it is not clear to what extent this correction can be applied to accelerated SDCV particles in the APS. The accuracy of the APS size distribution and number density was tested by measuring these parameters over a prolonged (\(\approx 60\) min) flow of SDCV through the instrument and weighing the total dust sample. The dust mass was then compared to that calculated mass based on the APS total number of particles in each size bin and the known density of the dust. The results showed that the true mass (weighed) was \(\approx 2\) (±0.3) greater than that obtained from the APS, which would translate to an underestimate of the average particle size of \(\approx 25\%\). This value is taken into consideration when we later discuss the experimental data and the calculation of uptake coefficients. In the following text, we cite the Stokes equivalent diameter, \(D_s\), without correction for particle shape.

We note that the SDCV particle size of close to 1 μm measured here is similar to measurements of Saharan dust in the atmosphere, which indicate effective diameters of 1.2–6 μm (Immler and Schrems, 2003), or average values of 1.7 μm (Meskhidze et al., 2005).

2.2 Knudsen reactor

2.2.1 Reactor parameters

The Knudsen reactor-mass spectrometer was used in an essentially identical manner as previously reported (Hanisch and Crowley, 2001b). The pressure in the 296±2 K, Teflon coated Knudsen cell was varied between 0.08 and 0.13 mTorr with the concentration of N\(_2\)O\(_5\) varied between 3×10\(^9\) and 2×10\(^{10}\) molecule cm\(^{-3}\). In the present experiments, only the 10.0 mm escape orifice was used. The mineral samples were prepared by mixing into a paste with methanol and dispersed to form even films on polished α-Al\(_2\)O\(_3\) (1120) crystals, which were shown to have no observable reactivity towards N\(_2\)O\(_5\). The films, of geometric surface area 1.0 cm\(^2\), were heated to 400 K for 5 h under vacuum before allowing to cool to room temperature for an experiment. Alternatively, they were allowed to dry in the sample compartment at room temperature under vacuum for 8 h. The mass of the dust on the α-Al\(_2\)O\(_3\) crystal was obtained by weighing after the experiment.

Gas phase N\(_2\)O\(_5\) was introduced into the reactor in a small flow of dried N\(_2\) passed over N\(_2\)O\(_5\)-crystals held in a vessel at temperatures of between 208 and 203 K. The N\(_2\)O\(_5\) concentration, typically \(<1\times10^{10}\) molecule cm\(^{-3}\), was calculated assuming saturation of the gas flowing over the N\(_2\)O\(_5\).

N\(_2\)O\(_5\) was monitored by the NO\(_2\)\(^+\) fragment at \(m/z=46\). It was therefore important to establish that HNO\(_3\) impurity was reduced as far as possible, as HNO\(_3\) also fragments to m/z=46. For this reason, the HNO\(_3\) parent ion at m/z=63 was also recorded enabling correction of N\(_2\)O\(_5\) concentrations. As the HNO\(_3\) concentration (obtained by comparison with calibration mixtures of HNO\(_3\)) (Hanisch and Crowley, 2001b) was <5% that of N\(_2\)O\(_5\), this correction was small and had no significant impact on measurements of the uptake coefficient.

2.3 Chemicals/dust samples

N\(_2\)O\(_5\) was prepared by mixing dried flows of NO\(_2\) (99.5%) and O\(_3\) in O\(_2\) at room temperature and trapping the product in a cold finger held at 195 K. The reaction time was kept at \(\approx 1\) min, which, combined with large O\(_3\) concentrations ensured that all NO\(_2\) was oxidised. This was checked by visually inspecting the complete disappearance of the brown
3 Results and discussion

3.1 Aerosol flow tube experiments

The aerosol flow tube was primarily used to examine the uptake of \( \text{N}_2\text{O}_5 \) to entrained mineral dust samples, the procedures and data analysis are described in Sect. 3.1.1. A small set of experiments were also carried out in the absence of aerosol to establish the reactivity of \( \text{N}_2\text{O}_5 \) at the reactor wall and to determine the diffusion coefficient of \( \text{N}_2\text{O}_5 \) in \( \text{N}_2 \) (Sect. 3.1.2).

3.1.1 Uptake of \( \text{N}_2\text{O}_5 \) to airborne mineral dust

Despite efforts to provide a stable supply of aerosol to the reactor, the measured particle density showed large fluctuations on a timescale of a few seconds. For this reason, the experiments were always conducted using short bursts (100 s of seconds) of dust into the reactor to observe the response of \( \text{N}_2\text{O}_5 \). A typical data set is displayed in Fig. 3. The striking anti-correlation between the \( \text{N}_2\text{O}_5 \) signal (initial concentration was \( 5 \times 10^{12} \text{ molecule cm}^{-3} \)), with small variations of \( N_d \) (number of dust particles cm\(^{-3}\)) shows that \( \text{N}_2\text{O}_5 \) is taken up to the dust surface.

In this plot, the dust number density is derived from the analogue output of the APS, and is measured with the same time step (integration time) as the \( \text{N}_2\text{O}_5 \) signal. Due to transport from the reactor to the CLD the signal due to \( \text{N}_2\text{O}_5 \) is shifted \( \approx 1 \) s later than the dust measurement. This time delay has been corrected in Fig. 3 and for all data sets.

The change of concentration (\( [c] \)) of a trace gas due to uptake to a surface is given by:

\[
\frac{d[c]}{dt} = \gamma \cdot \frac{\bar{c}}{4} \cdot \frac{a}{V}
\]

where \( a \) is the surface area (cm\(^2\)), \( V \) is the volume (cm\(^3\)) and \( \bar{c} \) is the mean molecular velocity (cm s\(^{-1}\)) of the trace gas at the appropriate temperature.

Following integration of Eq. (3) the uptake of \( \text{N}_2\text{O}_5 \) to uniformly dispersed dust aerosol under pseudo-first order conditions (number of reactive surface sites not significantly changed during reaction time) may be described by:

\[
-\ln \left( \frac{[\text{N}_2\text{O}_5]}{[\text{N}_2\text{O}_5]_0} \right) = k_d t + k_w t
\]

where \( k_d \) is the pseudo first order rate coefficient for uptake to dust aerosol (s\(^{-1}\)) and \( k_w \) is the wall loss rate coefficient (s\(^{-1}\)). \( k_d \) is thus the gas collision frequency with the dust multiplied by the efficiency of uptake on a per-collision basis, the uptake coefficient, \( \gamma \):

\[
k_d = \frac{\gamma \cdot \bar{c} \cdot A}{4}
\]

where \( A \) is equal to \( a/V \) and is the surface area of the dust aerosol per volume of gas (cm\(^2\) cm\(^{-3}\)). The total dust area...
The observed pseudo first-order decay rate \( k_d \) of \( \text{N}_2\text{O}_5 \) on the dust surface area. The error bars are 1σ as obtained from unweighted fitting to data sets similar to those shown in Fig. 4. strongly on pressure, and only weakly on the state of the wall. Within experimental uncertainty, \( k_w \) was thus constant with time and dust concentration. This unusual mode of operation with highly reactive walls can be preferential to one in which the rate of uptake of \( \text{N}_2\text{O}_5 \) to the wall varies with time due to progressive activation of the wall during an experiment to the take up of dust, which, for SDCV could not be avoided. The large (but constant) wall loss rates must however be less than the rate of uptake to aerosol, which was achieved in the present experiments by using large aerosol surface areas.

By plotting \( k_d \) versus the dust surface area, \( A \), we can derive the uptake coefficient (Eq. 5) as shown in Fig. 5. The dust surface area was obtained from the experimentally determined number density and size distribution which indicated an average (Stokes) particle diameter of \( D_s = 0.9 \mu m \) for this set of experiments and thus an average particle surface area of \( 2.54 \times 10^{-8} \) cm\(^2\). The size distribution did not change significantly over the course of an experiment. The error introduced into the dust area calculation by taking the average particle diameter, rather than summed surface area over all size bins was found to be less than 10% (underestimation) due to the symmetric and relatively narrow distribution. Weighted fitting (Eq. 5) to data in Fig. 5 results in a value of \( \gamma_{\text{exp}} = (2.3 \pm 0.3) \times 10^{-2} \).

The rate of uptake of a trace gas to airborne particles can be reduced by concentration gradients close to the particle surface leading to an underestimation of the true uptake coefficient, \( \gamma_{\text{true}} \). Generally this effect can be corrected (Fuchs and Sutugin, 1970) using:

\[
\frac{1}{\gamma_{\text{true}}} = \frac{1}{\gamma_{\text{exp}}} - \frac{0.75 + 0.283 Kn}{Kn (Kn + 1)}
\]

\( k_d \) is usually derived by combining Eqs. (4) and (5) and plotting the natural log of the relative \( \text{N}_2\text{O}_5 \) concentration versus contact time for a series of dust concentrations as shown in Fig. 4. This analysis requires that the sensitivity of the detector to \( \text{N}_2\text{O}_5 \) remains constant as the experiment progresses. This was generally the case, although sometimes a slight loss (\(<10\%\)) of sensitivity was observed after a dust burst. A correction to the \( \text{N}_2\text{O}_5 \) signal was applied to take this into account, and was derived by occasionally taking \( \text{N}_2\text{O}_5 \) signals at the same injector position in the absence of dust.

The expected exponential dependence of \( [\text{N}_2\text{O}_5] \) is observed, enabling extraction of \( k_d \). The common intercept of the three data sets shown at \( t \approx 5 \) s is due to finite mixing times and entrance lengths to acquire laminar flow (see Experimental section). The observed pseudo first-order decay constants \( k_{\text{obs}} \) obtained in the presence of dust were corrected by subtracting the separately measured wall loss rate of \( (4 \times 10^{-2} \text{ s}^{-1}) \) and for axial diffusion (Brown, 1978) to obtain \( k_d \). The present flow conditions and loss rates resulted in corrections for axial diffusion of less than 10%. We note that as the loss rate of \( \text{N}_2\text{O}_5 \) to the wall was close to being diffusion limited in these experiments the value of \( k_w \) depended

\[
A = \text{average number of dust particles per cm}^3 \text{, and the average surface area of a single dust particle } A_d, \text{ so that:}
\]

\[
k_d = \gamma \cdot \frac{\bar{v}}{4} \cdot N_d \cdot A_d
\]

\( Nd = 0 \)
\( Nd = 8300 \)
\( Nd = 21300 \)

The large (but constant) wall loss rates must however be less than the rate of uptake to aerosol, which was achieved in the present experiments by using large aerosol surface areas.

The common intercept of the three data sets shown at \( t \approx 5 \) s is due to finite mixing times and entrance lengths to acquire laminar flow (see Experimental section). The observed pseudo first-order decay constants \( k_{\text{obs}} \) obtained in the presence of dust were corrected by subtracting the separately measured wall loss rate of \( (4 \times 10^{-2} \text{ s}^{-1}) \) and for axial diffusion (Brown, 1978) to obtain \( k_d \). The present flow conditions and loss rates resulted in corrections for axial diffusion of less than 10%. We note that as the loss rate of \( \text{N}_2\text{O}_5 \) to the wall was close to being diffusion limited in these experiments the value of \( k_w \) depended

\[
k_d = \gamma \cdot \frac{\bar{v}}{4} \cdot N_d \cdot A_d
\]
where $K_n = \frac{3D_g}{r_{sw}}$, $D_g$ is the gas phase diffusion coefficient of N$_2$O$_5$ at atmospheric pressure and 296 K (0.085 cm$^2$ s$^{-1}$, see below) and $r_{sw}$ is the radius of the particle at the maximum of the surface area weighted size distribution. The size of the correction is small ($\approx 10\%$), so that the final value obtained is $\gamma_{true}(2.5\pm0.3)\times10^{-2}$. A more exact analysis, in which the diffusion correction was individually applied to each size bin of the distribution shown in Fig. 2, was carried out for one dataset and resulted in an almost identical correction factor ($\approx 11\%$).

This mode of analysis required using data with roughly fixed dust surface areas ($A$ constant to better than 5%) from datasets similar to those in Fig. 3, in which the dust was not held constant over a long period of time. Indeed, in such experiments the injector was held fixed whilst the dust concentration was varied, making the task of extracting data with the same value of $A$ but at various injector positions somewhat laborious, and which resulted in non-usage of most of the dataset.

Equations (4) and (5) show that, at any fixed contact time, the relative N$_2$O$_5$ concentration should display an exponential dependence on the dust number density ($N_d$). The N$_2$O$_5$ signal taken directly before each dust pulse was assigned to [N$_2$O$_5$]$_0$ and signals taken continuously during the dust pulse to [N$_2$O$_5$]. By taking a new value of [N$_2$O$_5$]$_0$ at each injector position, the wall loss of N$_2$O$_5$ was automatically removed from the dataset. With this method, the complete dataset from each “dust pulse” at each injector position can be used. Such a dataset is displayed in Fig. 6. The expected dependence of the N$_2$O$_5$ signal on the dust concentration is observed, the slope is equal to $1/4\gamma\bar{c}A_d t$. As the N$_2$O$_5$ signal was normalised to the initial signal (before dust was introduced), the intercept does not vary with injector position (contact time) as Eq. (3) suggests. For the particular data set displayed in Fig. 6, data were obtained at a total of 5 contact times, $t$, corresponding to injector positions of 35, 45, 79, 90 and 105 cm. A plot of $1/4\gamma\bar{c}A_d t$ versus $t$ is given in Fig. 7 for this data set, and for one further dataset obtained using slightly larger particles (1.2 instead of 0.9 $\mu$m). As expected from Eqs. (4) and (5) the slope of this plot is dependent on the aerosol diameter, and should be equal to $1/4\gamma\bar{c}A_d$. As described above, the fact that the term $1/4\gamma\bar{c}A_d t$ does not go though zero at $t=0$ is related to an offset in the contact time due to mixing effects. This does however not affect the analysis, which relies on the slope to derive $\gamma$.

Once corrected using Eq. (7), this analysis yields a value for the uptake coefficient of $(2.2\pm0.1)\times10^{-2}$, for the same data set used above to obtain $(2.5\pm0.3)\times10^{-2}$ using the more conventional analysis, and is also in agreement with the value of $(2.7\pm0.4)\times10^{-2}$ derived from the data set displayed in Fig. 7 using larger particles. The good agreement suggests that the approach is sound, and the slight difference in the value of $\gamma$ obtained when using the conventional versus complete analysis is related to the use of different sections of the same dataset. Thus, although the second approach has the advantage that the complete data set can be analysed, it suffers from the disadvantage that the axial diffusion correction (Brown, 1978) is not easy to apply. However, the axial diffusion correction was only 10% under the flow conditions of
this study, this is considered negligible compared to errors in
the particle surface area (see below).

We note that operating the AFT in “pulsed” mode may re-
result in axial gradients in dust number density, the severity of
which depend on the relationship between pulse duration and
the flow tube residence time. Axial concentration gradients
are not taken care of in the simple steady state analysis used
here and may give rise to systematic error. In fact, although
there is clear anticorrelation between the dust number density
and the NO\textsubscript{2}O\textsubscript{5} concentration, close examination shows that
the widths of corresponding features in the dust number den-
sity and the NO\textsubscript{2}O\textsubscript{5} concentration are not identical. However,
there is no significant and systematic deviation from the ex-
pected exponential dependence of the NO\textsubscript{2}O\textsubscript{5} concentration on
dust number density even in datasets in which numerous dust
features of variable duration (see e.g. Fig. 6) were observed.
Although some of the experimental scatter in such datasets
may arise because of partial break down of the steady state
analysis, this is not the major source of error in these ex-
periments, but might lead to a slight underestimation of the
uptake coefficient.

In total, 20 experiments were carried out using 3 differ-
ent initial NO\textsubscript{2}O\textsubscript{5} concentrations and 4 different particle di-
ameters. In 12 experiments the gas flow was not humidified
(RH≈0), in 4 experiments RH was set to 29% and in 4 it
was set to 58%. All values of \( \gamma \) obtained from the measure-
ments of integrated particle mass. The values of \( \gamma \) in the table are
derived as described above from a propagation of statistical
errors (2\( \sigma \)) in analysing the datasets. The corrections for
axial and radial diffusion and for gas transport to the particles
(Eq. 7) were only of the order of 10% and errors associated
with these corrections are not considered. The error in the
particle concentrations are represented by the scatter of the
data points in the plot of Fig. 6 and are thus taken care of
in the statistical 2\( \sigma \) error. Taking a critical look at our data,
the most obvious source of systematic error arises from the
surface areas used to calculate \( \gamma \). We have calculated the
total dust surface area from the average particle diameter from
the size distribution and the total number of particles, which
results in an underestimation by 10%. As discussed in the
experimental section, a more serious error is related to the
conversion of the measured aerodynamic particle diameter
to a geometric one, bearing in mind that the particles are
non spherical. The effect of irregular particles on the aerody-
namic diameter as measured by the APS is difficult to assess,
and has been reported to be potentially as large as a factor
two (Hinds, 1999). Our measurements of time-integrated particle mass indicated that the APS may underestimate this
parameter by a factor of two, which converts to underestima-
tion of the average diameter by a factor 1.25, or the surface
area by a factor of 1.6. In addition, for a given mass, the
ratio of surface area of non-spherical to spherical particles
varies from 1.24 for a cube, 1.39 for elongated particles with
ratio of long to short axis of 3, to a value of 1.5 for a plate
shaped particle with the ratio of diameter to depth of 8. These

\begin{table}
\centering
\caption{Aerosol flow tube experiments: Uptake coefficients and experimental conditions.}
\begin{tabular}{cccc}
\hline RH (%) & [N\textsubscript{2}O\textsubscript{5}]\textsuperscript{a} & \(D_i\) (\(\mu\text{m}\)) & \(\gamma_{true}\) (\(10^{-2}\)) & \(\gamma_{true}\) (mean)\textsuperscript{b} \\
\hline 0 & 5 & 0.9 & 1.5±0.3 & \\
0 & 5 & 0.9 & 1.4±0.3 & \\
0 & 6 & 0.9 & 1.7±0.4 & \\
0 & 20 & 0.9 & 1.2±0.2 & \\
0 & 5 & 0.9 & 1.4±0.3 & \\
0 & 5 & 1.2 & 1.7±0.4 & \\
0 & 5 & 1.2 & 1.7±0.4 & 1.3±0.2 \\
0 & 5 & 0.8 & 2.0±0.4 & \\
0 & 5 & 0.9 & 2.0±0.4 & \\
0 & 5 & 0.7 & 0.9±0.2 & \\
0 & 5 & 0.8 & 1.5±0.4 & \\
0 & 5 & 0.7 & 0.9±0.2 & \\
29 & 5 & 0.9 & 1.1±0.2 & \\
29 & 5 & 0.9 & 0.9±0.2 & \\
29 & 5 & 0.9 & 0.9±0.2 & 0.8±0.2 \\
29 & 20 & 0.9 & 0.6±0.1 & \\
58 & 5 & 0.7 & 0.4±0.1 & \\
58 & 5 & 0.7 & 0.7±0.2 & 0.5±0.1 \\
58 & 5 & 0.7 & 0.4±0.1 & \\
58 & 5 & 0.8 & 0.7±0.2 & \\
\hline
\end{tabular}
\textsuperscript{a}Units of 10\textsuperscript{12} molecule cm\textsuperscript{-3}. \(\gamma_{true}\) has been corrected for sys-
tematic errors due to diffusion limitation to the uptake and also for
errors in measurement of the particle size/shape (see text for de-
tails).
\textsuperscript{b}Weighted average.
\end{table}

considerations lead us to correct our uptake coefficients by a
factor of 1.6±0.2 obtained from the measurements of inte-
grated particle mass. The values of \(\gamma_{true}\) listed in Table 1
already take this into account. Experimental scatter (prob-
ably arising as a result of fluctuations in detector sensitivity
during the experiment) is sufficiently large so that a weak
dependence in the uptake coefficient on [NO\textsubscript{2}O\textsubscript{5}] or particle size
would remain undetected. The weighted mean values of \(\gamma_{true}\)
of (1.3±0.2)\times10\textsuperscript{-2}, (0.8±0.2)\times10\textsuperscript{-2}, and (0.5±0.1)\times10\textsuperscript{-2}
obtained at relative humidities of 0%, 29% and 58%, respec-
tively may indicate some apparent trend, with the lower val-
ues obtained at higher relative humidities. Potential reasons
for this unexpected trend are discussed later.

A further potential source of error in our measure-
ments is the fact that NO\textsubscript{2}O\textsubscript{5} is accompanied by the prod-
ucts of its thermal dissociation, NO\textsubscript{2} and NO\textsubscript{3}, which
are in dynamic equilibrium. Any process (e.g. uptake to
dust) that removes NO\textsubscript{2}O\textsubscript{5} from the reactor will result in
an adjustment of the equilibrium concentrations of NO\textsubscript{3}
and NO\textsubscript{2} and reformation of NO\textsubscript{2}O\textsubscript{5} via Reaction (R2).
The extent of this effect was tested by numerical simul-
ation (Curtis and Sweetenham, 1987). The simulation

\begin{table}
\centering
\caption{Aerosol flow tube experiments: Uptake coefficients and experimental conditions.}
\begin{tabular}{cccc}
\hline RH (%) & [N\textsubscript{2}O\textsubscript{5}]\textsuperscript{a} & \(D_i\) (\(\mu\text{m}\)) & \(\gamma_{true}\) (\(10^{-2}\)) & \(\gamma_{true}\) (mean)\textsuperscript{b} \\
\hline 0 & 5 & 0.9 & 1.5±0.3 & \\
0 & 5 & 0.9 & 1.4±0.3 & \\
0 & 6 & 0.9 & 1.7±0.4 & \\
0 & 20 & 0.9 & 1.2±0.2 & \\
0 & 5 & 0.9 & 1.4±0.3 & \\
0 & 5 & 1.2 & 1.7±0.4 & \\
0 & 5 & 1.2 & 1.7±0.4 & 1.3±0.2 \\
0 & 5 & 0.8 & 2.0±0.4 & \\
0 & 5 & 0.9 & 2.0±0.4 & \\
0 & 5 & 0.7 & 0.9±0.2 & \\
0 & 5 & 0.8 & 1.5±0.4 & \\
0 & 5 & 0.7 & 0.9±0.2 & \\
29 & 5 & 0.9 & 1.1±0.2 & \\
29 & 5 & 0.9 & 0.9±0.2 & \\
29 & 5 & 0.9 & 0.9±0.2 & 0.8±0.2 \\
29 & 20 & 0.9 & 0.6±0.1 & \\
58 & 5 & 0.7 & 0.4±0.1 & \\
58 & 5 & 0.7 & 0.7±0.2 & 0.5±0.1 \\
58 & 5 & 0.7 & 0.4±0.1 & \\
58 & 5 & 0.8 & 0.7±0.2 & \\
\hline
\end{tabular}
\textsuperscript{a}Units of 10\textsuperscript{12} molecule cm\textsuperscript{-3}. \(\gamma_{true}\) has been corrected for sys-
tematic errors due to diffusion limitation to the uptake and also for
errors in measurement of the particle size/shape (see text for de-
tails).
\textsuperscript{b}Weighted average.
\end{table}
was initialised with $[\text{N}_2\text{O}_5]^\text{molecule cm}^{-3}$ with NO$_3$ and NO$_2$ at their equilibrium concentration at 296 K ($2.7 \times 10^{11}$ molecule cm$^{-3}$). Further input parameters were $\gamma_{\text{true}}=2 \times 10^{-2}$ and the particle number density (0, 8000 or 20,000 cm$^{-3}$) and diameter (0.9 $\mu$m) and a first order loss rate coefficient of 0.04 s$^{-1}$ to simulate wall loss. The kinetic parameters for (R2) and (R-2) (the only purely gas phase reactions involved) were taken from an evaluation (Sander et al., 2006).

These parameters were chosen to mimic the real data shown in Fig. 4. The value of $\gamma_{\text{true}}$ was converted in the simulation to a pseudo first-order uptake coefficient using Eqs. (6) and (7). The results of the simulation are shown in Fig. 8 (upper panel). The simulated profiles (symbols) were fitted to an exponential function to derive the total first order loss coefficient ($k_{\text{obs}}$) as carried out for the real experimental data. The results showed that the fitted values of $k_{\text{obs}}$ underestimated the input parameters ($k_w+k_d$) by 5–10%, which is attributed to the regeneration of N$_2$O$_5$ as described above. This effect can be considered negligible compared to uncertainty in the particle surface area. Close inspection of the simulated data sets (especially at high loss rates for e.g. 50,000 particles cm$^{-3}$) showed slight deviation from exponential behaviour for exactly this reason. This would not be detectable in real experimental data with associated noise.

Further, we investigated the impact of the uptake of NO$_3$ to dust, which, via equilibria (R2) and (R-2), could conceivably also change the N$_2$O$_5$ concentration. A large uptake coefficient for reaction of NO$_3$ with Saharan dust of $\gamma(\text{NO}_3)\approx0.1$ was recently reported (Karagulian and Rossi, 2005) and we have used this value in our simulation, the results of which are displayed in Fig. 8 (lower panel). The addition of a loss process for NO$_3$ has the expected result of enhancing the N$_2$O$_5$ loss rate, though the N$_2$O$_5$ decay remains exponential. The effect on $k_{\text{obs}}$ is however not large ($\approx 10\%$). Simulations with larger values of $\gamma(\text{NO}_3)$ do not significantly change this picture as under the present experimental conditions diffusion limitation for uptake to the particles becomes large. The addition of a wall loss for NO$_3$ at approximately twice the rate of N$_2$O$_5$ wall loss had minimal effect when compared to its uptake to aerosol. In summary, the fact that N$_2$O$_5$ is not introduced into our reactor as a pure substance but in equilibrium with NO$_3$ and NO$_2$ at the few percent level does not have a significant effect on our analysis of N$_2$O$_5$ uptake.

### 3.1.2 Diffusion coefficient and wall loss of N$_2$O$_5$

A series of experiments, all at a total flow rate of 3 SLM and $[\text{N}_2\text{O}_5]\approx2 \times 10^{12}$ molecule cm$^{-3}$, was carried out to examine the loss of N$_2$O$_5$ to the walls of the flow tube, whereby no aerosol was entrained in the gas flow but was present on the inner surface of the flow tube in varying, but not controlled amounts.

From Eq. (3), the uptake of a trace gas to a cylindrical surface ($a=2\pi rl$ and $V=\pi r^2l$) is given by:

$$k_w = \gamma \cdot \frac{\bar{c}}{4} \cdot \frac{2}{r}$$

(8)

where $k_w$ is the pseudo first-order loss rate coefficient for wall loss, and $\gamma$ is the uptake coefficient for this process. For the case where the rate of loss of gas is determined not by surface reactivity, but by diffusion through the gas-phase, the following expression holds.

$$\gamma_{\text{diff}} = \frac{3.66(2D_g)}{\bar{c}r}$$

(9)
where \( D_g \) is the gas phase diffusion coefficient of \( \text{N}_2\text{O}_5 \) at the experimental pressure. Combining Eqs. (8) and (9), and rearranging we obtain:

\[
D_g = \frac{k_w r^2}{3.66} \tag{10}
\]

Which is valid for Peclet numbers in excess of \( \approx 20 \) (Zasypkin et al., 1997). The present experimental conditions resulted in Peclet numbers \( (\text{Pe} = 2r v/D_g) \), where \( v \) is the average linear velocity of the gas flow) of greater than 100.

By varying the injector position, the pseudo first order loss rate of \( \text{N}_2\text{O}_5 \) to the wall \( (k_w) \) could be determined at various pressures and converted to values of \( D_g \) via Eq. (10). This analysis is appropriate if the uptake is irreversible over the time scale of the experiments (i.e. \( \text{N}_2\text{O}_5 \) is lost permanently to the wall). For any given injector position, the \( \text{N}_2\text{O}_5 \) signal was seen to be invariant with exposure time, confirming that the capacity of the (dusty) walls to take up \( \text{N}_2\text{O}_5 \) was sufficiently large. Exponential plots of [\( \text{N}_2\text{O}_5 \)] versus contact time confirm this (Fig. 9 upper panel). Data were analysed at contact times longer than required for laminar flow to establish \((\approx 3 \text{ s at } 350\text{ Torr and } \approx 5 \text{ s at } 760\text{ Torr})\).

A linear relationship between \( k_w \) and pressure showed that at all experimental pressures covered (350 to 750 Torr) the uptake was indeed limited by gas-phase diffusion.

The results of such an experiment are summarised in Fig. 9 (lower panel) which also plots the values of \( D_g \) obtained via Eq. (10) with previous experimental and theoretical data, most of which present diffusion coefficients at 750–760 Torr. The scatter in the dataset (e.g. at 500 Torr) is larger than that resulting from a rigorous statistical analysis of each data point, and may be a result of non-perfect centring of the injector during translation.

The present data set is entirely consistent with the experimental result of Carstens at 760 Torr (Carstens, 1998), obtained using a completely different approach and also with the various calculated values listed (Monchick and Mason, 1961; Fried et al., 1994; Lovejoy and Hanson, 1995; Hu and Abbatt, 1997) at or close to this pressure. The parameterisation of Monchick and Mason (Monchick and Mason, 1961) also reproduces the observed pressure dependence rather closely. The value we obtained at 296 K and 760 Torr, \( D_{\text{N}_2\text{O}_5} = 0.085 \text{ cm}^2 \text{ s}^{-1} \), was used in the diffusion corrections reported above.

### 3.2 Knudsen reactor experiments

The Knudsen reactor was used to investigate the uptake of \( \text{N}_2\text{O}_5 \) to bulk samples of SDCV, ATD and calcite at 296±2 K. The effect of changing parameters such as the sample mass (i.e. thickness), the \( \text{N}_2\text{O}_5 \) concentration and the heating of the sample under vacuum (drying) were investigated.

3.2.1 SDCV results

Data from an experiment in which a bulk SDCV sample (21.6 mg spread onto the 1 cm\(^2\) sample holder) was exposed to \( \approx 6 \times 10^9 \text{ molecule cm}^{-3} \) of \( \text{N}_2\text{O}_5 \) is displayed in Fig. 10.

Once slight drifts (<10% over 30 min) in signal had been removed from the data, correction was made to the raw \( \text{N}_2\text{O}_5 \)
mass spectrometer signal at \( m/z = 46 \) to take into account low levels of HNO₃ present in the reactor as evidenced by a weak signal at \( m/z = 63 \).

The weak signal at \( m/z = 63 \) was acquired by integrating for much longer than that at \( m/z = 46 \). As this procedure took several minutes, it was performed before each uptake experiment using the same flow conditions. During non-exposure periods, the \( m/z = 46 \) signal was corrected using the known fragmentation pattern of pure HNO₃ samples, whereas during exposure the drop in HNO₃ signal was calculated using its uptake coefficient from our previous studies (Hanisch and Crowley, 2001a; Hanisch and Crowley, 2001b), which was then converted to a change in \( m/z = 46 \) due to HNO₃. The corrections were in fact very small (only a few percent of the signal due to the low concentration of HNO₃) and had only minor influence on values of \( \gamma \) obtained.

During exposure, the N₂O₅ concentration dropped to a steady state value defined by the rate of uptake to the surface and the rates of flow into and escape from the reactor. We have chosen to use a large escape orifice in these experiments in order to avoid concentration gradients at the surface, which can result in the underestimation of the uptake coefficient (see Hanisch and Crowley (2001a, b) for details). Unlike in the AFT experiments, the dust is not replenished during the course of the experiment but can be chemically modified. Due to the low concentrations of N₂O₅ used, no significant change in reactivity over a typical exposure period was observed.

As in our previous experiments on HNO₃ (Hanisch and Crowley, 2001a; Hanisch and Crowley, 2001b) the uptake coefficient was derived by the difference in trace gas signal when the gas flow was either isolated (\( S_0 \)) or in contact with the dust sample (\( S_d \)). It was not necessary to know the N₂O₅ concentration absolutely.

\[
\gamma_{\text{geom}} = \frac{k_{\text{esc}}}{\omega} \left( \frac{S_0}{S_d} - 1 \right) 
\]  

(11)

where \( \gamma_{\text{geom}} \) is the uptake coefficient calculated using the geometric surface area of the sample, \( k_{\text{esc}} \) is the escape rate coefficient (10.0 s⁻¹) and \( \omega \) is the collision rate with the sample and was calculated from:

\[
\omega = \frac{\bar{c} A_g}{4V} 
\]  

(12)

where \( A_g \) is the projected, geometric surface area of the dust sample (1.0 cm²), \( \bar{c} \) is the mean molecular velocity of N₂O₅ at 296 K and \( V \) is the volume of the reactor (120 cm³). Values of \( \gamma_{\text{geom}} \) obtained by this expression are listed in Table 2, where the initial N₂O₅ concentration and the dust mass are

Fig. 10. Knudsen reactor data for the uptake of N₂O₅ to 21.6 mg of SDCV. The release of H₂O from the dust sample upon opening the lid to the sample chamber (multiplied by a factor of 3 for clarity) and the times of opening and closure of the sample chamber (open) are also indicated.

Fig. 11. Uptake coefficients (\( \gamma_{\text{geom}} \)) for interaction of N₂O₅ with Saharan dust (SDCV), Arizona test dust (ATD) and calcite. For SDCV and ATD all samples were dried by heating prior to the experiment. For CaCO₃ the solid circles indicate uptake coefficients obtained using heated samples. The open circles are data points from unheated samples. The smooth lines represent calculations using a pore diffusion model to take into account the interstitial surface area of the sample. The full line was calculated with a tortuosity factor (tor) of 1, the dashed line with a value of 3 (see text for details).
also given. As the $\text{N}_2\text{O}_5$ profile during uptake shows no sign of saturation, the initial uptake ($\gamma_0$, obtained from the signal drop just after opening the sample holder) is equal to the steady state uptake, $\gamma_{\text{esc}}$.

The data, plotted in Fig. 11, are encompassed by the value $\gamma_{\text{geom}} = (3.7 \pm 1.2) \times 10^{-2}$. Three quantities contribute significantly to the total statistical error of $\approx 10\%$ in these experiments (error bars in Fig. 11): $k_{\text{esc}}$ was determined with an accuracy of $\approx 5\%$; the error in $\omega$ was estimated as $\approx 5\%$ due to uncertainty in the coverage of the dust on the $\alpha$-Al$_2$O$_3$ crystal, which was observed to contract slightly at the edges during the drying procedure. The error in the signal at $m/z=46$ is dependent upon the size of the signal since random noise remains fairly constant and contributes $\approx 5\%$, the effect of HNO$_3$ correction is comparably negligible. The scatter found in experiments conducted under “identical” conditions was however considerably larger than 10%, suggesting that experiment-to-experiment deviations in e.g. the morphology of the dust sample are responsible. We note that this analysis assumes that the projected geometric surface area is appropriate for extracting the uptake coefficient from the raw data. As described in detail before, this assumption can be tested by variation of the dust mass to estimate the role of diffusion of $\text{N}_2\text{O}_5$ into interstitial space within the bulk sample on the time scale of measurement of the initial signal drop (Keyser et al., 1991; Hanisch and Crowley, 2003b). Using previously reported bulk sample densities (Hanisch and Crowley, 2003b) and average particle diameters for identically prepared SDCV samples, we calculate that variation of the sample mass between 4 and 21 mg is equivalent to variation of the number of layers between (very approximately) 40 and 200. This is similar to the range adopted in our experiments on O$_3$ uptake to the same SDCV samples (Hanisch and Crowley, 2003b). Thinner samples could not be prepared using our procedure. The dependence of $\gamma_{\text{geom}}$ on the sample mass is illustrated in Fig. 11. In contrast to our experiments with O$_3$, but similar to our experiments with HNO$_3$ (Hanisch and Crowley, 2001a; Hanisch and Crowley, 2001b) no dependence on sample mass was found. The data listed in Table 2 also shows no dependence of $\gamma_{\text{geom}}$ on the initial concentration of $\text{N}_2\text{O}_5$ (varied over a factor of almost 4). The solid line though the SDCV dataset in Fig. 11 is a predicted dependence of $\gamma_{\text{geom}}$ on sample mass using the pore diffusion correction equations and physical parameters for SDCV from our previous publication (Hanisch and Crowley, 2003b) which are listed along with data for ATD and CaCO$_3$ in Table 3. With the tortuosity factor kept at either 1 or 3 and the average particle diameter found from the AFT experiments ($\approx 0.9 \mu$m), values of $\gamma_{\text{geom}}$ of $\approx 1-2 \times 10^{-5}$ (i.e. a factor $\approx 3000$ lower than $\gamma_{\text{geom}}$) was found to reproduce the data adequately. We note however, that the dataset did not sample both the mass independent regime (large masses) and the strongly mass dependent regime at low dust masses, which precludes proper assessment of the applicability of the model and the usual empirical derivation of the tortuosity factor. The choice of tortuosity factor of 1 or 3 was guided by the study of Boulter and Marschall (Boulter and Marschall, 2006), who suggest that values in excess of 3 are unlikely. Moreover, we note that the pore diffusion analysis requires knowledge of the average grain size, which ideally should be characterised by a narrow size distribution. Inspection of SEM pictures of our SDCV sample revealed a very wide range of sizes ($< 0.3 \mu$m to $> 10 \mu$m) and it is unclear whether an average grain diameter based on the APS size is applicable. The application of the pore diffusion model to inhomogeneous, bulk samples is precarious and a more detailed analysis is, in this case, not warranted.

As shown in Fig. 10, during opening of the sample holder we also monitored H$_2$O at $m/z=17$ (OH$^+$) and always observed some release of H$_2$O from the sample (this effect was seen when no $\text{N}_2\text{O}_5$ was present) showing that some residual moisture resided in the bulk sample. No correlation was observed between the amount of water desorbing (a measure of the “dryness” of the sample) and the uptake coefficient. Products such as CO$_2$ or HNO$_3$ were not observed in these experiments.

3.2.2 Arizona test dust

Uptake coefficients for $\text{N}_2\text{O}_5$ on ATD were measured at five different sample masses and concentrations between 3.3 and $11 \times 10^9$ molecule cm$^{-3}$. The data was qualitatively similar to that observed for SDCV, i.e. time independence of the signal during exposure and the treatment was identical.

The uptake coefficients are listed in Table 2 and plotted versus sample mass in Fig. 11. As for SDCV there is no significant dependence of the uptake coefficient on...
The pore diffusion calculations were initiated with tortuosity factors of 1 or 3 as for SDCV. Clearly, the predicted dependence of $\gamma_{geom}$ on sample mass is not observed in the dataset, suggesting that the $N_2O_5$ is not interacting significantly with internal surface area of the bulk sample. In order to align the model prediction with the dataset, an unrealistically large value for the tortuosity factors ($\approx 50$) is required, implying that application of the pore diffusion model is inappropriate, and that (on the time scale of our experiments) reaction takes place mainly at the surface layer. We note that the use of the projected geometric surface area must however result in a value of the uptake coefficient that is an upper limit as, even in the absence of diffusion into the bulk sample, surface roughness is neglected. This may result in surface area enhancements of a factor of two or more, depending on the sample morphology and the grain size. As for SDCV, no significant release of CO$_2$ could be observed.

### 3.2.3 Calcite (CaCO$_3$)

A total of 11 experiments were conducted with both heated ($\approx 400$ K for $>5$ h) and unheated CaCO$_3$ samples. For the 6 heated samples (Fig. 11) the uptake coefficients were found to be similar to those found for ATD, with an average, mass independent value of the uptake coefficient of $(2.6 \pm 0.8) \times 10^{-2}$. A number of differences between the unheated and heated samples were observed, including a time dependent $N_2O_5$ signal during exposure to the unheated samples, with initially large uptake coefficients decreasing over a period of 10 min. An example of a raw data set showing uptake to unheated CaCO$_3$ is given in Fig. 12. For

---

**Table 2.** Uptake coefficients and conditions for Knudsen reactor experiments.

<table>
<thead>
<tr>
<th></th>
<th>SDCV</th>
<th>ATD</th>
<th>CaCO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[N_2O_5]^a$</td>
<td>mass$^b$</td>
<td>$\gamma^c$</td>
<td>$[N_2O_5]^a$</td>
</tr>
<tr>
<td>11.0</td>
<td>9.4</td>
<td>$3.7 \pm 0.7$</td>
<td>10.4</td>
</tr>
<tr>
<td>6.6</td>
<td>12.6</td>
<td>$2.9 \pm 0.6$</td>
<td>6.8</td>
</tr>
<tr>
<td>5.2</td>
<td>19.8</td>
<td>$3.2 \pm 0.6$</td>
<td>4.1</td>
</tr>
<tr>
<td>4.7</td>
<td>8.9</td>
<td>$4.0 \pm 0.8$</td>
<td>3.3</td>
</tr>
<tr>
<td>4.9</td>
<td>5.8</td>
<td>$3.5 \pm 0.7$</td>
<td>3.5</td>
</tr>
<tr>
<td>3.0</td>
<td>6.1</td>
<td>$3.6 \pm 0.7$</td>
<td>3.4</td>
</tr>
<tr>
<td>3.6</td>
<td>6.5</td>
<td>$3.4 \pm 0.7$</td>
<td>3.6</td>
</tr>
<tr>
<td>3.6</td>
<td>9.5</td>
<td>$3.3 \pm 0.7$</td>
<td>3.2</td>
</tr>
<tr>
<td>6.0</td>
<td>5.1</td>
<td>$3.7 \pm 0.7$</td>
<td>3.1</td>
</tr>
<tr>
<td>6.3</td>
<td>21.6</td>
<td>$3.8 \pm 0.8$</td>
<td>2.2</td>
</tr>
<tr>
<td>5.1</td>
<td>14.0</td>
<td>$3.3 \pm 0.7$</td>
<td>1.7</td>
</tr>
<tr>
<td>5.1</td>
<td>10.3</td>
<td>$2.8 \pm 0.6$</td>
<td>3.1</td>
</tr>
<tr>
<td>3.6</td>
<td>7.3</td>
<td>$3.3 \pm 0.7$</td>
<td>2.2</td>
</tr>
<tr>
<td>4.1</td>
<td>5.2</td>
<td>$4.9 \pm 1.0$</td>
<td>2.2</td>
</tr>
<tr>
<td>3.9</td>
<td>8.1</td>
<td>$4.3 \pm 0.9$</td>
<td>2.2</td>
</tr>
<tr>
<td>5.8</td>
<td>4.0</td>
<td>$2.9 \pm 1.0^d$</td>
<td>2.2</td>
</tr>
</tbody>
</table>

All experiments were conducted at 296±2 K.

$^a$ Concentrations in $10^9$ molecule cm$^{-2}$.

$^b$ Mass of sample per cm$^2$.

$^c \gamma \times 10^{-2}$ is reported for heated samples, unless denoted with a star (unheated).

$^d$ Obtained using the 2.25 cm$^2$ holder.

$^e \gamma \times 10^{-2}$ is the initial uptake coefficient.

### Table 3. Physical characteristics of the bulk dust samples used in pore diffusion calculations.

<table>
<thead>
<tr>
<th>Parameter ↓</th>
<th>SDCV</th>
<th>ATD</th>
<th>CaCO$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BET surface area (m$^2$/g)</td>
<td>39.6</td>
<td>5.7</td>
<td>5.1</td>
</tr>
<tr>
<td>particle density (g/cm$^3$)</td>
<td>2.7</td>
<td>2.65</td>
<td>2.93</td>
</tr>
<tr>
<td>sample density (g/cm$^3$)</td>
<td>1.2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>diameter ($\mu$m)</td>
<td>1</td>
<td>5$^a$</td>
<td>5$^a$</td>
</tr>
</tbody>
</table>

$^a$ Estimated from SEM pictures of the sample.
Table 4. Summary of laboratory studies of N$_2$O$_5$ uptake to mineral dust samples at room temperature.

<table>
<thead>
<tr>
<th>Dust</th>
<th>uptake coefficient ($10^{-2}$)</th>
<th>method/RH</th>
<th>notes</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDCV</td>
<td>$\gamma_0=8.0\pm0.3$</td>
<td>Knudsen/0%</td>
<td>a</td>
<td>(Seisel et al., 2005)</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{ss}=1.3\pm0.3$</td>
<td>Knudsen/0%</td>
<td>a</td>
<td>(Seisel et al., 2005)</td>
</tr>
<tr>
<td></td>
<td>$y=0.91\pm0.07$</td>
<td>DRIFTS/0%</td>
<td>(Seisel et al., 2005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\gamma_0=30\pm8$</td>
<td>Knudsen/0%</td>
<td>b</td>
<td>(Karagulian et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{ss}=20\pm5$</td>
<td>Knudsen/0%</td>
<td>b</td>
<td>(Karagulian et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>$\gamma_0=\gamma_{ss}=3.7\pm1.2$</td>
<td>Knudsen/0%</td>
<td>c</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>$y=1.3\pm0.2$</td>
<td>AFT/0%</td>
<td>This work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$y=0.8\pm0.2$</td>
<td>AFT/29%</td>
<td>This work</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$y=0.5\pm0.2$</td>
<td>AFT/58%</td>
<td>This work</td>
<td></td>
</tr>
<tr>
<td>ATD</td>
<td>$\gamma_0=20\pm6$</td>
<td>Knudsen/0%</td>
<td>b</td>
<td>(Karagulian et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{ss}=11\pm3$</td>
<td>Knudsen/0%</td>
<td>b</td>
<td>(Karagulian et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>$\gamma_0=\gamma_{ss}=2.2\pm0.8$</td>
<td>Knudsen/0%</td>
<td>c</td>
<td>This work</td>
</tr>
<tr>
<td>CaCO$_3$</td>
<td>$\gamma_0=12\pm4$</td>
<td>Knudsen/0%</td>
<td>b</td>
<td>(Karagulian et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{ss}=2.1\pm0.6$</td>
<td>Knudsen/0%</td>
<td>b</td>
<td>(Karagulian et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>$\gamma_0=2.6\pm0.8$</td>
<td>Knudsen, heated/0%</td>
<td>c</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>$\gamma_0=5\pm2$</td>
<td>Knudsen, unheated/0%</td>
<td>d</td>
<td>This work</td>
</tr>
</tbody>
</table>

\begin{tabular}{l}
\textsuperscript{a} Sample generated from aqueous slurry and dried under vacuum without heating. \\
\textsuperscript{b} Sample dried at 294 K under vacuum until water desorption ceased. \\
\textsuperscript{c} Sample generated from slurry in methanol and dried under vacuum whilst heating to 450°C. \\
\textsuperscript{d} Sample generated from slurry in methanol and dried under vacuum without heating. For all Knudsen reactor experiments the uptake coefficient was derived from the projected, geometric surface area of the bulk sample and are thus upper limits.
\end{tabular}

this dataset, $\gamma$ decreased from a value of $7.5\times10^{-2}$ immediately after exposure started to a value of $3.6\times10^{-2}$ after 11 min, $\approx$ a factor of two smaller. Note that the uptake coefficients listed in Table 2 are the initial (maximum) uptake coefficients.

Concurrent with the loss of N$_2$O$_5$ to the surface, we observed formation of CO$_2$ (measured at $m/z=44$) which is closely anti-correlated with the N$_2$O$_5$ signal. On the time scale of the experiments, the CO$_2$ is formed promptly. By calibrating the mass spectrometer for both N$_2$O$_5$ and CO$_2$ we were able to calculate that the yield of CO$_2$ per N$_2$O$_5$ lost to the surface was 0.09 ($\pm0.02$) for both the heated and unheated samples. This observation is qualitatively similar to previous results from this laboratory describing the interaction of HNO$_3$ with CaCO$_3$, which also produces CO$_2$ though at a much higher ($\approx30\%$) yield (Hanisch and Crowley, 2001a).

The results of the pore diffusion correction for N$_2$O$_5$ uptake to the bulk CaCO$_3$ substrate is ambiguous. Considering only the data obtained with heated samples, we see that, when constrained by reasonable values of the tortuosity, the pore diffusion model cannot reproduce the independence of the uptake coefficient on sample mass. The data obtained using non heated samples displays higher values of the initial uptake coefficient with some apparent dependence on the sample mass, but also significantly more scatter which, in combination with a limited set of data, precludes an accurate pore diffusion analysis.

4 Summary – comparison with literature and atmospheric implications

The complete dataset from this study is compiled with previous literature determinations (Seisel et al., 2005; Karagulian et al., 2006) of uptake coefficients in Table 4. Values of the initial uptake coefficient (i.e. to a fresh surface) and a steady state uptake coefficient are noted, the Knudsen reactor experiments, both in the present study and in the literature used the geometric surface area to derive the uptake coefficient so that direct comparison should, in principle, be possible.

The most comprehensive dataset is for SDCV, for which Knudsen reactor derived initial uptake coefficients vary between $\approx4\times10^{-2}$ and $30\times10^{-2}$ with some of this variability likely to be due to different methods of sample preparation as indicated in Table 4. Our Knudsen reactor result appears to be more consistent with the values reported by Seisel et al. (2005) rather than with Karagulian et al. (2006) who report significantly larger values for both initial and steady state uptake coefficients. This is surprising as Karagulian used the very same dust sample as we have. If the gas phase conditions were similar, the discrepancy can only be resolved by assuming significant changes in reactivity induced during sample preparation and sample presentation, or the presence of reactive species in the N$_2$O$_5$ flow. Though not mentioned in their manuscript, the samples of Karagulian et al. (2006) were “de-humidified” by evacuation at 294 K for $\approx30$ min, or until H$_2$O desorption stopped (F. Karagulian and M. J. Rossi,
Fig. 13. $N_2O_5$ lifetime versus dust loading. The smooth line is the lifetime with respect to uptake to mineral aerosol based on the uptake coefficient measured in this work. Illustrative measurements of dust loadings (refs) and $N_2O_5$ lifetimes are also given. References are: Prospero 1979 = (Prospero, 1979) Gobbi 2000 = (Gobbi et al., 2000) De Reus 2000 = (Reus et al., 2000) Zhang 1994 = (Zhang et al., 1994) Alfaro 2003 = (Alfaro et al., 2003). The literature source of the $N_2O_5$ lifetimes is given in the text.

personal communication, 2007). This procedure will leave more moisture associated with the bulk substrate than the heating/evacuating procedure adopted in the present study, and may contribute to the discrepancy in the values of $\gamma$ observed.

A similar picture emerges when the CaCO$_3$ and ATD data of the same two groups are compared, with the uptake coefficients of Karagulian et al. (2006) significantly larger in all cases. Karagulian et al. (2006) observed a dependence of the uptake coefficient on $N_2O_5$ concentration, with larger values of $\gamma$ associated with lower concentrations. As our concentrations were significantly lower ($\approx$ factor 100) than those used by Karagulian et al. (2006) this clearly cannot explain the discrepancy observed. A further difference in the two studies is the use of much larger sample masses by Karagulian et al. (2006) (100 and 1800 mg) and the observation of a dependence of $\gamma$ on sample mass between 0 and 300 mg, which was attributed to incomplete coverage of the sample support. Some of the differences noted above may be attributed to different modes of sample preparation (heating or not-heating during drying), as the non-heated samples from the present study yielded larger values of $\gamma$, than the heated samples. Indeed, a factor $\approx$ 2 difference in $\gamma_0$ of Karagulian et al. (2006) and the present study for non-heated samples may be considered to be in reasonable agreement. Qualitative similarities between our Knudsen reactor work and that of Karagulian include the observation of CO$_2$ release upon exposure of CaCO$_3$ to $N_2O_5$. The yield of CO$_2$ reported by Karagulian of 42–50% is however much larger than values of 9% in the present study. Once again the difference is most likely due to sample preparation and the amount of H$_2$O available for reaction.

As already mentioned, issues related to porosity of the bulk samples can also influence the value of the uptake coefficient obtained from Knudsen reactor experiments. Although all of the studies using Knudsen reactors to investigate $N_2O_5$ uptake to mineral dust substrates have concluded that pore diffusion is not important, sample surface morphology (roughness) means that the projected geometric area is the minimum area with which collisions are taking place, and that the uptake coefficient so derived are upper limits. Indeed, sample roughness is not a parameter that is easily accessed by the Knudsen studies and will vary from study to study and contribute to scatter in reported values of $\gamma$ for seemingly identical processes.

Many of the uncertainties related to derivation of uptake coefficients when using porous or grainy bulk substrates in Knudsen reactors are eliminated in the AFT approach, and we consider the uptake coefficients presented for SDCV using the AFT to be more reliable. The agreement in the MPI data sets using both methods is quite satisfactory, yet, given the differences in literature values using Knudsen reactors to investigate this process, may to some extent be fortuitous. For the following discussion of the atmospheric implications of $N_2O_5$ uptake to mineral dust we consider only the AFT data on SDCV.

Table 1 reveals that, within experimental uncertainty, the measured uptake coefficient for Saharan dust from the AFT experiments is independent of most experimental variables including $N_2O_5$ concentration. This confirms that the experiments were carried out under conditions in which the number of reactive sites on the dust surface were not significantly depleted during the maximum 30 s exposure to $N_2O_5$. What is very surprising, however is that the uptake coefficient decreases with increasing relative humidity. As $N_2O_5$ uptake to surfaces is normally considered to be driven by hydrolysis and the availability of H$_2$O at the surface, this is counterintuitive. We note that the uptake coefficient for $N_2O_5$ to aqueous surfaces has been determined to be close to 0.02 (see references cited by Evans and Jacob, 2005) which is larger by only a factor of $\approx$ two greater than our value obtained at zero humidity, making the existence of a strong RH dependence unlikely. Only for non-reactive uptake do we expect that competitive adsorption with H$_2$O may reduce the apparent experimental uptake coefficient. As we have no evidence for a reversible component of the $N_2O_5$ uptake to mineral dust in the presence (or absence) of water this hypothesis remains unsubstantiated. We cannot rule out that the weak negative correlation between the uptake coefficient and RH may arise from an unidentified experimental systematic error, though further (more precise) investigations would to useful to resolve this issue.
The AFT result of a large uptake coefficient at low RH is supported by the Knudsen reactor experiments on SDCV which yield slightly higher uptake coefficients (actually upper limits, see above) at a relative humidity of essentially zero.

The Knudsen reactor results for dry, bulk CaCO$_3$ samples, which showed different reactivity if heated or not during drying under vacuum is also revealing in this respect. Water uptake isotherms for CaCO$_3$ show that, at low RH, very little surface adsorbed H$_2$O can be detected (Gustafsson et al., 2005) and suggest that the enhanced reactivity when comparing non-heated to heated samples is not due only to surface bound water. Compared to commercial CaCO$_3$, Saharan dust contains a significantly larger amount of strongly bound water which is not removed under vacuum at ambient temperatures. Indeed, for some clay minerals water can contribute more than 10 percent to the overall mass, and this water can only be removed by heating to $\approx$800 K (Grim, 1953). The independence of $\gamma$ on the availability of H$_2$O may thus simply reflect that Saharan dust (and clay minerals in general) is always associated with a large “internal” water content and that the reaction with N$_2$O$_5$ is not purely a surface phenomenon. In this vein, and as mentioned above, we note that the uptake coefficient for N$_2$O$_5$ to an aqueous surface at temperatures close to 300 K is characterised by an uptake coefficient of close to $2\times10^{-2}$, not much larger than that observed for “dry” or “humid” SDCV. In the following calculations, we thus assume that the uptake of N$_2$O$_5$ to mineral dust in the atmosphere is characterised by a single uptake coefficient, independent of e.g. T or RH.

Neglecting limitations due to diffusive transport, the lifetime of a trace gas ($\tau$, in s) with respect to uptake to an aerosol surface may be calculated using the following expression:

$$\tau = \frac{4}{\gamma \cdot \cdot \cdot A}$$

(13)

where $A$ is the surface area of aerosol per volume of gas (cm$^2$ cm$^{-3}$). As dust aerosol loading ($L$) is usually presented in $\mu$g m$^{-3}$, we note that, by assuming an average particle diameter of 1 $\mu$m and density of 2.7 g cm$^{-3}$, 1 $\mu$g m$^{-3}$ results in a surface area density of $2.2 \times 10^{-8}$ cm$^2$ cm$^{-3}$. Expression (13) then becomes:

$$\tau = \frac{4}{\gamma \cdot \cdot \cdot L} \cdot 4.5 \times 10^7$$

(14)

The dependence of the N$_2$O$_5$ lifetime ($\tau_{N_2O_5}$) on mineral dust loading is presented in Fig. 13, whereby an uptake coefficient of $1 \times 10^{-2}$ is used in the calculation. Field measurements of N$_2$O$_5$ have revealed a pseudo steady state lifetime (shaded area in Fig. 13) which can vary typically between $\approx$5 min and 2 h (but sometimes as large as 5 h) and which depends heavily on e.g. available aerosol (Heintz et al., 1996; Martinez et al., 2000; Wood et al., 2005; Aldener et al., 2006). Clearly, background dust loading of e.g. $\approx 14 \mu$g m$^{-3}$ in the tropical North Atlantic and $\approx 4$–5 $\mu$g m$^{-3}$ in the Mediterranean and Indian Ocean (Prospero, 1979; Prospero and Nees, 1986) will contribute only insignificantly to N$_2$O$_5$ loss rates. At intermediate loadings (50 to $100 \mu$g m$^{-3}$) mineral dust can represent an important sink for N$_2$O$_5$ if e.g. the sulphate loading is low, whereas at loadings above 200 $\mu$g m$^{-3}$, mineral dust can provide sufficient reactive surface to become the dominant sink.
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