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1 Introduction

The production of quarkonium states in hadronic collisions has been the subject of intense theoretical and experimental study for many decades, especially since measurements of prompt $J/\psi$ and $\Upsilon$ production at the Tevatron \[1–7\] exposed order-of-magnitude differences between data and theoretical expectations \[8\]. Despite these being among the most studied heavy-quark bound states, there is still no satisfactory understanding of the mechanisms of their formation. Quarkonium production acts as a unique and important testing ground for quantum chromodynamics (QCD) in its own right. While the production of a heavy quark pair occurs at a hard scale and is generally well-described by QCD, its subsequent evolution into a bound state includes many non-perturbative effects at much softer scales that pose a challenge to current theoretical methods. With the data obtained from the Large Hadron Collider (LHC), it is possible to perform stringent tests of theoretical models across a large range of momentum transfer.

Studies of heavy quarkonia were conducted previously by ATLAS in the $J/\psi \to \mu^+\mu^-$ \[9\] and $\Upsilon(nS) \to \mu^+\mu^-$ \[10, 11\] decay modes. The measurements described here are based on an analysis of 2.1 fb$^{-1}$ of $pp$ collision data at $\sqrt{s} = 7$ TeV, and study the prompt and non-prompt production of the $\psi(2S)$ meson through its decay to $J/\psi(\to \mu^+\mu^-)\pi^+\pi^-$. The prompt production arises from direct QCD production mechanisms and the non-prompt production arises from weak decays of $b$-hadrons. The $J/\psi(\to \mu^+\mu^-)\pi^+\pi^-$ final
state offers improvements in $\psi(2S)$ mass resolution and background discrimination over exclusive dilepton channels. Unlike prompt $J/\psi$ production, which can occur through either direct QCD production of $J/\psi$ or the production of excited states that subsequently decay into $J/\psi + X$ final states, no appreciable prompt production of excited states decaying into $\psi(2S)$ has been established in hadron collisions. In this respect the $\psi(2S)$ is a unique state with no significant feed-down from higher quarkonium resonances, which decay predominantly to $D\bar{D}$ pairs.

The measurement presented here, when combined with a concurrent measurement of the prompt and non-prompt production of $P$-wave $\chi_{cJ}$ states [12] and existing measurements of the production cross-section of the $J/\psi$ [9], provides a rather comprehensive picture of the production of both prompt and non-prompt charmonia. These $\psi(2S)$ cross-sections are compared with the results from LHCb [13] and CMS [14] and with a variety of theoretical models for both prompt and non-prompt production, and complement recent measurements from ALICE [15] at low $p_T$.

2 The ATLAS detector

The ATLAS detector [16] is composed of an inner tracking system, calorimeters, and a muon spectrometer. The inner detector (ID) surrounds the proton-proton collision point and consists of a silicon pixel detector, a silicon microstrip detector, and a transition radiation tracker, all of which are immersed in a 2 T axial magnetic field. The inner detector spans the pseudorapidity\(^1\) range $|\eta| < 2.5$ and is enclosed by a system of electromagnetic and hadronic calorimeters. Surrounding the calorimeters is the muon spectrometer (MS) consisting of three large air-core superconducting magnets (each with eight coils) providing a toroidal field, a system of precision tracking chambers, and fast detectors for triggering. This spectrometer is equipped with monitored drift tubes and cathode-strip chambers that provide precision measurements in the bending plane of muons within the pseudorapidity range $|\eta| < 2.7$. Resistive-plate and thin-gap chambers with fast response are primarily used to make fast trigger decisions in the ranges $|\eta| < 1.05$ and $1.05 < |\eta| < 2.4$ respectively, and also provide position measurements in the non-bending plane and improve overall pattern recognition and track reconstruction. Momentum measurements in the muon spectrometer are based on track segments formed in at least two of the three precision chamber planes.

The ATLAS detector employs a three-level trigger system [17], which reduces the 20 MHz proton bunch collision rate to the several-hundred Hz transfer rate to mass storage. The level-1 muon trigger searches for hit coincidences between different muon trigger detector layers inside pre-programmed geometrical windows that bound the path of muon candidates over a given transverse momentum ($p_T$) threshold and provide a rough estimate

---

\(^1\)ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical coordinates $(r, \phi)$ are used in the transverse plane, $\phi$ being the azimuthal angle around the z-axis. The pseudorapidity $\eta$ is defined in terms of the polar angle $\theta$ as $\eta = - \ln \tan(\theta/2)$ and the transverse momentum $p_T$ is defined as $p_T = p \sin \theta$. The rapidity is defined as $y = 0.5 \ln (E + p_z) / (E - p_z)$, where $E$ and $p_z$ refer to energy and longitudinal momentum, respectively. The $\eta$–$\phi$ distance between two particles is defined as $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$. 

---
of its position within the pseudorapidity range $|\eta| < 2.4$. At level-1, muon candidates are reported in “regions of interest” (RoI). Only a single muon can be associated with a given RoI of spatial extent $\Delta \phi \times \Delta \eta \approx 0.1 \times 0.1$. This limitation has a small effect on the trigger efficiency for $\psi(2S)$ mesons, which is corrected in the analysis using a data-driven method based on analysis of $J/\psi \rightarrow \mu^+\mu^-$ and $T \rightarrow \mu^+\mu^-$ decays. There are two subsequent higher-level, software-based trigger selection stages. Muon candidates reconstructed at these higher levels incorporate, with increasing precision, information from both the muon spectrometer and the inner detector, reaching position and momentum resolutions close to those provided by the offline muon reconstruction.

In this analysis, muon candidates are reconstructed using algorithms reliant on the combination of both an MS track and an ID track. Because of this ID coverage requirement, muon reconstruction is possible only within $|\eta| < 2.5$. The muons selected for this analysis are further restricted to $|\eta| < 2.3$. This ensures high-quality tracking and triggering, and reduces the number of fake muon candidates. It also removes regions of strongly varying efficiency and acceptance.

3 Data and event selection

Data for this analysis were collected in 2011, during LHC proton-proton collisions at a centre-of-mass energy of 7 TeV. The data sample was collected using a trigger requiring two oppositely charged muon candidates with no explicit requirement on the transverse momentum at level-1 of the trigger. The higher-level trigger stage subsequently requires each muon to have transverse momentum satisfying $p_T > 4$ GeV. Muon candidates are also required to fulfil additional quality criteria and the dimuon pair must be consistent with having originated from a common vertex, and have invariant mass $2.5 < m_{\mu^+\mu^-} < 4.3$ GeV. The data collected with this trigger configuration corresponded to a total integrated luminosity of $2.09 \pm 0.04$ fb$^{-1}$ [18] in the full 7 TeV dataset.

The $\psi(2S) \rightarrow J/\psi \pi^+\pi^-$ candidates are reconstructed with a technique similar to the one used by ATLAS for $B_s \rightarrow J/\psi \phi$ [19] candidates. The selected events contain at least two oppositely charged muons, identified by the muon spectrometer and with associated tracks reconstructed in the inner detector. The two muon tracks are considered a $J/\psi \rightarrow \mu^+\mu^-$ candidate if they can be fitted to a common vertex with a dimuon invariant mass between 2.8 GeV and 3.4 GeV. The muon track parameters are taken from the ID measurement alone, since the MS does not improve the precision in the momentum range relevant for the $\psi(2S)$ measurements presented here. To ensure accurate inner detector measurements, each muon track must contain at least six hits in the silicon microstrip detector and at least one hit in the pixel detector. Muon candidates satisfying these criteria are required to have $p_T > 4$ GeV, $|\eta| < 2.3$, and a successful fit to a common vertex. Good spatial matching, $\Delta R < 0.01$, between each reconstructed muon candidate and a trigger identified candidate is required to accurately correct for trigger inefficiencies. The dimuon pair is further required to satisfy $p_T > 8$ GeV and $|y| < 2.0$ to ensure that the $J/\psi$ candidates are reconstructed in a fiducial region where acceptance and efficiency
corrections do not vary too rapidly. An additional requirement on the dimuon vertex-fit \( \chi^2 \) helps to remove spurious dimuon combinations.

The two pions in the \( \psi(2S) \rightarrow J/\psi \pi^+\pi^- \) decay are reconstructed by taking all pairs of the remaining oppositely charged tracks with \( p_T > 0.5 \text{ GeV} \) and \( |\eta| < 2.5 \) and assigning the pion mass hypothesis to each reconstructed track. A constrained four-particle vertex fit is performed to all \( \psi(2S) \) candidates, where the \( J/\psi \rightarrow \mu^+\mu^- \) candidates have their invariant mass constrained to the world average value for the \( J/\psi \) mass (3096.916 MeV) [20]. A \( \chi^2 \) probability requirement of \( P(\chi^2) > 0.005 \) is applied to the vertex fit quality, which considerably reduces combinatorial background from incorrect dipion candidate assignment. The constrained vertex fit also provides significantly improved invariant mass resolution for the \( J/\psi \pi^+\pi^- \) system over that attainable from momentum resolution alone. Corrections are made for signal selection inefficiencies (\( \sim 5\%-8\% \)) arising from the dimuon invariant mass, \( p_T \), and rapidity selections, the vertex requirements on dimuon candidates, and the constrained-fit quality criterion of the four-particle vertex.

Figure 1 shows the \( J/\psi \pi^+\pi^- \) invariant mass distribution after the above selection criteria are applied. A clear peak of the \( \psi(2S) \) is observed near 3.69 GeV. At larger invariant mass, a further structure is also observed, identified as the \( X(3872) \) (\( m_{J/\psi \pi^+\pi^-} = 3.872 \text{ GeV} \)) is excluded from the fit.

Figure 1. The uncorrected \( J/\psi \pi^+\pi^- \) mass spectrum between 3.586 GeV and 3.946 GeV. Superimposed on the data points is the result of a fit using a double Gaussian distribution to describe the \( J/\psi \pi^+\pi^- \) signal peak, and a second-order Chebyshev polynomial to model the background, where the region within \( \pm 25 \text{ MeV} \) of the \( X(3872) \) (\( m_{J/\psi \pi^+\pi^-} = 3.872 \text{ GeV} \)) is excluded from the fit.
Figure 2. Invariant mass distributions for the dimuon (left) and \( J/\psi \pi^+ \pi^- \) system after the dimuon mass-constrained fit (right) in the three rapidity ranges of the measurement. The data distributions are fitted with a combination of a double Gaussian distribution (for the signals) and a second-order Chebyshev polynomial (for backgrounds).

4 Cross-section determination

The differential production cross-section for \( \psi(2S) \) can be apportioned between prompt production and non-prompt production. Non-prompt \( \psi(2S) \) production processes are distinguished from prompt processes by their longer apparent lifetimes, with production oc-
curring through the decay of a $b$-hadron. To distinguish between these prompt and non-prompt processes, a parameter called the pseudo-proper lifetime $\tau$ is constructed using the $J/\psi \pi^+\pi^-$ transverse momentum:

$$\tau = \frac{L_{xy} m_{J/\psi \pi^+\pi^-}}{p_T},$$

with $L_{xy}$ defined by the equation:

$$L_{xy} \equiv \vec{L} \cdot \vec{p_T}/p_T,$$

where $\vec{L}$ is the vector from the primary vertex to the $J/\psi \pi^+\pi^-$ decay vertex and $\vec{p_T}$ is the transverse momentum vector of the $J/\psi \pi^+\pi^-$ system. The primary vertex is defined as the vertex with the largest scalar sum of associated charged-particle track $p_T^2$, and identified as the location of the primary proton-proton interaction. The presence of additional simultaneous proton-proton collisions, and the effect of associating the final-state particles with the wrong collision was found [19] to have a negligible impact on the discrimination and extraction of short and long-lived components of the signal.

To obtain a measurement of the production cross-sections, the reconstructed candidates are individually weighted to correct for detector effects, such as acceptance, muon reconstruction efficiency, pion reconstruction efficiency and trigger efficiency, which are discussed below in detail. The candidates in each $\psi(2S)$ $p_T$ and $|y|$ intervals are then fitted using a weighted two-dimensional unbinned maximum likelihood method, performed on the invariant mass and pseudo-proper lifetime distributions to isolate signal candidates from the backgrounds and separate the prompt signal from the non-prompt signal. The corrected prompt and non-prompt signal yields ($N_{P}^{\psi(2S)}$, $N_{NP}^{\psi(2S)}$) are then used to calculate the prompt and non-prompt differential cross-section ($\sigma_P$, $\sigma_{NP}$) times branching ratio, using the equation:

$$B(\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-) \times \frac{d^2\sigma_{P,NP}^{\psi(2S)}}{dp_Tdy} = \frac{N_{P,NP}^{\psi(2S)}}{\Delta p_T \Delta y \int \mathcal{L} dt},$$

where $\int \mathcal{L} dt$ is the total integrated luminosity, $\Delta p_T$ and $\Delta y$ represent the intervals in $\psi(2S)$ transverse momentum and rapidity, respectively, and $B(\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-)$ is the total branching ratio of the signal decay, taken to be $(2.02 \pm 0.03)\%$, obtained by combining the world average values for $B(J/\psi \rightarrow \mu^+\mu^-)$ and $B(\psi(2S) \rightarrow J/\psi \pi^+\pi^-)$ [20].

In addition to the prompt and non-prompt production cross-sections, the non-prompt $\psi(2S)$ production fraction $f^{\psi(2S)}_B$ is simultaneously extracted from the maximum likelihood fits in the same kinematic intervals. This fraction is defined as the corrected yield of non-prompt $\psi(2S)$ divided by the corrected total yield of produced $\psi(2S)$, as given in the equation:

$$f^{\psi(2S)}_B \equiv \frac{N_{NP}^{\psi(2S)}}{N_{P}^{\psi(2S)} + N_{NP}^{\psi(2S)}}.$$
Acceptance. The acceptance \( A(p_T, y, m_{\pi\pi}) \) is defined as the probability that the decay products in \( \psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^- \) fall within the fiducial volume \((p_T(\mu^+) > 4\text{ GeV}, |\eta(\mu^+)| < 2.3, p_T(\pi^+) > 0.5\text{ GeV}, |\eta(\pi^+)| < 2.5)\). The acceptance depends on the spin-alignment of \( \psi(2S) \). For the central results obtained in this analysis, the \( \psi(2S) \) decay was assumed to be isotropic, with variations corresponding to a number of extreme spin-alignment scenarios described below.

Acceptance maps are created using a large sample of generator-level Monte Carlo (MC) simulation, which randomly creates and decays \( \psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^- \), as a function of the \( \psi(2S) \) transverse momentum and rapidity, in finely binned intervals of the dipion invariant mass \( m_{\pi^+\pi^-} \) covering the allowed range, \( 2m_\pi < m_{\pi^+\pi^-} < m_{\psi(2S)} - m_{J/\psi} \). An example of the acceptance map for the lowest dipion mass \( m_{\pi^+\pi^-} \approx 2m_\pi \) is shown in figure 3(a) for the isotropic \( \psi(2S) \) assumption. The variation of acceptance with dipion mass is illustrated by the ratio of the acceptance at the lowest dipion mass \( m_{\pi^+\pi^-} \approx 2m_\pi \) to the acceptance at the highest dipion mass \( m_{\pi^+\pi^-} \approx m_{\psi(2S)} - m_{J/\psi} \), shown in figure 3(b). The largest variations are observed at low \( p_T \) and at high rapidity, reaching \( \pm 20\% \) within the \( p_T-y \) range of this measurement (\( \psi(2S) \) rapidity \(|y| < 2.0 \) and transverse momentum between 10 GeV and 100 GeV).

It has been shown [21] that the dipion state is largely dominated by the angular momentum configuration where the two pions are in a relative \( S \)-wave state, and the \( J/\psi \) and dipion system are in an \( S \)-wave state as well. The spin-alignment of \( J/\psi \) from \( \psi(2S) \) decay is thus assumed to be fully transferred from the spin-alignment of \( \psi(2S) \) and hence, in its decay frame, the angular dependence of the decay \( J/\psi \rightarrow \mu^+\mu^- \) is given by

\[
\frac{d^2N}{d\cos\theta^*d\phi^*} \propto \left(\frac{1}{3 + \lambda_0}\right) \left(1 + \lambda_0 \cos^2 \theta^* + \lambda_\phi \sin^2 \theta^* \cos 2\phi^* + \lambda_{\phi\theta} \sin 2\theta^* \cos \phi^* \right), \quad (4.5)
\]
Isotropic (central value) \( \lambda_\theta = 0 \) \( \lambda_\phi = 0 \) \( \lambda_{\theta\phi} = 0 \)  
Longitudinal \( \lambda_\theta = -1 \) \( \lambda_\phi = 0 \) \( \lambda_{\theta\phi} = 0 \)  
Transverse positive \( \lambda_\theta = +1 \) \( \lambda_\phi = +1 \) \( \lambda_{\theta\phi} = 0 \)  
Transverse zero \( \lambda_\theta = +1 \) \( \lambda_\phi = 0 \) \( \lambda_{\theta\phi} = 0 \)  
Transverse negative \( \lambda_\theta = +1 \) \( \lambda_\phi = -1 \) \( \lambda_{\theta\phi} = 0 \)  
Off-(\( \lambda_\theta \)-\( \lambda_\phi \))-plane positive \( \lambda_\theta = 0 \) \( \lambda_\phi = 0 \) \( \lambda_{\theta\phi} = 0.5 \)  
Off-(\( \lambda_\theta \)-\( \lambda_\phi \))-plane negative \( \lambda_\theta = 0 \) \( \lambda_\phi = 0 \) \( \lambda_{\theta\phi} = -0.5 \)  

Table 1. Values of angular coefficients describing spin-alignment scenarios with maximal effect on the measured rate for a given total production cross-section.

where the \( \lambda_i \) are coefficients related to the spin density matrix elements of the \( \psi(2S) \) wavefunction [22]. The polar angle \( \theta^* \) and the azimuthal angle \( \phi^* \) are defined by the momentum of the positive muon in the \( J/\psi \rightarrow \mu^+\mu^- \) decay frame with respect to the direction of the \( \psi(2S) \) momentum in the lab frame. In the default case of isotropic \( \psi(2S) \) decay, all three \( \lambda_i \) coefficients in eq. (4.5) are equal to zero. This assumption is compatible with measurements for prompt [23, 24] and non-prompt [25] production.

In certain areas of the phase space, the acceptance \( A \) may depend quite strongly on the values of the \( \lambda_i \) coefficients in eq. (4.5). Seven extreme cases that lead to the largest possible variations of acceptance within the phase space of this measurement are identified. These cases, described in table 1, are used to define a range in which the results may vary under any physically allowed spin-alignment assumptions.

Figures 4 and 5 illustrate the variation of the acceptance correction weights with \( p_T \) and rapidity of \( \psi(2S) \) and \( J/\psi \) from the \( \psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^- \) decay, for the six anisotropic spin-alignment scenarios described above, relative to the isotropic case. There is a clear dependence on the spin-alignment scenario. This can be as large as \((+62\%, -32\%)\) for strong polarisations at the lowest \( p_T \) probed, but the effect is limited to \((+8\%, -12\%)\) at the highest \( p_T \) probed. Since spin-alignment is regarded as an ultimately resolvable model-dependence issue rather than an intrinsic experimental shortcoming, the associated uncertainties are handled here differently from purely experimental systematic uncertainties. The range of variation of our cross-section results due to possible spin-alignment scenarios is documented in appendix A.

**Dimuon reconstruction efficiency.** The dimuon reconstruction efficiency, determined via a data-driven tag-and-probe method [11] from \( J/\psi \rightarrow \mu^+\mu^- \) decays, is given by:

\[
\epsilon_{\text{reco}}^\mu = \epsilon_{\text{trk}}(p_T^\mu, \eta^\mu) \cdot \epsilon_{\text{trk}}(p_T^{\mu}, \eta^{\mu}) \cdot \epsilon_\mu(p_T^\mu, q^{\mu1}, \eta^{\mu1}) \cdot \epsilon_\mu(p_T^\mu, q^{\mu2}, \eta^{\mu2}),
\]

where \( q \) is the charge of the muon, \( \epsilon_{\text{trk}} \) is the muon track reconstruction efficiency in the ID, while \( \epsilon_\mu \) is the efficiency of the muon reconstruction algorithm given that the muon track has been reconstructed in the ID. The dependence on charge is due to the effect of the toroidal field bending particles into or out of the detector at low momenta and high
Figure 4. Average acceptance correction relative to the isotropic scenario for the six extreme spin-alignment scenarios described in the text, (a)-(c) as a function of \( \psi(2S) \) transverse momentum in the three rapidity regions, and (d) versus \( \psi(2S) \) rapidity for \( 10 < p_T < 100 \) GeV.

rapidities. The muon track reconstruction efficiency \( \epsilon_{\text{trk}} \) is determined \cite{11} to be \((99 \pm 1)\%\) per muon candidate within the kinematic range of interest. Possible correlation effects were found to be negligible due to the large spatial separation of the two reconstructed muon candidates relative to the spatial resolution of the detector.

Dipion reconstruction efficiency. The dipion reconstruction efficiency \( \epsilon^\pi_{\text{reco}} \) is given by:

\[
\epsilon^\pi_{\text{reco}} = \epsilon_\pi(p^\pi_1, \eta^\pi_1) \cdot \epsilon_\pi(p^\pi_2, \eta^\pi_2),
\]

where the two \( \epsilon_\pi \) are individual pion reconstruction efficiencies. These are determined using techniques derived for tracking-efficiency measurements \cite{26}. Pions produced in MC event simulation using a PYTHIA6 \cite{27} sample of \( \psi(2S) \to J/\psi(\to \mu^+ \mu^-) \pi^+ \pi^- \) decays were used to determine the efficiencies in the interval \( p_T > 0.5 \) GeV and \( |\eta| < 2.5 \). The MC sample was produced using the ATLAS 2011 MC tuning \cite{28} and simulated using the ATLAS GEANT4 \cite{29} detector simulation \cite{30}. The pion track reconstruction efficiencies are calculated in intervals of track pseudorapidity and transverse momentum. In addition to the statistical uncertainties on the efficiency due to the size of the MC sample, each efficiency value also contains an additional uncertainty to account for any possible mismodelling in
Figure 5. Average acceptance correction relative to the isotropic scenario for the six extreme spin-alignment scenarios described in the text, as a function of the transverse momentum of the J/ψ in $\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-$ decays in (a)-(c) the three rapidity regions, and (d) versus J/ψ rapidity for $10 \leq p_T < 100$ GeV.

the simulations. Pion candidates were found to have spatial separations sufficient to not require additional corrections for correlations in reconstruction efficiency.

Trigger efficiency. The efficiency of the dimuon trigger used in this analysis was measured in a previous analysis [11] from $J/\psi \rightarrow \mu^+\mu^-$ and $\Upsilon \rightarrow \mu^+\mu^-$ decays using a data-driven method. The trigger efficiency is the efficiency for the trigger system to select signal events that also pass the reconstruction-level analysis selection, and is parameterised as:

$$\epsilon_{\text{trig}} = \epsilon_{\text{RoI}}(p_T^{\mu_1}, q_1, \eta_1) \cdot \epsilon_{\text{RoI}}(p_T^{\mu_2}, q_2, \eta_2) \cdot c_{\mu\mu}(\Delta R, |y_{\mu\mu}|),$$

(4.8)

where $\epsilon_{\text{RoI}}$ is the efficiency of the trigger system to find an RoI for a single muon and $c_{\mu\mu}$ is a correction term taking into account muon-muon correlations, dependent on the angular separation $\Delta R$ between the two muons, and the absolute rapidity of the dimuon system, $|y_{\mu\mu}|$. The invariant mass requirement of the trigger was found to be fully efficient, with a correction for an efficiency of $(99.7 \pm 0.3\%)$ applied to account for possible signal loss as determined from MC simulation.
Figure 6. Average correction weights (a)-(c) for the three rapidity regions versus $p_T$ and (d) for the full $p_T$ region versus $|y|$.  

**Total weight.** The total weight $w$ for each $J/\psi \pi^+\pi^-$ candidate was calculated as the inverse of the product of acceptance and efficiency corrections, as described by:

$$w^{-1} = A(p_T, y, m_{\pi\pi}) \cdot \epsilon_{\mu\text{reco}} \cdot \epsilon_{\pi\text{reco}} \cdot \epsilon_{\text{trig}}.$$  (4.9)

No lifetime dependence was observed in any of the efficiency corrections. While weights are applied to the data on a candidate-by-candidate basis, the average of the total weight and its breakdown into individual sources is shown in figure 6 for the three rapidity regions and in each $p_T$ bin of the measurement, and as an average over the full transverse momentum range ($10 \leq p_T < 100 \text{GeV}$) versus rapidity. The inverse of these weights illustrate a representative average efficiency correction in each measurement interval.

**Fitting procedure.** The corrected prompt and non-prompt $\psi(2S)$ signal yields are extracted from two-dimensional weighted unbinned maximum likelihood fits performed on the $J/\psi \pi^+\pi^-$ invariant mass ($m$) and pseudo-proper lifetime ($\tau$) in each $p_T$–$|y|$ interval. The probability density function (PDF) for the fit is defined as a normalised sum, where each term is factorised into mass- and lifetime-dependent functions. The PDF can be written in a compact form as

$$\text{PDF}(m, \tau) = \sum_{i=1}^{5} \kappa_i f_i(m) \cdot h_i(\tau) \otimes G(\tau),$$  (4.10)
Table 2. Components of the probability density function used to extract the prompt (P) and non-prompt (NP) contributions for signal (S) and background (B).

<table>
<thead>
<tr>
<th>i</th>
<th>Type</th>
<th>Source</th>
<th>( f_i(m) )</th>
<th>( h_i(\tau) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S</td>
<td>P</td>
<td>( \omega G_1(m) + (1 - \omega) G_2(m) )</td>
<td>( \delta(\tau) )</td>
</tr>
<tr>
<td>2</td>
<td>S</td>
<td>NP</td>
<td>( \omega G_1(m) + (1 - \omega) G_2(m) )</td>
<td>( E_1(\tau) )</td>
</tr>
<tr>
<td>3</td>
<td>B</td>
<td>P</td>
<td>( C_1(m) )</td>
<td>( \delta(\tau) )</td>
</tr>
<tr>
<td>4</td>
<td>B</td>
<td>NP</td>
<td>( C_2(m) )</td>
<td>( \rho E_2(\tau) + (1 - \rho) E_3(\tau) )</td>
</tr>
<tr>
<td>5</td>
<td>B</td>
<td>NP</td>
<td>( C_3(m) )</td>
<td>( E_4(</td>
</tr>
</tbody>
</table>

where \( \kappa_i \) represents the relative normalisation of the \( i \)th term (such that \( \sum_i \kappa_i = 1 \)), \( f_i(m) \) is the mass-dependent term, and \( \otimes \) represents the convolution of the lifetime-dependent function \( h_i(\tau) \) with the lifetime resolution term, \( G(\tau) \). The latter is modelled by a Gaussian distribution with mean fixed to zero and resolution determined from the fit.

Table 2 shows the five contributions to the overall PDF with the corresponding \( f_i \) and \( h_i \) functions. Here \( G_1 \) and \( G_2 \) are Gaussian distributions with the same mean, but different width parameters (see below), while \( C_1, C_2 \) and \( C_3 \) are different linear combinations of Chebyshev polynomials up to second order. The exponential functions \( E_1, E_2, E_3 \) and \( E_4 \) have different slope parameters, where \( E_1(\tau), E_2(\tau) \) and \( E_3(\tau) \) are required to vanish for \( \tau < 0 \), whereas \( E_4(|\tau|) \) is a double-sided exponential with the same slope parameter on either side of \( \tau = 0 \). The parameters \( \omega \) and \( \rho \) represent the fractional contributions of the components shown, while \( \delta(\tau) \) is the Dirac delta function modelling the lifetime distribution of prompt candidates.

To better constrain the fit model at high \( p_T \), the widths of the Gaussian distributions \( G_1 \) and \( G_2 \) are required to satisfy the relation \( \sigma_2 = s \sigma_1 \). The values of \( \sigma_1 \) and \( s \) are obtained as a function of \( p_T \), for each \( |y| \) range, from separate one-dimensional mass fits. A value of \( s = 1.5 \) is used for the central fit results, and its variation considered within the systematics. The relative normalisations, \( \kappa_i, \rho, \) and \( \omega \), are kept free in all fits, and any autocorrelation effects are accounted for as part of the systematic uncertainties in the fit procedure. Projections of the fit results, for three representative \( p_T–|y| \) intervals, are presented in figure 7.

5 Systematic uncertainties

Various sources of systematic uncertainties in the measurement are considered and are outlined below.

Acceptance corrections. The acceptance maps were generated using large event samples from MC simulation. Statistical uncertainties in the maps are assigned as a systematic effect on the acceptance correction (a sub-1% effect). Possible deviation of the spin-alignment from an isotropic configuration is accounted for separately (see figures 4 and 5). Other effects, such as smearing of the primary vertex position and momentum resolution causing migrations between particle-level and reconstruction-level kinematic intervals were studied using methods discussed in previous publications [9, 11]. Corrections
Figure 7. Unbinned maximum likelihood fit and data projections onto the invariant mass and pseudo-proper lifetimes of the \( \psi(2S) \) candidates for three representative kinematic intervals studied in this measurement. Total signal-plus-background fits to the data are shown, along with the breakdown by prompt/non-prompt production for the \( \psi(2S) \) signal. The bottom panel shows the pull distribution between the fit and the data.
due to migration effects were found to be negligible (<1%), largely because of improved momentum resolution due to the vertex-constrained and mass-constrained fits.

**Fit model variations.** The uncertainty due to the fit procedure was determined by changing one component at a time in the fit model described in section 4, creating a set of new fit models. For each new fit model, the cross-section was recalculated, and in each $p_T$ and $|y|$ interval the maximal variation from the central fit model was used as its systematic uncertainty. Table 3 shows the changes made to the mass and lifetime PDFs in the central fit model, as defined in eq. (4.10) and table 2, where CB is a Crystal Ball function [31–33], with parameters $\alpha$ and $n$ fixed, $\alpha = 2.0, n = 2.0$, as determined from test fits. In table 3, “fit $\sigma$” means that the result is obtained using the fitted $\sigma$ (defined in section 4) while “free $\sigma$” means that the width $\sigma$ is completely free in the fit. Fit model changes cause signal yield variations of up to 5%–10% and form one of the dominant uncertainties in the cross-section measurement, however no single variation was found to dominate the total systematic variation in the whole kinematic range.

**ID tracking efficiency for muons.** The ID tracking efficiency for muon tracks varies as a function of track transverse momentum and pseudorapidity in the kinematic intervals studied in this analysis. The tracking efficiency also has a small dependence on the number of proton-proton collisions that contribute to the event. These variations are contained within a band of $\pm 1.0\%$ around the nominal value of $99.0\%$ determined for the efficiency per-track, and this band is directly assigned as a systematic uncertainty in measured cross-sections.

**Muon reconstruction and trigger efficiencies.** Uncertainties in the muon reconstruction and muon trigger efficiencies arise predominantly from statistical uncertainties due to
the size of the data samples used to determine the efficiencies. The uncertainties in the \( \psi(2S) \) yields are determined for each efficiency map independently by fluctuating each entry in the efficiency maps according to their uncertainty independently from bin-to-bin to create a series of toy efficiency maps through many such trials. These fluctuated maps are used to recalculate the corrected signal yields in each kinematic bin of the measurement. A fit of a Gaussian distribution to the resultant yields (relative to the nominal extraction) allows determination of the \( \pm 1\sigma \) variations of these yields up and down due to the uncertainties in the individual efficiencies, that affect the measurement at the 3\%–5\% level.

**Pion track reconstruction efficiency.** The pion track reconstruction uncertainty contains the contributions from statistical uncertainties in the pion efficiency maps, which are estimated using the same procedure as for the muon efficiency maps. Systematic uncertainties in the efficiencies are assigned based on tracking efficiency variations observed in alternative detector material and geometry simulations \([26]\). The total uncertainties are determined to be 2\%–3\% per pion in the \( p_T \) ranges considered, varying with rapidity, with an additional 1\% contribution per pion from the hadronic track reconstruction uncertainties.

**Selection criteria.** The efficiency of the constrained \( J/\psi \pi^+\pi^- \) vertex-fit quality criterion, \( P(\chi^2) > 0.005 \), was estimated from data and MC studies to vary between 93\% and 97\% as a function of rapidity and \( p_T \), with an uncertainty of about 2\%, determined from data/MC comparison and the variation of the efficiency with transverse momentum.

Additional inefficiencies from the other selection criteria described in section 3 and their corresponding uncertainties were estimated using simulations, and were found to be less than 1\% in the first two rapidity regions and less than 2\% in the highest rapidity region. These were combined with the efficiencies of the constrained-fit quality requirement to calculate the total selection efficiency, which was found to vary between 92\% and 95\% with a 2\% uncertainty.

**Luminosity.** The uncertainty in the integrated luminosity for the dataset used in this analysis was determined \([18]\) to be \( \pm 1.8\% \). This systematic uncertainty does not affect the measurement of the non-prompt production fraction.

**Total uncertainties.** Figures 8–10 summarise the total systematic and statistical uncertainties in the measurement of the non-prompt production fraction and the prompt/non-prompt cross-sections.

### 6 Production of \( \psi(2S) \) as a function of \( J/\psi \) \( p_T \) and rapidity

In order to better understand the various feed-down contributions to \( J/\psi \) production it is important to measure the differential cross-section of the production of \( J/\psi \) mesons from prompt and non-prompt \( \psi(2S) \rightarrow J/\psi \pi^+\pi^- \) decays, as a function of the transverse momentum of the \( J/\psi \). The procedure is very similar to the measurement of \( \psi(2S) \) production: the invariant mass distributions of all \( \psi(2S) \rightarrow J/\psi \pi^+\pi^- \) candidates (selected and fully corrected for acceptance and efficiency, according to eq. (4.9)), are fitted again to extract the yield of \( \psi(2S) \) mesons, but this time in bins of \( J/\psi \) \( p_T \) and rapidity. Fitting and
Figure 8. Summary of the positive and negative uncertainties for the non-prompt fraction measurement in three $\psi(2S)$ rapidity intervals. The plots do not include the spin-alignment uncertainty.

uncertainty estimation procedures remain the same. As the fiducial volume from which $J/\psi \pi^+\pi^-$ candidates are reconstructed extends well beyond the kinematic range over which the measurements are presented, no additional corrections are needed to present the data as a function of $J/\psi$ kinematic variables. The absence of any need for additional corrections was cross-checked using MC simulations.

7 Results and discussion

The corrected non-prompt $\psi(2S)$ production fraction, and the prompt and non-prompt $\psi(2S)$ production cross-sections are measured in intervals of $\psi(2S)$ transverse momentum and three ranges of $\psi(2S)$ rapidity. All measurements are presented assuming the $\psi(2S)$ decays isotropically. Figure 11 shows the fully corrected measured non-prompt production fraction $J_B^{\psi(2S)}$ as a function of $p_T$. A rise in the relative non-prompt production rate
Figure 9. Summary of the positive and negative uncertainties for the prompt cross-section measurement in three \( \psi(2S) \) rapidity intervals. The plots do not include the constant 1.8\% luminosity uncertainty or the spin-alignment uncertainty.

is observed with increasing \( p_T \) for all three rapidity intervals. This behaviour is similar to that seen for the non-prompt \( J/\psi \) production fraction [9]. Whereas at large \( p_T \) (> 50 GeV) the non-prompt \( \psi(2S) \) fraction approaches that of the \( J/\psi \), at low \( p_T \) the non-prompt fraction for \( \psi(2S) \) is somewhat larger than is observed for \( J/\psi \). The data shows no significant dependence on rapidity at the lowest transverse momenta probed, but a systematic reduction in the non-prompt fraction with increasing rapidity is observed as the \( \psi(2S) \) transverse momentum increases. The data are tabulated in table 4.

Fully corrected measurements of the differential prompt and non-prompt cross-sections as functions of \( \psi(2S) \) \( p_T \) and rapidity are presented in figures 12(a) and 12(b) and are tabulated in table 5. These results are compared to results from CMS [14] and LHCb [13] in similar or neighbouring rapidity intervals (the LHCb and CMS data are also presented assuming isotropic \( \psi(2S) \) production). The measured differential cross-sections of prompt
Figure 10. Summary of the positive and negative uncertainties for the non-prompt cross-section measurement in three $\psi(2S)$ rapidity intervals. The plots do not include the constant 1.8% luminosity uncertainty or the spin-alignment uncertainty.

and non-prompt production of $J/\psi$ mesons from $\psi(2S) \to J/\psi \pi^+\pi^-$ decays are presented as functions of $J/\psi$ transverse momentum and rapidity in figures 12(c) and 12(d) and in table 6.

The effects of the various polarisation scenarios described in section 4 on the measured $J/\psi$ cross-sections were also studied. The corresponding correction factors for all $J/\psi$ and $\psi(2S)$ $p_T$–$|y|$ bins are tabulated in appendix A.

**Prompt cross-section measurement versus theory.** In figure 13, the measured prompt production cross-sections are compared to predictions from colour-singlet [34–40] perturbative QCD calculations at partial next-to-next-to-leading-order (NNLO*) [41] using the CTEQ6M [42] parton distribution function set, leading-order (LO) and next-to-leading-order (NLO) non-relativistic QCD (NRQCD) [43] (or ‘colour-octet’ approach), the colour evaporation model [44–46], and a $k_T$-factorisation approach [47].
Figure 11. Non-prompt $\psi(2S)$ production fraction is calculated using eq. (4.4), and is shown here as a function of $\psi(2S)$ transverse momentum in three intervals of $\psi(2S)$ rapidity. The data points are at the mean of the efficiency and acceptance corrected $p_T$ distribution in each $p_T$ interval, indicated by the horizontal error bars, and the vertical error bars represent the total statistical and systematic uncertainty (see figure 8).

The colour-singlet NNLO* predictions have no free parameters constrained from experimental data. Uncertainties in these predictions are assessed by variation of renormalisation and factorisation scales (which dominate the total uncertainty), and the charm quark mass used in the calculation as discussed in ref. [41]. The central values of the NNLO* predictions underestimate the observed cross-sections by a factor of five, significantly outside the variation permitted by the associated scale uncertainties. Deviations from the data are enhanced at high $p_T$ pointing to the need for further large singlet corrections or a sizeable colour octet contribution at these momenta.

The NRQCD predictions presented here are derived using HELAC-ONIA [48–51], an automatic matrix-element generator for the calculation of the heavy quarkonium helicity amplitudes in the framework of NRQCD factorisation. Uncertainties in the predictions come from the uncertainties due to the choice of scale, charm quark mass and long-distance matrix elements (LDME) as discussed in ref. [49]. NLO colour-octet LDME values from ref. [43] are used. NLO predictions do well in describing the shape and normalisation of prompt production data over the full range of transverse momenta probed, with the agreement particularly notable at large $p_T$ where prior constraints on the LDME were not available. The ratio of theory to data is also shown in figure 13.

Uncertainties in the colour evaporation model (CEM) [52–54] predictions from factorisation and renormalisation scale dependencies are estimated according to the prescription discussed in ref. [55], using a central value for the charm quark mass of 1.27 GeV. The predictions of the CEM are found to describe $\psi(2S)$ production well, and tend to follow the same behaviour as the NLO NRQCD predictions, but at the highest $p_T$ probed, there is a tendency for CEM to predict a somewhat harder spectrum than is observed in the data.

Parameter settings for the predictions of the $k_T$-factorisation approach shown here are described in ref. [47], take a parton-level cross-section prediction from the colour-singlet model [37, 38, 56] and make use of the CCFM A0 unintegrated gluon parameterisation [57] that incorporates initial-state radiation dependencies. Comparison with data shows that
$0 \leq |y| < 0.75$

<table>
<thead>
<tr>
<th>$p_T$ interval [GeV]</th>
<th>$\langle p_T \rangle$ [GeV]</th>
<th>Non-prompt fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0–11.0</td>
<td>10.6</td>
<td>0.404 ± 0.024 ± 0.006</td>
</tr>
<tr>
<td>11.0–12.0</td>
<td>11.5</td>
<td>0.445 ± 0.012 ± 0.006</td>
</tr>
<tr>
<td>12.0–14.0</td>
<td>13.0</td>
<td>0.466 ± 0.007 ± 0.006</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>15.0</td>
<td>0.509 ± 0.007 ± 0.006</td>
</tr>
<tr>
<td>16.0–18.0</td>
<td>17.0</td>
<td>0.543 ± 0.008 ± 0.006</td>
</tr>
<tr>
<td>18.0–22.0</td>
<td>19.8</td>
<td>0.586 ± 0.007 ± 0.007</td>
</tr>
<tr>
<td>22.0–30.0</td>
<td>25.2</td>
<td>0.639 ± 0.008 ± 0.007</td>
</tr>
<tr>
<td>30.0–40.0</td>
<td>33.8</td>
<td>0.690 ± 0.014 ± 0.008</td>
</tr>
<tr>
<td>40.0–60.0</td>
<td>46.6</td>
<td>0.735 ± 0.024 ± 0.009</td>
</tr>
<tr>
<td>60.0–100.0</td>
<td>70.8</td>
<td>0.724 ± 0.070 ± 0.042</td>
</tr>
</tbody>
</table>

$0.75 \leq |y| < 1.5$

<table>
<thead>
<tr>
<th>$p_T$ interval [GeV]</th>
<th>$\langle p_T \rangle$ [GeV]</th>
<th>Non-prompt fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0–11.0</td>
<td>10.6</td>
<td>0.448 ± 0.053 ± 0.009</td>
</tr>
<tr>
<td>11.0–12.0</td>
<td>11.5</td>
<td>0.438 ± 0.024 ± 0.006</td>
</tr>
<tr>
<td>12.0–14.0</td>
<td>13.0</td>
<td>0.445 ± 0.012 ± 0.006</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>15.0</td>
<td>0.495 ± 0.011 ± 0.006</td>
</tr>
<tr>
<td>16.0–18.0</td>
<td>16.9</td>
<td>0.527 ± 0.012 ± 0.006</td>
</tr>
<tr>
<td>18.0–22.0</td>
<td>19.8</td>
<td>0.542 ± 0.010 ± 0.006</td>
</tr>
<tr>
<td>22.0–30.0</td>
<td>25.2</td>
<td>0.602 ± 0.012 ± 0.007</td>
</tr>
<tr>
<td>30.0–40.0</td>
<td>33.8</td>
<td>0.649 ± 0.018 ± 0.007</td>
</tr>
<tr>
<td>40.0–60.0</td>
<td>45.6</td>
<td>0.614 ± 0.031 ± 0.008</td>
</tr>
<tr>
<td>60.0–100.0</td>
<td>70.4</td>
<td>0.798 ± 0.081 ± 0.034</td>
</tr>
</tbody>
</table>

$1.5 \leq |y| < 2$

<table>
<thead>
<tr>
<th>$p_T$ interval [GeV]</th>
<th>$\langle p_T \rangle$ [GeV]</th>
<th>Non-prompt fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0–11.0</td>
<td>10.6</td>
<td>0.457 ± 0.064 ± 0.011</td>
</tr>
<tr>
<td>11.0–12.0</td>
<td>11.5</td>
<td>0.398 ± 0.045 ± 0.007</td>
</tr>
<tr>
<td>12.0–14.0</td>
<td>13.0</td>
<td>0.414 ± 0.018 ± 0.006</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>14.9</td>
<td>0.471 ± 0.017 ± 0.006</td>
</tr>
<tr>
<td>16.0–18.0</td>
<td>16.9</td>
<td>0.488 ± 0.018 ± 0.006</td>
</tr>
<tr>
<td>18.0–22.0</td>
<td>19.8</td>
<td>0.537 ± 0.016 ± 0.007</td>
</tr>
<tr>
<td>22.0–30.0</td>
<td>25.1</td>
<td>0.539 ± 0.020 ± 0.013</td>
</tr>
<tr>
<td>30.0–40.0</td>
<td>33.9</td>
<td>0.593 ± 0.033 ± 0.014</td>
</tr>
<tr>
<td>40.0–60.0</td>
<td>45.5</td>
<td>0.791 ± 0.059 ± 0.051</td>
</tr>
<tr>
<td>60.0–100.0</td>
<td>65.3</td>
<td>0.587 ± 0.143 ± 0.069</td>
</tr>
</tbody>
</table>

Table 4. Non-prompt $\psi(2S)$ production fraction as a function of $\psi(2S)$ $p_T$ for three $\psi(2S)$ rapidity intervals. The first uncertainty is statistical, the second is systematic. Spin-alignment uncertainties are not included.

The $k_T$-factorisation approach significantly underestimates the prompt $\psi(2S)$ production rate. The theory-to-data ratio in figure 13 highlights that this underestimation also has a $p_T$-dependent shape. This underestimation may be related to the observation [12] that the same model overestimates the production of $C$-even ($\chi_c$) charmonium states.
\[
B(J/\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-) \cdot \frac{d^3\sigma^{\psi(2S)}}{dp_T dy}
\]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0–10.0</td>
<td>10.0</td>
<td>89 ± 7</td>
<td>±10</td>
</tr>
<tr>
<td>11.0–11.0</td>
<td>11.5</td>
<td>61.6 ± 2.1</td>
<td>±4.8</td>
</tr>
<tr>
<td>12.0–14.0</td>
<td>13.0</td>
<td>34.1 ± 0.7</td>
<td>±2.4</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>15.0</td>
<td>15.4 ± 0.3</td>
<td>±1.0</td>
</tr>
<tr>
<td>16.0–18.0</td>
<td>17.0</td>
<td>7.84 ± 0.19</td>
<td>±0.52</td>
</tr>
<tr>
<td>18.0–22.0</td>
<td>19.8</td>
<td>3.21 ± 0.07</td>
<td>±0.20</td>
</tr>
<tr>
<td>22.0–30.0</td>
<td>25.2</td>
<td>0.822 ± 0.024</td>
<td>±0.086</td>
</tr>
<tr>
<td>30.0–40.0</td>
<td>33.8</td>
<td>0.171 ± 0.009</td>
<td>±0.019</td>
</tr>
<tr>
<td>40.0–60.0</td>
<td>46.6</td>
<td>0.0241 ± 0.0026</td>
<td>±0.0038</td>
</tr>
<tr>
<td>60.0–100.0</td>
<td>70.8</td>
<td>0.00106 ± 0.00034</td>
<td>±0.00028</td>
</tr>
</tbody>
</table>

\[
B(J/\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-) \cdot \frac{d^3\sigma^{\psi(2S)}}{dp_T dy}
\]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0–11.0</td>
<td>10.6</td>
<td>70 ± 11</td>
<td>±8</td>
</tr>
<tr>
<td>11.0–12.0</td>
<td>11.5</td>
<td>60.7 ± 4.1</td>
<td>±6.4</td>
</tr>
<tr>
<td>12.0–14.0</td>
<td>13.0</td>
<td>33.6 ± 1.1</td>
<td>±3.3</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>15.0</td>
<td>14.0 ± 0.5</td>
<td>±1.4</td>
</tr>
<tr>
<td>16.0–18.0</td>
<td>16.9</td>
<td>6.92 ± 0.25</td>
<td>±0.64</td>
</tr>
<tr>
<td>18.0–22.0</td>
<td>19.8</td>
<td>2.97 ± 0.09</td>
<td>±0.20</td>
</tr>
<tr>
<td>22.0–30.0</td>
<td>25.2</td>
<td>0.712 ± 0.028</td>
<td>±0.056</td>
</tr>
<tr>
<td>30.0–40.0</td>
<td>33.8</td>
<td>0.145 ± 0.010</td>
<td>±0.016</td>
</tr>
<tr>
<td>40.0–60.0</td>
<td>45.6</td>
<td>0.0259 ± 0.0027</td>
<td>±0.0031</td>
</tr>
<tr>
<td>60.0–100.0</td>
<td>70.4</td>
<td>0.00068 ± 0.00032</td>
<td>±0.00014</td>
</tr>
</tbody>
</table>

\[
B(J/\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-) \cdot \frac{d^3\sigma^{\psi(2S)}}{dp_T dy}
\]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0–11.0</td>
<td>10.6</td>
<td>70 ± 16</td>
<td>+11</td>
</tr>
<tr>
<td>11.0–12.0</td>
<td>11.5</td>
<td>51.2 ± 9.1</td>
<td>+4.9</td>
</tr>
<tr>
<td>12.0–14.0</td>
<td>13.0</td>
<td>29.0 ± 1.5</td>
<td>+3.0</td>
</tr>
<tr>
<td>14.0–16.0</td>
<td>14.9</td>
<td>12.3 ± 0.6</td>
<td>+1.2</td>
</tr>
<tr>
<td>16.0–18.0</td>
<td>16.9</td>
<td>6.23 ± 0.36</td>
<td>+0.67</td>
</tr>
<tr>
<td>18.0–22.0</td>
<td>19.8</td>
<td>2.35 ± 0.13</td>
<td>+0.25</td>
</tr>
<tr>
<td>22.0–30.0</td>
<td>25.1</td>
<td>0.636 ± 0.042</td>
<td>+0.078</td>
</tr>
<tr>
<td>30.0–40.0</td>
<td>33.9</td>
<td>0.108 ± 0.012</td>
<td>+0.013</td>
</tr>
<tr>
<td>40.0–60.0</td>
<td>45.5</td>
<td>0.0095 ± 0.0033</td>
<td>+0.0044</td>
</tr>
<tr>
<td>60.0–100.0</td>
<td>65.3</td>
<td>0.00072 ± 0.00031</td>
<td>±0.00023</td>
</tr>
</tbody>
</table>

Table 5. Prompt and non-prompt production cross-section times branching ratio as a function of \(\psi(2S)\) \(p_T\) for three \(\psi(2S)\) rapidity intervals. The first uncertainty is statistical, the second is systematic. Spin-alignment and luminosity (±1.8%) uncertainties are not included.
<table>
<thead>
<tr>
<th>$p_T$ interval [GeV]</th>
<th>$\langle p_T \rangle$ [GeV]</th>
<th>Prompt $[\text{pb}/\text{GeV}]$</th>
<th>Non-prompt $[\text{pb}/\text{GeV}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 – 11.0</td>
<td>5.6</td>
<td>46.5 ± 1.7</td>
<td>+6.1 ± 3.5</td>
</tr>
<tr>
<td>11.0 – 12.10</td>
<td>5.6</td>
<td>29.3 ± 0.9</td>
<td>+3.4 ± 2.2</td>
</tr>
<tr>
<td>12.0 – 14.0</td>
<td>13.0</td>
<td>15.4 ± 0.3</td>
<td>+1.6 ± 1.0</td>
</tr>
<tr>
<td>14.0 – 16.0</td>
<td>15.0</td>
<td>6.59 ± 0.18</td>
<td>+0.65 ± 0.43</td>
</tr>
<tr>
<td>16.0 – 18.0</td>
<td>17.0</td>
<td>3.54 ± 0.11</td>
<td>+0.36 ± 0.23</td>
</tr>
<tr>
<td>18.0 – 22.0</td>
<td>19.8</td>
<td>1.50 ± 0.05</td>
<td>+0.15 ± 0.10</td>
</tr>
<tr>
<td>22.0 – 30.0</td>
<td>25.2</td>
<td>0.353 ± 0.015</td>
<td>+0.039 ± 0.039</td>
</tr>
<tr>
<td>30.0 – 40.0</td>
<td>33.8</td>
<td>0.0602 ± 0.0054</td>
<td>±0.0095 ± 0.0052</td>
</tr>
<tr>
<td>40.0 – 60.0</td>
<td>46.6</td>
<td>0.0086 ± 0.0015</td>
<td>±0.0018 ± 0.0014</td>
</tr>
<tr>
<td>60.0 – 100.0</td>
<td>70.8</td>
<td>0.000030 ± 0.000017</td>
<td>±0.000030 ± 0.000010</td>
</tr>
</tbody>
</table>

Table 6. Prompt and non-prompt production cross-section times branching ratio as a function of $J/\psi$ $p_T$ for three $J/\psi$ rapidity intervals. The first uncertainty is statistical, the second is systematic. Spin-alignment and luminosity (±1.8%) uncertainties are not included.
Measured differential cross-sections for (a) prompt $\psi(2S)$ production and (b) non-prompt $\psi(2S)$ production as a function of $\psi(2S)$ transverse momentum for three $\psi(2S)$ rapidity intervals. Also shown are (c) prompt and (d) non-prompt cross-sections expressed as a function of the transverse momentum of the $J/\psi$ from the $\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-$ decay for three $J/\psi$ rapidity intervals. The results in the various rapidity intervals are scaled by powers of ten for clarity of presentation. The data points are at the mean of the efficiency and acceptance corrected $p_T$ distribution in each $p_T$ interval, indicated by the horizontal error bars, and the vertical error bars represent the total statistical and systematic uncertainty (see figures 9 and 10). Overlaid on the results presented as a function of $\psi(2S)$ $p_T$ are measurements from the CMS and LHCb experiments.

Regarding the impact of possible spin-alignment variation on the prompt cross-section extracted (see figure 4 and appendix A), it is clear that even in the most extreme cases disfavoured by available data [23, 24], the maximum impact on the total reported cross-section is (+62%, −32%) at a $p_T$ of 10 GeV and drops to (+8%, −12%) at high $p_T$. This range
Figure 13. Measured differential cross-sections (top) and ratios of the predicted to measured differential cross-sections (bottom) for prompt $\psi(2S)$ production as a function of $\psi(2S)$ transverse momentum for three $\psi(2S)$ rapidity intervals, with comparison to theoretical predictions in the ATLAS fiducial region. The data points are at the mean of the efficiency and acceptance corrected $p_T$ distribution in each $p_T$ interval, indicated by the horizontal error bars, and the vertical error bars represent the total statistical and systematic uncertainty (see figure 9).
of variation is significantly smaller than the observed differences between some theories and data.

**Non-prompt cross-section measurement versus theory.** For non-prompt production, comparison is made to theoretical predictions from fixed-order next-to-leading-logarithm (FONLL) calculations \[58, 59\], which have been successful in describing \(J/\psi\) \[9\] and \(B\)-meson production \[60\] at the LHC, and NLO predictions in the general-mass variable-flavour-number scheme (GM-VFNS), which have also proved reliable at describing production of non-prompt \(J/\psi\) at low \(p_T\) and central rapidities \[61\].

Comparison of the non-prompt spectra is made to FONLL predictions obtained by first determining the \(b\)-hadron production spectrum from a next-to-leading order QCD calculation matched with an all-order resummation to next-to-leading-logarithm accuracy in the limit where the transverse momentum of the \(b\)-quark is much larger than its mass. This distribution is then convolved with a phenomenological spectrum, obtained from experimental data that describe the momentum distribution of the \(\psi(2S)\) in \(B\)-meson decays. The parton distribution function set CTEQ 6.6 \[42\] is used and the renormalisation and factorisation scales are chosen to be \(\mu = \sqrt{m^2 + p_T^2}\), where \(m\) and \(p_T\) refer to the mass and transverse momentum of the \(b\)-quark, where a \(b\)-quark mass of 4.75 GeV is used. The Kartvelishvili-Likhoded-Petrov fragmentation function parameterisation \[62\] is used for determination of the \(b\)-quark fragmentation distribution. Uncertainties on the predictions are assessed by varying the \(b\)-quark mass (by \(\pm 0.25\) GeV), evaluating the parton distribution function uncertainties and varying the renormalisation and factorisation scales independently up and down by a factor of two from their nominal values, with the additional constraint that the ratio of two scales must be in the range 0.5–2.0.

NLO GM-VFNS predictions also use the CTEQ 6.6 parton distribution function set, the same choice of renormalisation and factorisation scales and variation as for FONLL, with a \(c\)-quark mass of 1.3 GeV and \(b\)-quark mass of 4.5 GeV. The NLO predictions make use of a fragmentation function derived from NLO fits to LEP data \[63\].

Figure 14 shows a comparison of FONLL and NLO GM-VFNS predictions to the non-prompt experimental data. Also shown is a comparison of NLO predictions using the FONLL fragmentation functions. At small and moderate transverse momenta, near and not significantly larger than the \(b\)-quark mass, NLO approaches are expected to do well, and scale uncertainties from the GM-VFNS approach are smaller than those from FONLL.

Both the FONLL and NLO GM-VFNS predictions describe the data well over the transverse momentum range studied but tend to predict a slightly harder \(p_T\) spectrum than observed in the data. This tendency is more noticeable in NLO predictions using the FONLL fragmentation functions. The differences observed between data and theoretical expectations are significantly larger than can be expected from any modification to the acceptance of \(\psi(2S)\) due to a non-isotropic spin-alignment. Our data supports hints of a similar trend observed in CMS data \[14\], and extends the comparison with theory to higher momenta. Given that FONLL is able to describe reasonably well the production of fully reconstructed charged \(B\) mesons in a similar range of transverse momenta \[60\], the deviation observed in this measurement seems to point towards possible mismodelling in \(b\)-hadron composition and decay kinematics, rather than in the \(b\)-quark fragmentation.
Figure 14. Measured differential cross-sections (top) and ratios of the predicted to measured differential cross-sections (bottom) for non-prompt $\psi(2S)$ production as a function of $\psi(2S)$ transverse momentum for three $\psi(2S)$ rapidity intervals with comparison to theoretical predictions in the ATLAS fiducial region. The data points are at the mean of the efficiency and acceptance corrected $p_T$ distribution in each $p_T$ interval, indicated by the horizontal error bars, and the vertical error bars represent the total statistical and systematic uncertainty (see figure 10).
8 Conclusions

The prompt and non-prompt production cross-sections and the non-prompt production fraction of the $\psi(2S)$ decaying into $J/\psi \rightarrow \mu^+\mu^-$ were measured in the rapidity range $|y| < 2.0$ for transverse momenta between 10 and 100 GeV. This measurement was carried out using 2.1 fb$^{-1}$ of $pp$ collision data at a centre-of-mass energy of 7 TeV recorded by the ATLAS experiment at the LHC. The results presented here significantly extend the range of the measurement to higher transverse momenta with increased precision over previous measurements.

Theoretical models of prompt $\psi(2S)$ production vary significantly in their predictions of overall rate and kinematic dependence. NLO NRQCD predictions were found to describe the data satisfactorily across the full range of transverse momentum studied. Predictions from the colour evaporation model were able to describe all but the highest $p_T$ region, where the production rates were significantly overestimated. NNLO* colour-singlet calculations, in contrast, undershoot the data by an order of magnitude at the highest $p_T$ studied. The addition of further large corrections to NNLO* colour-singlet calculations, or a significant colour-octet contribution at high transverse momentum is needed to describe the data. Predictions of the $k_T$-factorisation model exhibit a softer $p_T$ spectrum than observed and clearly undershoot the data in overall rate. Together with the recent observation [12] of an overestimate of the production rate of $C$-even $\chi_c$ charmonium states in the $k_T$-factorisation approach, these measurements provide coherent input to improve the $k_T$-dependent approach.

In non-prompt $\psi(2S)$ production, both NLO GM-VFNS and FONLL calculations describe the data well, but a tendency is observed for the theory to predict a slightly harder $p_T$ spectrum than measured in data. This supports trends previously observed in CMS data at lower $p_T$, with the ATLAS and CMS data consistent in the region of overlap.
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A Acceptance correction factors

Tables 7 and 8 document correction factors that can be used to correct measured prompt $\psi(2S)$ production cross-sections from isotropic production cross-sections presented in the main text to an alternative spin-alignment scenario.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.75$</td>
<td>0.68</td>
<td>0.68</td>
<td>0.69</td>
<td>0.70</td>
<td>0.72</td>
<td>0.74</td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>$0.75 \leq</td>
<td>y</td>
<td>&lt; 1.50$</td>
<td>0.69</td>
<td>0.70</td>
<td>0.70</td>
<td>0.71</td>
<td>0.72</td>
<td>0.74</td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>$1.50 \leq</td>
<td>y</td>
<td>&lt; 2.00$</td>
<td>0.70</td>
<td>0.70</td>
<td>0.71</td>
<td>0.72</td>
<td>0.73</td>
<td>0.74</td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>Transverse zero</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.75$</td>
<td>1.32</td>
<td>1.30</td>
<td>1.29</td>
<td>1.27</td>
<td>1.25</td>
<td>1.22</td>
<td>1.18</td>
<td>1.14</td>
</tr>
<tr>
<td>$0.75 \leq</td>
<td>y</td>
<td>&lt; 1.50$</td>
<td>1.29</td>
<td>1.28</td>
<td>1.27</td>
<td>1.25</td>
<td>1.24</td>
<td>1.21</td>
<td>1.18</td>
<td>1.13</td>
</tr>
<tr>
<td>$1.50 \leq</td>
<td>y</td>
<td>&lt; 2.00$</td>
<td>1.27</td>
<td>1.27</td>
<td>1.26</td>
<td>1.25</td>
<td>1.23</td>
<td>1.21</td>
<td>1.17</td>
<td>1.13</td>
</tr>
<tr>
<td>Transverse positive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.75$</td>
<td>1.61</td>
<td>1.44</td>
<td>1.35</td>
<td>1.30</td>
<td>1.27</td>
<td>1.23</td>
<td>1.18</td>
<td>1.14</td>
</tr>
<tr>
<td>$0.75 \leq</td>
<td>y</td>
<td>&lt; 1.50$</td>
<td>1.62</td>
<td>1.44</td>
<td>1.36</td>
<td>1.30</td>
<td>1.27</td>
<td>1.23</td>
<td>1.19</td>
<td>1.14</td>
</tr>
<tr>
<td>$1.50 \leq</td>
<td>y</td>
<td>&lt; 2.00$</td>
<td>1.62</td>
<td>1.42</td>
<td>1.36</td>
<td>1.30</td>
<td>1.27</td>
<td>1.23</td>
<td>1.19</td>
<td>1.14</td>
</tr>
<tr>
<td>Transverse negative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.75$</td>
<td>1.11</td>
<td>1.20</td>
<td>1.22</td>
<td>1.23</td>
<td>1.22</td>
<td>1.21</td>
<td>1.17</td>
<td>1.13</td>
</tr>
<tr>
<td>$0.75 \leq</td>
<td>y</td>
<td>&lt; 1.50$</td>
<td>1.07</td>
<td>1.16</td>
<td>1.19</td>
<td>1.21</td>
<td>1.21</td>
<td>1.19</td>
<td>1.17</td>
<td>1.13</td>
</tr>
<tr>
<td>$1.50 \leq</td>
<td>y</td>
<td>&lt; 2.00$</td>
<td>1.05</td>
<td>1.14</td>
<td>1.18</td>
<td>1.20</td>
<td>1.20</td>
<td>1.19</td>
<td>1.16</td>
<td>1.13</td>
</tr>
<tr>
<td>Off-plane positive</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.75$</td>
<td>1.06</td>
<td>1.05</td>
<td>1.05</td>
<td>1.04</td>
<td>1.03</td>
<td>1.02</td>
<td>1.02</td>
<td>1.01</td>
</tr>
<tr>
<td>$0.75 \leq</td>
<td>y</td>
<td>&lt; 1.50$</td>
<td>1.12</td>
<td>1.12</td>
<td>1.10</td>
<td>1.08</td>
<td>1.07</td>
<td>1.04</td>
<td>1.02</td>
<td>1.02</td>
</tr>
<tr>
<td>$1.50 \leq</td>
<td>y</td>
<td>&lt; 2.00$</td>
<td>1.14</td>
<td>1.15</td>
<td>1.12</td>
<td>1.10</td>
<td>1.08</td>
<td>1.07</td>
<td>1.04</td>
<td>1.02</td>
</tr>
<tr>
<td>Off-plane negative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>y</td>
<td>&lt; 0.75$</td>
<td>0.96</td>
<td>0.95</td>
<td>0.96</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.99</td>
</tr>
<tr>
<td>$0.75 \leq</td>
<td>y</td>
<td>&lt; 1.50$</td>
<td>0.91</td>
<td>0.91</td>
<td>0.92</td>
<td>0.93</td>
<td>0.94</td>
<td>0.95</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>$1.50 \leq</td>
<td>y</td>
<td>&lt; 2.00$</td>
<td>0.90</td>
<td>0.89</td>
<td>0.90</td>
<td>0.91</td>
<td>0.93</td>
<td>0.94</td>
<td>0.96</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 7. Multiplicative factors to correct measured production cross-sections measured in $\psi(2S)$ $p_T$ and $|y|$ from isotropic production to an alternative spin-alignment scenario.
Table 8. Multiplicative factors to correct measured production cross-sections measured in $p_T$ and $|y|$ for $J/\psi$ in the $\psi(2S) \rightarrow J/\psi(\rightarrow \mu^+\mu^-)\pi^+\pi^-$ decay from isotropic production to an alternative spin-alignment scenario.
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