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Hadronic decays of Z° bosons are studied in the Delphi detector. Global event variables and single particle inclusive distributions are compared with QCD-based predictions. The mean charged multiplicity is found to be 20.6 ± 1.0 (stat + syst). The mean values of the sphericity, aplanarity, thrust, minor value, \( P_T^p \) and \( p_T^{mes} \) are compared with values found at lower energy \( e^+e^- \) colliders.

1. Introduction

This letter presents a study of the general properties of charged particles produced in hadronic decays of the Z° boson observed in the DELPHI detector [1] during the first months of operation of the new \( e^+e^- \) storage ring LEP at centre of mass energies of \( 91.0-91.5 \) GeV. We compare measured distributions of global event shape variables and of inclusive single particle variables and the energy dependence of some characteristic mean values with the expectations of four QCD-based fragmentation models computed using parameters pre-tuned to lower energy \( e^+e^- \) colliders.

2. The detector

The measurements of charged particles used in this analysis were made in the Time Projection Chamber (TPC) in which tracks are reconstructed from up to 16 space points at radii \( r = 36.5 \) to 106.2 cm. The superconducting solenoid had been commissioned during the pilot run at its nominal magnetic field of 1.2 T, but the data presented here were taken while it was being operated at only 0.7 T. In this reduced magnetic field, the TPC space point precision is about 300 \( \mu m \) in \( r\phi \) and 900 \( \mu m \) in \( z \) (the resolution varies with \( r\phi \) and \( z \) and with the angle at which the track crosses the readout pad row). The momentum resolution was found to be \( \delta p/p^2 = \pm 0.02 \) (GeV/c)\(^{-1} \). Points on neighbouring tracks could be distinguished only if they were separated by at least 15 mm in \( r\phi \) or \( z \). No differences in track-finding efficiency were observed between the data and the Monte Carlo simulation.

The trigger for hadronic events that was available throughout the data-taking was based on two independent sets of scintillation counters covering polar angles of \( 40^\circ-140^\circ \). The High-density Projection Chamber (HPC), which is located inside the solenoid and measures electromagnetic energy with high granularity, contains a scintillator layer behind the first 5 radiation lengths that was sensitive to electromagnetic showers above about 2 GeV. The time-of-flight (TOF) system was sensitive to minimum ionising particles and consists of a single layer of 172 scintillation counters located outside the HPC and the solenoid. The HPC and TOF counters were each arranged in two groups of four quadrants symmetrically on opposite sides of the crossing point. Various sub-triggers were formed from back-to-back and majority coincidences between the HPC and TOF sectors. The final HPC + TOF trigger was the OR of these sub-triggers.

For part of the data an additional independent trigger sensitive to charged particles in the polar angle range \( 40^\circ-140^\circ \) reaching the front of the HPC was formed by a coincidence between the inner tracking detector (ID) and the outer tracking detector (OD). The ID is a cylindrical drift chamber covering polar angles of approximately \( 20^\circ-160^\circ \) at radii of 12-28 cm. It comprises a jet chamber section providing 24 \( r\phi \) coordinates surrounded by 5 trigger layers providing both \( r\phi \) and \( z \) coordinates. In the OD, which covers polar angles of \( 40^\circ-140^\circ \) at radii of 197-208 cm, 5 layers of drift tubes provide precise \( r\phi \) coordinates and three of them also provide crude but fast \( z \) information. The ID + OD trigger allowed the efficiency of the HPC and TOF sub-triggers to be measured from the data by recording the trigger pattern event by event. For hadronic events with a sphericity axis between \( 40^\circ \) and \( 140^\circ \), i.e. for the events used in this analysis (see below), the efficiency of the final HPC + TOF trigger alone was found to be over 98%. The overall trigger efficiency for the data used here was further augmented by the ID + OD trigger and by other triggers that were available for parts of the data taking.
3. Selection criteria

Only charged tracks were used in this analysis. The tracks were retained only if

(a) they extrapolated back to within 5 cm of the beam axis in \( r \) and to within 10 cm of the nominal crossing point in \( z \),

(b) their momentum \( p \) was larger than 0.1 GeV/c,

(c) their measured track length was above 50 cm,

(d) their polar angle was between 25° and 155°.

Hadronic events were then selected by requiring

(a) each of the two hemispheres \( \cos \theta < 0 \) and \( \cos \theta > 0 \) contained a total charged energy \( E_{\text{ch}} = \sum E_i \) larger than 3 GeV, where \( E_i \) are the particle energies (assuming the \( x \) mass),

(b) the total charged energy seen in both hemispheres together exceeded 15 GeV,

(c) there were at least 5 charged tracks with momenta above 0.2 GeV/c,

(d) the polar angle \( \theta \) of the sphericity axis was in the range \( 40° < \theta < 140° \).

The resulting data sample comprised 2073 events. The last cut ensured that the retained events were well contained inside the TPC. After all four cuts, events due to beam-gas scattering and to \( \gamma \gamma \) interactions were reduced to below 0.1% of the sample. The largest background was due to \( z+x - \) events. From the Monte Carlo simulation this was calculated to be 0.24% of the sample.

4. The QCD calculations and fragmentation models

QCD-based Monte Carlo event generators for LEP data have been reviewed in detail recently [2]. They consist of two parts: a perturbative phase, in which quarks and gluons are generated according to perturbative QCD, and a non-perturbative phase, which describes the transition from partons to hadrons. During the non-perturbative “confinement” phase, the QCD coupling constant becomes so large that perturbation theory breaks down and one must resort to phenomenological models, of which the string fragmentation model from the Lund group [3] has been particularly successful. In this model the hadrons are formed along colour flux tubes or strings stretched between the outgoing partons. The model introduces explicit correlations between the outgoing hadrons which are experimentally testable and have been found to be in excellent agreement with lower energy data [2].

As an alternative to the Lund Monte Carlo we have used the Marchesini–Webber Monte Carlo [4], in which partons are first combined into colourless clusters which then either decay isotropically, if they have small masses, or, if the masses are larger, are split according to a special cluster algorithm which is analogous to string fragmentation. In this Monte Carlo the perturbative phase is based on the production of quark pairs followed by multiple gluon emission and the splitting of gluons into quark or gluon pairs. For the evolution of such parton showers the Altarelli–Parisi equations are used, which are based on the leading approximation. After a certain minimum invariant mass of the partons has been reached, the non-perturbative phase takes over. In the Marchesini–Webber Monte Carlo we have used the default values of all free model parameters.

In the Lund Monte Carlo the perturbative phase can be generated either according to parton showers, or according to the exact second matrix element (ME). The latter allows for at most four partons in the final state. All the higher order graphs have to be mimicked by the parametrization of the non-perturbative phase. But the advantage is that the 3-jet cross section is correct, including the loop corrections, in contrast to most of the parton shower models based on the leading log approximation. For example, in the Lund parton shower option the 3-jet rate has been weighted by the first order QCD matrix element in order to give the correct 3-jet rate.

The Lund Monte Carlo version Jetset 6.3 uses the Gutbrod–Kramer–Schierholz (GKS) matrix element [5]. This is known to neglect some small terms. Therefore we have tried in addition the Ellis–Ross–Terano (ERT) matrix element [6] as implemented by Magnussen [7] \(^{81}\), which has been found to agree with the ERT matrix element as implemented in the newest Lund version Jetset 7.2. In this case we used an “optimized” scale in the definition of the coupling constant, i.e. \( \alpha_s \) was evaluated with \( \Lambda_{\overline{\text{MS}}} = 120 \text{ MeV} \) at \( \mu^2 = 0.005Q_0^2 \). This small scale (of the order of a few GeV) implies a correspondingly large value of \( \alpha_s \),

\(^{81}\) We use the \( p \) scheme of parton recombination.
and was optimised to describe jet multiplicities at lower energies \([7-10]\) correctly. The scale of \(\alpha_s\) for the parton shower option is roughly the transverse momentum of the branching, which is also typically of the order of a few GeV. The string fragmentation model parameters we have used are those determined by Petersen et al. \([10]\) by tuning the model to data at a centre of mass energy of 29 GeV.

5. Definition of the variables

The properties of the events are analysed in terms of commonly used global event shape variables. One set of these is:

- the sphericity \(S = 1/2 (Q_1 + Q_2)\), which lies in the range \(0 < S < 1\) and approaches 0 for thin 2-jet events and 1 for spherical events;
- the aplanarity \(A = 1/3 Q_1\), which lies in the range \(0 < A < 0.5\) and approaches 0 for planar events;
- the variables \(Q_1 - Q_2\) and \(Q_2 - Q_1\);

where \(Q_1 + Q_2 + Q_3 = 1\) and \(Q_1 < Q_2 < Q_3\) are the normalised ordered eigenvalues of the momentum tensor \(M_{\alpha\beta} = \sum p_{\alpha j} p_{\beta j}\) where \(\alpha\) and \(\beta\) refer to the \(x, y\) and \(z\) directions and the sum extends over all the charged particles in the event. The eigenvector \(n_3\) defines the sphericity axis and \(n_3\) and \(n_2\) define the event plane. Because the momentum tensor uses the momenta quadratically, these variables are particularly sensitive to the high momentum particles in the event.

Alternatives to the above variables that use momenta linearly, and are therefore more sensitive to the low momentum particles and less sensitive to decays, are:

- the thrust value \(T = \sum |p_{t\alpha}| / \sum |p_{t\alpha}|\), where \(p_{t\alpha}\) refers to the momentum component along the axis for which the value of \(T\) is maximal, called the thrust axis;
- the major value \(M = \sum |p_{\beta}| / \sum |p_{\beta}|\), a thrust-like parameter where \(p_{t\beta}\) refers to the momentum component along the axis perpendicular to the thrust axis that gives the largest value of \(M\), called the major axis; and the similarly defined minor value \(m\) where \(p_{t\beta}\) refers to the momentum component along the so-called minor axis which is perpendicular both to the thrust axis and to the major axis:
- the oblateness \(O = M - m\), the difference between the major and minor values.

We have also compared the predictions of the models with the distributions of single charged particles in the inclusive variables.

- the rapidity \(y = \frac{1}{2} \ln \left(\frac{E + p_t}{E - p_t}\right)\), where \(p_t\) refers to the momentum component parallel to the thrust axis and the \(\pi^\pm\) mass is assumed.
- the momentum-fraction variable \(x_p = 2p/\sqrt{S} = p/p_{\text{beam}}\),
- the momentum components transverse to the sphericity axis and in and out of the event plane, \(p_{T1}\) and \(p_{T2}\).

6. Corrections and systematic errors

Monte Carlo simulations were used to correct the event shape variable distributions and individual particle distributions for the geometrical acceptance and kinematical cuts, the detector resolution, acceptance inefficiencies, particle interactions in the material of the detector, other detector imperfections and the effects of radiated photons. The Lund parton-shower model (Jetset 6.3) was used to generate 25000 \(Z^0\) events decaying to pairs of \(u, d, c, s, b\) quarks. A correction factor \(C(x)\) for each bin in each data plot was then obtained by comparing the bin occupancy at the beginning of the simulation (the “true” distribution) with the bin occupancy after reconstruction and selection (the “observed” distribution):

\[
C(x) = \frac{\frac{1}{N} \frac{dx}{dx}_{\text{true}}}{\frac{1}{N} \frac{dx}{dx}_{\text{observed}}}
\]

The “true” distributions were constructed from the final state particles of lifetime above \(10^{-9}\) s in events generated without initial state radiation that had not yet been tracked through the detector. The “observed” distributions were constructed from the final state particles observed after tracking events generated with initial state radiation through the Delphi detector with reduced field to produce simulated raw data which were then processed through the same reconstruction and analysis programs as the real data.

The value of the correction factor \(C\) lies between 0.7 and 1.3 for all the data points of the global event shape variable distributions and the \(p_{T1}\) and \(p_{T2}\) distributions, and between 0.6 and 1.6 for all points of the \(x_p\) and \(y\) distributions.

The correction factor \(C\) was also evaluated using
the Marchesini–Webber parton shower model and the Lund GKS matrix element model. The variance of the $C(x)$ values computed from the three different models was taken as one contribution to the systematic uncertainty. Other contributions arise from possible differences between the actual detector performance and that represented in the simulation program. To evaluate these, we tested the effects of a range of possible differences, such as additional momentum smearing, a constant sagitta shift and a different drift velocity inside the TPC, in the Monte Carlo simulation. We also varied our selection criteria over a wide range. These studies indicated that for all the data points presented below, the total systematic uncertainty is less than or roughly equal to the errors shown.

7. Results

The corrected measured global event variable distributions deduced from the charged tracks are compared with the Monte Carlo predictions in figs. 1 and 2 and the inclusive single charged particle distributions are shown in fig. 3. The horizontal bars indicate the corresponding bin width, the vertical bars show the statistical errors.

Both the Lund parton shower model and the Marchesini–Webber parton shower model describe well the shapes of all the measured distributions. However, the measured distributions of aplanarity, minor value and $p_T^{\text{out}}$, which are sensitive to multigluon emission, are significantly better reproduced by the Lund parton shower model. The data are less well described by the other two event generators, based on QCD matrix elements up to second order in $\alpha_s$, since they contain energy dependent model parameters tuned to PETRA/PEP data. The ERT matrix element generator with modified scale describes the tails of the aplanarity, minor value and $p_T^{\text{out}}$ distributions somewhat better than the GKS matrix element generator without modified scale.

The reason why the parton shower models can describe the data better than the matrix element models over a wide energy range without retuning of parameters is clear: the softening of the fragmentation function due to the larger phase space for multiple gluon emission is implemented, via the Altarelli–Parisi evolution equations, only in the parton shower models. In the matrix element generators it has to be put in by hand. After such retuning of the fragmentation parameters [11], the agreement with all the data distributions becomes excellent, as shown for the rapidity distribution in fig. 3a.

The fully corrected mean values obtained for the quadratic momentum-tensor shape variables are $\langle S \rangle = 0.073 \pm 0.004$, $\langle A \rangle = 0.0121 \pm 0.0014$ and for the linear thrust-like variables $\langle T \rangle = 0.934 \pm 0.003$, $\langle m \rangle = 0.096 \pm 0.003$. The mean transverse momentum values are $\langle p_T^{\pi} \rangle = 0.434 \pm 0.014$ GeV/c, $\langle p_T^{\text{out}} \rangle = 0.231 \pm 0.007$ GeV/c. The corrections to these mean values include a correction for missing neutral particles. For this purpose, we computed the “true” distributions of charged and neutral particles, the numerator of the correction factors $C(x)$, using the Lund parton shower generator. The size of the correction is less than 1% for $\langle S \rangle$, $\langle A \rangle$ and $\langle T \rangle$, 3% for $\langle m \rangle$, 1.3% for $\langle p_T^{\pi} \rangle$ and 4% for $\langle p_T^{\text{out}} \rangle$.

The measured mean multiplicity of charged particles was obtained by integrating the rapidity distribution. After a 2$\pm$1% correction for electrons from photon conversions before the TPC that were not accounted for in the Monte Carlo, we find $\langle n_{\text{ch}} \rangle = 20.6 \pm 1.0$. The corresponding Monte Carlo predictions are $21.1$ for the Lund parton shower model, $21.0$ for the Marchesini–Webber parton shower model, $18.0$ for the GKS model, $18.2$ for the ERT matrix element model with modified scale, and $21.2$ for the matrix element model with retuned parameters [11].

The quoted errors of all the mean values contain the statistical error of the data and the systematic errors added quadratically. The results agree well with other results obtained at this energy [12,13].

The energy dependence of the mean values is shown in fig. 4 where the data from this experiment are plotted together with the HRS [14], TASSO [15], AMY [16] and Mark II [10,12] results as a function of the centre of mass energy. The curves represent the model predictions keeping, in each case, all free parameters constant. While the overall trends of the data are roughly reproduced by all models, there are important differences in detail. The Lund parton shower model gives the best description for $\langle S \rangle$, $\langle A \rangle$, $\langle T \rangle$ and $\langle m \rangle$. Both matrix element models predict a stronger energy dependence of $\langle A \rangle$ and $\langle m \rangle$ than is observed. The increase in $\langle p_T^{\pi} \rangle$ with energy is smaller in the data than in all the models.
Fig. 1. Observed distributions of the quadratic global event variables (a) sphericity, (b) aplanarity, (c) $Q_3 - Q_2$ and (d) $Q_2 - Q_1$ compared with Monte Carlo predictions. The full curve corresponds to the Lund parton shower model (Jetset 6.3), the broken curve to the Marchesini–Webber parton shower model (Herwig 3.4), and the dotted and dashed curves to Lund with the GKS and ERT second order matrix elements respectively (in all cases using parameter values optimised at PETRA/PEP energies.)
Fig. 2. Observed distributions of the linear global event variables (a) thrust, (b) major value, (c) minor value and (d) oblateness compared with Monte Carlo predictions (curves as in fig. 1).
Fig. 3. Observed distributions of the single charged particle inclusive variables (a) rapidity $y$, (b) momentum fraction $x = p/p_{\text{beam}}$, (c) transverse momentum component in the event plane $p_{\parallel}$, and (d) transverse momentum component out of the event plane $p_{\perp}$ compared with Monte Carlo predictions (the dot-dash curve in (a) represents the ERT model after a retuning of the fragmentation parameters, the other curves are as in fig. 1).
8. Summary and conclusions

We have measured global event shape variable distributions and single particle inclusive distributions of charged particles produced in hadronic decays of $Z^0$ bosons in the Delphi detector during the first months of operation at LEP. The measured mean charged multiplicity is $20.6 \pm 1.0$. We have compared the data with a range of Monte Carlo predictions for $Z^0 \rightarrow q\bar{q}$ decays of fragmentation models based on perturbative QCD. The best overall agreement is obtained with the Lund parton shower model with string fragmentation. The Marchesini–Webber model agrees less well with some distributions, particularly the dis-
tributions in aplanarity, minor value and $p_T^{out}$, which are sensitive to multigluon effects. The models using QCD matrix elements to second order in $\alpha_s$ adjusted to PETRA/PEP data need retuning of the model parameters at LEP energies.

We have also evaluated the mean values of a selection of these variables, including corrections for missing neutral particles, and compared them with data obtained from other experiments, mostly at lower energies. The trend of the energy dependence of the mean sphericity, aplanarity and minor value is well predicted by the Lund parton shower model. However, the rise of $\langle p_T^{\text{min}} \rangle$ with energy is observed to be smaller than predicted.
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