A new measurement of the spin-dependent structure function $g_1(x)$ of the deuteron
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Abstract

We present a new measurement of the spin-dependent structure function $g_1^d$ of the deuteron in deep inelastic scattering of 190 GeV polarised muons on polarised deuterons, in the kinematic range $0.003 < x < 0.7$ and $1 \text{GeV}^2 < Q^2 < 60 \text{GeV}^2$. This structure function is found to be negative at small $x$. The first moment $\Gamma^d_1 = \int_0^1 g_1^d dx$ evaluated at $Q^2 = 10 \text{GeV}^2$ is $0.034 \pm 0.009$ (stat.) $\pm 0.006$ (syst.). This value is below the Ellis-Jaffe sum rule prediction by three standard deviations. Using our earlier determination of $\Gamma_1^p$, we obtain $\Gamma_1^p - \Gamma_1^d = 0.199 \pm 0.038$ which agrees with the Bjorken sum rule.
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The deuteron and the proton are the simplest and theoretically best understood nuclei to study the internal spin structure of the nucleons. The determination of the first moment $\Gamma_{q}^T = \int_0^1 g_T^d dx$ of the deuteron structure function $g_T^d$ allows a test of the Ellis-Jaffe sum rule [1] and can be used to determine the fraction of the nucleon spin carried by quarks. Together with $\Gamma_{q}^p$ it provides a test of the fundamental Bjorken polarisation sum rule [2].

Measurements of the spin-dependent structure function of the deuteron, $g_T^d$, were made by the SMC at CERN [3] and by the E143 collaboration at SLAC [4]. Both experiments found deviations from the Ellis-Jaffe prediction. In our previous measurement $g_T^d$ was found to be negative for $x < 0.03$ within large statistical errors. This suggested that the neutron and the proton spin structure functions are different in this small $x$ region, contrary to the unpolarised ones [5]. In this paper, we report on a new and more precise measurement of $g_T^d$, where longitudinally polarised muons of 190 GeV were scattered from longitudinally polarised deuterons in the extended kinematic range $0.003 < x < 0.7$ and $1 \text{ GeV}^2 < Q^2 < 60 \text{ GeV}^2$.

The target previously used for the measurement of $g_T^p$ [6] was employed with fully deuterated butanol as target material. The two target cells were increased in length to 65 cm, reducing the gap between them to 20 cm. The target cells were polarised in opposite directions by the method of dynamic nuclear polarisation (DNP) using frequency modulated microwaves [7]. The polarisation was measured [8] at ten locations equally spaced along the target by NMR coils connected to series $Q$-meter circuits with an overall accuracy of $\Delta P_T/P_T = 5.4\%$. Vector polarisations in excess of $\pm 0.40$ were routinely reached in less than 12 hours of DNP. An average polarisation difference between the upstream and downstream target cells of 0.97 was obtained throughout the data-taking and the highest polarisations reached were $0.51$ and $-0.61$. The spin directions were reversed every five hours by rotation of the magnetic field direction with a polarisation loss of less than $0.003$.

The $\mu^+$ beam had an intensity of $4.5 \times 10^7$ per spill of 2.4 s duration with a 14.4 s period and an average muon momentum of 190 GeV. The muon momentum was determined with an accuracy of $\Delta p/p = 0.5\%$ in a magnetic spectrometer upstream of the target. The incident muon track was reconstructed with an angular resolution of 0.1 mrad using scintillator hodoscopes and a proportional chamber. The beam polarisation was $P_\mu = -0.811 \pm 0.028(3805) \text{ (stat.)} \pm 0.029 \text{ (syst.)}$. It was determined from the shape of the energy spectrum of positrons from the decay $\mu^+ \rightarrow e^+ \nu_\mu \bar{\nu}_\mu$ [9]. This value is based on the analysis of 15% of the data collected for the polarisation measurement.

To measure the trajectory of the scattered muon more than 150 planes of proportional chambers, drift chambers and streamer tubes were installed before, behind and inside the forward spectrometer magnet (FSM). The muon was identified as a track behind a 2 m thick hadron absorber made of iron. On the average, a muon track was reconstructed from $\sim 60$ hits in these detectors. The large number of hits minimises the effect of individual plane inefficiencies on the overall track reconstruction efficiency and thus on the spectrometer acceptance. The angle and the momentum of the scattered muon were determined with average accuracies of 0.4 mrad and 1.3 GeV, respectively. The interaction vertex was reconstructed with a resolution better than 30 mm (0.3 mm) parallel (perpendicular) to the beam direction. The two trigger systems were based on scintillator hodoscopes and veto counters and are the same as used previously in our measurements with a proton target [6].

The asymmetry $A^d = (\sigma_{\parallel} - \sigma_{\perp})/(\sigma_{\parallel} + \sigma_{\perp})$ of the single-photon exchange cross sections for antiparallel ($\perp$) and parallel ($\parallel$) longitudinal spins of the muon and deuteron and the structure function $g_T^d$ are related to the virtual-photon deuteron asymmetries $A_1^d$ and $A_2^d$ by [10]:

$$A^d = D(A_1^d + \eta A_2^d)$$

and

$$g_T^d = \frac{F_2^d}{2x(1 + R)} (A_1^d + \gamma A_2^d).$$

Here we neglected the contribution from the quadrupole structure function $b_1$ which is expected to be small in the kinematic range of our data [11]. The coefficients $\eta, \gamma$ depend only on kinematic variables. The depolarisation factor $D$ depends also on the unpolarised structure function $R$. The virtual-photon deuteron asymmetries are defined as [12]

$$A_1^d = \frac{1}{2}(\sigma_0^T - \sigma_1^T)/\sigma_T, \quad A_2^d = \frac{1}{2}(\sigma_0^T + \sigma_1^T)/\sigma_T$$

where $\sigma^T = \frac{1}{2}(\sigma^T_0 + \sigma^T_2)$ is the total transverse photoabsorption cross section, $\sigma^T_J$ is the virtual-photon deuteron absorption cross section for total spin projection $J$ in the direction of the virtual photon and $\sigma^T_{JL}$ results from the spin-flip amplitude in forward photon deuteron Compton scattering. For the unpolarised structure functions $F_2$ and $R$ we used the parametrisations by the NMC [13] and SLAC [14], respectively, where $R$ is the same for the proton and for the neutron. The average of the free nucleon structure functions is related to the deuteron structure function $g^D_1 = \frac{1}{2}(g^p_1 + g^n_1)(1 - \frac{1}{3}\omega_D)$. For the probability of the deuteron to be in a D-state we have taken $\omega_D = 0.05 \pm 0.01$ which covers most of the published values [15]. Off-mass-shell effects in $g^D_1$ were calculated [16] to be negligible in the region of our measurement. In this region the factors $\eta$ and $\gamma$ are also small and we neglected the contributions from $A^D_2$ to Eqs. (1) and (2). To estimate the resulting systematic error we used an upper limit of

$$|A^D_2| \leq (1 - 1.5\omega_D)(A^D_2 + \frac{F^2}{F^2_2}\sqrt{R})/(1 + \frac{F^2}{F^2_2})$$

calculated at the 95% confidence level. The value $A^D_2$ was taken from the measurement by the SMC [17], the ratio $F^2_2/F^2_2$ from the NMC parametrisation [5] and the upper limit for $A^D_2$ was taken to be $\sqrt{R}$ [10].

Events were selected by applying cuts which ensured that the beam flux was the same for both target cells and that events from unwanted target material were suppressed. Further cuts removed muons from decays of hadrons and minimised the size of kinematic smearing effects and radiative corrections. In total $6 \times 10^6$ events from the new measurement were used in the analysis.

The asymmetry $A^D_1$ was extracted from combinations of data sets taken before and after a reversal of the target polarisation [6]. In the evaluation of asymmetries the muon fluxes, the amount of target material and the acceptances for the two target cells cancel. However, the measured asymmetry is sensitive to the time dependence of the ratio $r = (n_d a_d)/(n_u a_u)$, where $a_{ud}(d)$ and $n_{ud}(d)$ are the acceptance and the target mass for the upstream (downstream) target cell, respectively. A change of $r$ by $\Delta r$ between target polarisation reversals gives rise to a false asymmetry $\Delta A^D_1 = (\Delta r/r)/(4 f P_{\mu} P_T D)$. The dilution factor $f \approx 0.20$ is the fraction of scattering events from deuterons.

For each data set we have determined the efficiencies of all tracking detectors. An upper limit of 0.003 for $|\Delta A^D_2|$ was estimated from the largest observed efficiency changes in all detectors between polarisation reversals. Radiative corrections were applied to compute $A^D_1$ from the measured asymmetries [18] and they were found to affect $A^D_1$ by less than 0.003 in the entire kinematic range.

The results for $A^D_1(x)$ at the average $Q^2$ of each bin of $x$ are given in Table 1 and are shown in Fig. 1. In the analysis we have included data taken previously with a beam of 100 GeV [3], which have an average $Q^2$ smaller by a factor of about two. The results from both measurements are in agreement. The dominant systematic errors are due to uncertainties in $A^D_2$, radiative corrections, time dependence of the acceptance ratio, target and beam polarisations and $R$. The total systematic error given in Table 1 and shown in Fig. 1 combines all contributions in quadrature.

The results for $g^D_1(x)$ at the average $Q^2$ of each $x$ bin are also given in Table 1 and are shown in Fig. 2. Results for $g^D_1$ evaluated at fixed $Q^2 = 10$ GeV$^2$ assuming that $A^D_1$ is independent of $Q^2$ are included in Table 1 as well. The negative values of $g^D_1$ at small $x$ reported in our previous publication [3] are confirmed.

The contribution to $I^D_1$ from the measured $x$ range is:
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Table 1

Results on the virtual photon deuteron asymmetry $A^d$, the deuteron structure function $g_1^d$, and the neutron structure function $g_1^n$ from all SMC data. The first error is statistical, the second one is systematic. For the evaluation of $g_1^d(Q^2 = 10 \text{ GeV}^2)$, it has been assumed that $A^d$ does not depend on $Q^2$.

<table>
<thead>
<tr>
<th>$x$ Range</th>
<th>$\langle x \rangle$</th>
<th>$(Q^2)$</th>
<th>$A^d$</th>
<th>$g_1^d$</th>
<th>$g_1^n$</th>
<th>$g_1^d(Q^2 = 10 \text{ GeV}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.003-0.006</td>
<td>0.003</td>
<td>1.3</td>
<td>0.005 ± 0.023 ± 0.007</td>
<td>0.13 ± 0.37 ± 0.17</td>
<td>-1.0 ± 1.3 ± 0.4</td>
<td>0.2 ± 1.0 ± 0.3</td>
</tr>
<tr>
<td>0.006-0.010</td>
<td>0.008</td>
<td>2.0</td>
<td>-0.049 ± 0.021 ± 0.006</td>
<td>-0.80 ± 0.35 ± 0.14</td>
<td>-2.4 ± 0.8 ± 0.2</td>
<td>-1.3 ± 0.5 ± 0.2</td>
</tr>
<tr>
<td>0.010-0.020</td>
<td>0.014</td>
<td>3.2</td>
<td>-0.026 ± 0.018 ± 0.004</td>
<td>-0.26 ± 0.18 ± 0.06</td>
<td>-1.0 ± 0.4 ± 0.1</td>
<td>-0.35 ± 0.24 ± 0.07</td>
</tr>
<tr>
<td>0.020-0.030</td>
<td>0.025</td>
<td>4.9</td>
<td>-0.011 ± 0.025 ± 0.005</td>
<td>-0.07 ± 0.16 ± 0.03</td>
<td>-0.46 ± 0.39 ± 0.07</td>
<td>-0.08 ± 0.19 ± 0.04</td>
</tr>
<tr>
<td>0.030-0.040</td>
<td>0.035</td>
<td>6.4</td>
<td>0.001 ± 0.030 ± 0.005</td>
<td>0.00 ± 0.14 ± 0.02</td>
<td>-0.34 ± 0.35 ± 0.06</td>
<td>0.00 ± 0.16 ± 0.03</td>
</tr>
<tr>
<td>0.040-0.060</td>
<td>0.049</td>
<td>8.5</td>
<td>0.082 ± 0.027 ± 0.010</td>
<td>0.28 ± 0.09 ± 0.04</td>
<td>0.16 ± 0.23 ± 0.08</td>
<td>0.28 ± 0.09 ± 0.03</td>
</tr>
<tr>
<td>0.060-0.100</td>
<td>0.077</td>
<td>11.9</td>
<td>0.029 ± 0.028 ± 0.007</td>
<td>0.06 ± 0.06 ± 0.01</td>
<td>-0.23 ± 0.15 ± 0.04</td>
<td>0.06 ± 0.06 ± 0.01</td>
</tr>
<tr>
<td>0.100-0.150</td>
<td>0.12</td>
<td>16.8</td>
<td>0.106 ± 0.048 ± 0.012</td>
<td>0.14 ± 0.05 ± 0.02</td>
<td>-0.09 ± 0.12 ± 0.04</td>
<td>0.13 ± 0.05 ± 0.01</td>
</tr>
<tr>
<td>0.150-0.200</td>
<td>0.17</td>
<td>22.2</td>
<td>0.283 ± 0.055 ± 0.026</td>
<td>0.24 ± 0.05 ± 0.03</td>
<td>0.25 ± 0.12 ± 0.05</td>
<td>0.23 ± 0.05 ± 0.07</td>
</tr>
<tr>
<td>0.200-0.300</td>
<td>0.24</td>
<td>29.4</td>
<td>0.200 ± 0.060 ± 0.021</td>
<td>0.10 ± 0.03 ± 0.01</td>
<td>0.06 ± 0.08 ± 0.03</td>
<td>0.10 ± 0.03 ± 0.01</td>
</tr>
<tr>
<td>0.300-0.400</td>
<td>0.34</td>
<td>38.8</td>
<td>0.159 ± 0.013 ± 0.021</td>
<td>0.040 ± 0.026 ± 0.006</td>
<td>-0.080 ± 0.066 ± 0.017</td>
<td>0.043 ± 0.028 ± 0.004</td>
</tr>
<tr>
<td>0.400-0.700</td>
<td>0.48</td>
<td>48.7</td>
<td>0.195 ± 0.147 ± 0.026</td>
<td>0.017 ± 0.013 ± 0.002</td>
<td>-0.024 ± 0.034 ± 0.008</td>
<td>0.022 ± 0.016 ± 0.002</td>
</tr>
</tbody>
</table>

\[
\int g_1^d(x, Q_0^2) \, dx = 0.0358 \pm 0.0087 \pm 0.0051 \quad (Q_0^2 = 10 \text{ GeV}^2), \quad (3)
\]

where here and in the following the first error is statistical and the second one is systematic. The contributions from the unmeasured region at small $x$ is $\int_0^{0.003} g_1^d(x) \, dx = -0.0028 \pm 0.0016$. This contribution has been obtained assuming $g_1^d(x) = \text{constant}$ and fitting the constant to the two lowest $x$ points. The error has been enlarged to 0.0028 to account for extrapolations obtained using the general form of Regge dependence $g_1^d(x) \propto x^\alpha$, with $0 \leq \alpha \leq 0.5$ [19]. The contribution from the unmeasured region at large $x$ is $\int_{0.03}^{1} g_1^d(x) \, dx = 0.0006 \pm 0.0010$. For the extrapolation to $x = 1$ we used $A_1^d = 0.4 \pm 0.6$ which is consistent with the data and with the bound $|A_1^d| \leq 1$. The result for the first moment then is:

\[
\Gamma_1^d = 0.034 \pm 0.009 \pm 0.006 \quad (Q_0^2 = 10 \text{ GeV}^2). \quad (4)
\]

Table 2 details the contributions to the systematic error.

The sum $\Gamma_0^d + \Gamma_1^d = 2\Gamma_0^d/(1 - 1.5\omega_D)$ can be used to determine the contributions to the nucleon spin from the sum of the quark spins ($\Delta \Sigma$) and from the strange quark spin ($\Delta s$). This analysis relies on quark light-cone algebra and on SU(3)$_f$ relations for the axial vector coupling constants within the baryon octet [1]. The QCD corrections [20] were calculated using four quark flavours and $\alpha_s(Q_0^2 = 10 \text{ GeV}^2) = 0.24 \pm 0.03$, corresponding to $\alpha_s(m_Z^2) = 0.117 \pm 0.005$ [21]. For the SU(3)$_f$ coupling constants $F$ and $D$ we used $F + D = g_A/g_V = 1.2573 \pm 0.0028$ [21] and $F/D = 0.575 \pm 0.016$ [22]. Neglecting possible contributions
Table 2
Contributions to the error on $\Gamma_1^c$

<table>
<thead>
<tr>
<th>Source of the error</th>
<th>$\Delta \Gamma_1^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extrapolation at low $x$</td>
<td>0.0028</td>
</tr>
<tr>
<td>Neglect of $A_2$</td>
<td>0.0025</td>
</tr>
<tr>
<td>Radiative corrections</td>
<td>0.0025</td>
</tr>
<tr>
<td>Acceptance variation</td>
<td>0.0020</td>
</tr>
<tr>
<td>Beam polarization</td>
<td>0.0019</td>
</tr>
<tr>
<td>Target polarization</td>
<td>0.0019</td>
</tr>
<tr>
<td>Momentum calibration</td>
<td>0.0014</td>
</tr>
<tr>
<td>Uncertainty on $R$</td>
<td>0.0013</td>
</tr>
<tr>
<td>Uncertainty on $F_2$</td>
<td>0.0013</td>
</tr>
<tr>
<td>Kinematic resolution</td>
<td>0.0010</td>
</tr>
<tr>
<td>Extrapolation at high $x$</td>
<td>0.0010</td>
</tr>
<tr>
<td>Dilution factor</td>
<td>0.0009</td>
</tr>
<tr>
<td>Proton background</td>
<td>0.0006</td>
</tr>
<tr>
<td>Total systematic error</td>
<td>0.0063</td>
</tr>
<tr>
<td>Statistics</td>
<td>0.0087</td>
</tr>
</tbody>
</table>

from polarised charm quarks and polarised gluons we obtain

$$\Delta \Sigma = \Delta u + \Delta d + \Delta s = 0.20 \pm 0.11.$$  \(\text{(5)}\)

corresponding to

$$\Delta s = -0.12 \pm 0.04.$$  \(\text{(6)}\)

These results are inconsistent with the Ellis-Jaffe assumption of $\Delta s = 0$ and the resulting prediction of $\Delta \Sigma = 3F - D$ \(\text{(1)}\) which is $0.579 \pm 0.025$. For the first moment the Ellis-Jaffe sum rule predicts $(\Gamma_1^c)_{EJ} = 0.070 \pm 0.004$ which is three standard deviations above the measured value. The conclusions on $\Delta s$ and on the Ellis-Jaffe sum rule depend on the SU(3)$_f$ symmetry assumption. It has been shown \(\text{(23)}\) that the value of $\Delta \Sigma$ is insensitive to SU(3)$_f$ breaking effects.

To test the Bjorken sum rule \(\text{(2)}\) we combine our results for $\Gamma_1^d$ (Eq. \(\text{(4)}\)) and for $\Gamma_1^p = 0.136 \pm 0.011 \pm 0.011$ \(\text{(6)}\) taking into account correlated errors and obtain

$$\Gamma_1^p - \Gamma_1^d = 0.199 \pm 0.038 \quad (Q_0^2 = 10 \text{ GeV}^2).$$  \(\text{(7)}\)

These results also give $\Gamma_1^d = -0.063 \pm 0.024 \pm 0.013$. The Bjorken sum rule prediction at $Q_0^2 = 10 \text{ GeV}^2$, including perturbative QCD corrections for four quark flavours \(\text{(24)}\) and up to third order in $\alpha_s$, is

$$\Gamma_1^d = -0.187 \pm 0.003$$  \(\text{(Theory, } Q_0^2 = 10 \text{ GeV}^2)\) \(\text{(8)}\)

in agreement with our result. The error in the prediction is due to uncertainty in $\alpha_s$.

Results from this experiment and from the SLAC E142 [25] and E143 [4] experiments are compared in Figs. 1 and 3 (a) and (b) $g_1^p(x)$, as a function of the scaling variable $x$ evaluated at a common $Q_0^2 = 5 \text{ GeV}^2$. Only statistical errors are shown on the data points. Results from the SLAC E142 \(\text{(25)}\) and E143 \(\text{(4)}\) experiments are shown for comparison. The size of the systematic errors is indicated by the shaded areas.
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shown in Fig. 2 (b). In Fig. 3 (b) we compare our results to those obtained from the SLAC E143 data [4] and to the results from E142 with a $^3$He target [25], all evolved to $Q^2_0 = 5 \text{ GeV}^2$. All measurements agree in the common $x$-range. However, our data at small $x$ are more negative than expected from Regge-type extrapolations from the common region. This explains [26] most of the difference between our result for $\Gamma_1^n$ and that of SLAC E142 [25].

The results on $\Gamma_1^d$ presented here were obtained under the assumption that the virtual-photon deuteron asymmetry $A_1^d$ does not depend on $Q^2$. The same assumption has also been made for all nucleon asymmetries studied so far. Theoretical studies of scale breaking effects have recently been made for spin-dependent structure functions, assuming different polarised quark and gluon distributions [27-30]. The predictions are strongly dependent on the assumptions made on the polarised gluon distribution $\Delta g$, which is unknown today. The present accuracy of the data is insufficient to provide meaningful constraints on $\Delta g$.

In summary, we have presented a new and more precise measurement of the spin-dependent structure function $g_1^d$ from polarised deep inelastic muon-deuteron scattering, extending down to $x = 0.003$. We now clearly observe negative values of $g_1^d$ at small $x$, in agreement with the trend observed previously. This implies an important difference between the proton and neutron spin structure functions at small $x$. The result for the first moment $\Gamma_1^d$ disagrees with the Ellis-Jaffe prediction by three standard deviations. The total polarised quark contribution to the nucleon spin is $\Delta \Sigma = 0.20 \pm 0.11$. Assuming $SU(3)_f$ relations for the coupling constants $F$ and $D$ and measurements of $F + D$ and $F/D$, we find a strange quark contribution $\Delta s = -0.12 \pm 0.04$. Our results for $\Gamma_1$ of the proton and the deuteron confirm the Bjorken sum rule.
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