The spin-dependent structure function $g_1(x)$ of the deuteron from polarized deep-inelastic muon scattering
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We present a new measurement of the spin-dependent structure function $g_1^d$ of the deuteron from deep inelastic scattering of 190 GeV polarized muons on polarized deuterons. The results are combined with our previous measurements of $g_1^d$. A perturbative QCD evolution in next-to-leading order is used to compute $g_1^d(x)$ at a constant $Q^2$. At $Q^2 = 10$ GeV$^2$, we obtain a first moment $\Gamma_1^d = \int_0^1 g_1^d(x) dx = 0.041 \pm 0.008$, a flavour-singlet axial charge of the nucleon $\omega_0 = 0.30 \pm 0.08$, and an axial charge of the strange quark $\alpha_s = -0.09 \pm 0.03$. Using our earlier determination of $\omega_0$, we obtain $\Gamma_1^d - \Gamma_2^d = 0.183 \pm 0.035$ at $Q^2 = 10$ GeV$^2$. This result is in agreement with the Bjorken sum rule which predicts $\Gamma_1^d - \Gamma_2^d = 0.186 \pm 0.002$ at the same $Q^2$. © 1997 Published by Elsevier Science B.V.
Measurements of the spin-dependent structure function $g_1$ of the deuteron are an important tool to study the internal spin structure of the nucleon. In combination with similar measurements on proton targets, they allow us to investigate the spin structure of the neutron and to verify the Bjorken sum rule [1].

In this paper, we report on a new measurement of $g_1^d$, obtained by scattering longitudinally polarized muons of 190 GeV energy on longitudinally polarized deuterons in the kinematic range $0.0008 < x < 0.7$ and $0.2 \text{ GeV}^2 < Q^2 < 100 \text{ GeV}^2$. The data were collected in 1995 with the high-energy muon beam M2 of the CERN SPS. They complement earlier data taken in 1992 with a 100 GeV beam [2] and in 1994 with a 190 GeV beam [3], approximately doubling the data sample of our previous measurements with polarized deuterons. Out of 150 days of running time, 20 days were devoted to a measurement of the transverse virtual-photon nucleon asymmetry $A_T$ with a transversely polarized target, using a beam of the same energy and polarization. In Ref. [4], we give a detailed account of our measurements of the spin structure of the proton; these results are used in the present paper to evaluate the structure function $g_1$ of the neutron and to test the Bjorken sum rule. Recent measurements of $g_1^p$, $g_1^d$, $A_1^p$, and $A_2^d$ from deep-inelastic electron scattering have also been reported by the E143 Collaboration at SLAC [5–8].

The experimental set-up, the data taking procedure, and the evaluation of the cross-section asymmetries

$$A_\| = \frac{\sigma_+ - \sigma_-}{\sigma_+ + \sigma_-}, \quad A_\perp = \frac{\sigma_+^{-\dagger} - \sigma_-^{-\dagger}}{\sigma_+^{-\dagger} + \sigma_-^{-\dagger}}$$

for parallel, antiparallel and transverse configurations of beam and target polarizations, are similar to those of our previous measurements [3,4,9]. The beam polarization was determined by measuring the cross-section asymmetry for the scattering of polarized muons on polarized atomic electrons [4,10]. For the beam of 190 GeV nominal energy, the average energy at the interaction vertex is 188 GeV and the polarization $P_\mu = -0.77 \pm 0.03$ [42]. In the evaluation of the deep-inelastic cross-section asymmetries of Eq. (1), the dependence of the polarization on the incoming muon energy is taken into account on an event-by-event basis.

---

[42] The beam of 100 GeV nominal energy has an average energy at the interaction vertex of 99.4 GeV and the polarization obtained with the same method is $P_\mu = -0.81 \pm 0.03$. 

---
The accuracy of the target polarization measurement \([11]\) was improved with the help of a new NMR coil arrangement; typical longitudinal deuteron polarizations were \(P_d = \pm 0.50\), with an overall accuracy of \(\Delta P_d / P_d = 2.1\%\). For the runs with a transversely polarized target, the average deuteron polarization was \(P_d = \pm 0.43\), with the same error.

The asymmetries \(A^d_{\parallel}\) and \(A^d_{\perp}\) of Eq. (1) are related to virtual-photon deuteron asymmetries \(A^d_{\parallel}\) and \(A^d_{\perp}\) and to the spin-dependent structure functions \(g_1^d\) and \(g_2^d\) by

\[
A^d_{\parallel} = D (A^d_1 + \eta A^d_2), \quad A^d_{\perp} = d (A^d_2 - \xi A^d_1)
\]

and

\[
\begin{align*}
g_1^d &= \frac{F_2^d}{2x(1 + R)} (A^d_1 + \gamma A^d_2), \\
g_2^d &= \frac{F_2^d}{2x(1 + R)} \left( \frac{A^d_2}{\gamma} - A^d_1 \right).
\end{align*}
\]

We neglect the contribution from quadrupole structure functions which is expected to be small in the kinematic range of our data \([12,13]\). The coefficients \(\eta, \gamma,\) and \(\xi\) depend only on kinematic variables; the depolarization factors \(D\) and \(d\) depend, in addition, on the unpolarized structure function \(R = \sigma_L / \sigma_T\) \([14,15]\).

The virtual-photon deuteron asymmetries are defined as \(A^d_1 = \frac{1}{2} (\sigma_T^0 - \sigma_T^1) / \sigma_T\), \(A^d_2 = \frac{1}{2} (\sigma_T^{1L} + \sigma_T^{1T}) / \sigma_T\) \([13,16]\). Here, \(\sigma_T^1 = \frac{1}{2} (\sigma_T^0 + \sigma_T^1 + \sigma_T^2)\) is the total transverse photoabsorption cross-section, \(\sigma_T^1\) is the cross section for absorption of a virtual photon by a deuteron with total spin projection \(J\) in the photon direction, and \(\sigma_T^{1L}\) results from the spin-flip amplitude in forward photon-deuteron Compton scattering.

We first evaluate \(A^d_2\) from the measurement of \(A^d_1\), using a parametrization of \(A^d_2\). This analysis is similar to the one described in Ref. \([9]\) and the result is shown in Table 1 and in Fig. 1a. It is compatible with zero and much smaller than the positivity bound \(|A_2| \leq \sqrt{R}\) \([17]\). This asymmetry has also been measured in the SLAC E143 experiment with better statistical accuracy, but in a more limited \(x\) range and at a smaller average \(Q^2\). Since the \(Q^2\) dependence of \(A_2\) is unknown, an assumption must be made in order to compare the two measurements. From Eqs (3):

\[
A_2 = \gamma \frac{g_1 + g_2}{F_1} = \frac{2M x g_1 + g_2}{\sqrt{Q^2} F_1}.
\]

Table 1

<table>
<thead>
<tr>
<th>(x) range</th>
<th>(\langle x \rangle)</th>
<th>(\langle Q^2 \rangle) (GeV(^2))</th>
<th>(A^d_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0015-0.0050</td>
<td>0.0029</td>
<td>0.8</td>
<td>0.011 (\pm) 0.068</td>
</tr>
<tr>
<td>0.0050-0.0200</td>
<td>0.0108</td>
<td>2.6</td>
<td>-0.029 (\pm) 0.055</td>
</tr>
<tr>
<td>0.0200-0.0500</td>
<td>0.0333</td>
<td>6.4</td>
<td>0.145 (\pm) 0.069</td>
</tr>
<tr>
<td>0.0500-0.1200</td>
<td>0.0801</td>
<td>10.9</td>
<td>0.110 (\pm) 0.083</td>
</tr>
<tr>
<td>0.1200-0.6000</td>
<td>0.2280</td>
<td>18.0</td>
<td>-0.017 (\pm) 0.110</td>
</tr>
</tbody>
</table>

Fig. 1. The virtual-photon deuteron cross section asymmetry \(A^d_2\) as a function of the scaling variable \(x\). In (a), \(A^d_2\) is shown at the average \(Q^2\) of each \(x\) bin. Only statistical errors are shown; the systematic errors are estimated to be much smaller. In (b), results from the present measurement are compared to results from the SLAC E143 experiment \([8]\) at a common \(Q^2 = 5\) GeV\(^2\). Errors are statistical.
Since \( g_1/F_1 \) is \( Q^2 \)-independent within the errors, we make the same hypothesis for \( (g_1 + g_2)/F_1 \) and use Eq. (4) to evaluate our and the SLAC data at a common \( Q^2 = 5 \text{ GeV}^2 \). The results are in good agreement in the \( x \) region of overlap (Fig. 1b).

The evaluation of the asymmetry \( A_1^d \) and of the structure function \( g_1^d \) is also similar to that of our 1994 data [3]. Since, in the kinematic region of this measurement, \( \eta \) and \( \gamma \) are small and the asymmetry \( A_1^d \) is compatible with zero, we neglect the terms proportional to \( A_1^d \) in Eq. (3), such that

\[
A_1^d = (1 + \gamma^2) \frac{g_1^d}{F_1^d} = 2x(1 + R) \frac{g_1^d}{F_2^d}.
\]

The systematic uncertainty due to a possible residual \( A_1^d \) contribution is estimated from both our and the SLAC results.

The analysis is limited to the kinematic region with \( x \geq 0.0008 \) and \( Q^2 \geq 0.2 \text{ GeV}^2 \); data with \( Q^2 < 1 \text{ GeV}^2 \) are presented here for the first time. Cuts are applied to restrict the inelasticity to \( \eta \leq 0.9 \), the scattering angle to \( \Theta \geq 2 \text{ mrad} \), the energy of the scattered muon to \( E_\mu \geq 19 \text{ GeV} \), and the energy transfer to the target to \( \nu \geq 15 \text{ GeV} \). After these cuts, \( 11.2 \times 10^6 \) events remain for the final analysis from the new measurement. The 1992 and 1994 data were also reanalysed to account for the improved measurement of the beam polarization, and for a new parametrization of the unpolarized structure function \( F_2(x, Q^2) \) [18].

The treatment of radiative corrections to convert the measured cross-section asymmetries to single-photon asymmetries \( [19,20] \) has also been improved. For reasons detailed in Ref. [4], the new procedure increases the statistical errors of \( A_1^d \), in particular at small \( x \).

The new results for \( Q^2 \geq 1 \text{ GeV}^2 \) are in agreement with the 1992 and 1994 data within the statistical errors and we combine them for the subsequent analysis. The combined results for \( A_1^d \) are shown as a function of \( x \) and \( Q^2 \) in Table 2 and Fig. 2. In this figure, we also compare our results to the SLAC E143 measurement at smaller \( Q^2 \). The data confirm earlier observations that no \( Q^2 \) dependence of \( A_1 \) is visible within the accuracy of the present data [7]. The \( Q^2 \)-averaged results for \( A_1^d(x) \) are shown in Fig. 3. The new results for \( Q^2 \geq 1 \text{ GeV}^2 \) are compared to our 1992 and 1994 data in Fig. 3a and the combined results are shown in Fig. 3b together with the small-\( Q^2 \) results; the new data do not confirm our previous observation that \( A_1^d(x) \) is negative at small \( x \). The dominant systematic errors at small \( x \) are due to time-dependent variations of the acceptance ratio for events from the upstream and downstream target cells, and to uncertainties in \( A_1^d \) and radiative corrections. At large \( x \), the dominant sources of systematic errors are uncertainties of the beam and target polarizations, and of \( R \). To compute the total systematic error, the individual contributions are combined in quadrature.

The structure function \( g_1^d(x) \) is obtained from Eq. (5) using the NMC parametrization of \( F_2^d \) [18] and the SLAC parametrization of \( R \) [21]. The use of the SLAC parametrization of \( R \) requires an extrapolation to small \( x \) and \( Q^2 \) where it is not constrained by experimental data. This causes, however, a negligible uncertainty since \( R \)-dependent terms nearly cancel in the evaluation of \( g_1 \) from \( A_1^d \). The resulting \( g_1^d(x) \) at the average \( Q^2 \) of each bin is shown in Table 3.

To test sum rule predictions for \( g_1 \), we use our data in the kinematic region \( Q^2 \geq 1 \text{ GeV}^2 \), \( x \geq 0.003 \). For such tests, moments of structure functions must be evaluated at fixed values of \( Q^2 \). Although the asymmetry \( A_1^d \) and the ratio \( g_1^d/F_1^d \) exhibit no \( Q^2 \) dependence within the errors, different \( Q^2 \) evolutions of \( g_1 \) and \( F_1 \) are expected from perturbative QCD.

We estimate the \( Q^2 \) dependence of \( g_1^d \) from the Altarelli–Parisi evolution equations [22,23], using the QCD splitting and coefficient functions at next-to-leading order [24] and a program by Ball, Forte and Ridolfi [25]. Our results obtained from this analysis refer to the Adler–Bardeen (AB) factorization scheme. They are similar to results recently obtained by other groups [26,27]. The structure functions \( g_1 \) of the proton and the deuteron are decomposed into a polarized singlet quark distribution \( \Delta \Sigma(x) \) and nonsinglet quark distributions \( \Delta q_{NS}^p(x) \) and \( \Delta q_{NS}^d(x) \). At next-to-leading order, the gluon distribution \( \Delta g(x) \) also needs to be taken into account. These distributions are parametrised at a given \( Q^2 \) by

\[
\Delta f_j(x) = \eta_j N x^{\beta_j} (1 - x)^{\beta_j} (1 + a_j x),
\]

where \( N \) is fixed by the normalization \( \eta_j = \int_0^1 \Delta f_j(x) \, dx \). Following Ref. [25], we fix \( a_j \) to be the same for the singlet quark and gluon distributions. We also fix \( \beta_e \) to 4 as suggested by QCD counting rules [28] since this parameter is poorly constrained.
The virtual-photon deuteron cross section asymmetry $A_1$ obtained from the combined SMC deuteron data. The errors are statistical only.

By the data. The parameters of the nonsinglet distributions are assumed to be equal except for the normalizations $\eta_j$, which are constrained by relating the moments of $\Delta g_{NS}^d$ and $\Delta g_{NS}^p$ to the flavour-SU(3) coupling constants $F$ and $D$. For these coupling constants we used $F + D = g_A/g_V = 1.2573 \pm 0.0028$ [29] and $F/D = 0.575 \pm 0.016$ [30]. For the strong coupling constant, we use $\alpha_s(m_Z^2) = 0.118 \pm 0.003$ [29].

We fit the evolved parton distributions to the present deuteron data and to our proton data [4] in $(x,Q^2)$ bins, to the earlier EMC proton results [14], and to the E143 measurements [5-7]. The EMC and E143 data were taken at the average $Q^2$ in each $x$ bin. The $\chi^2$ of the fit is 283.5 for 295 degrees of freedom and the fitted parameters are given in Table 4.

We obtain $g_1$ at a fixed $Q_0^2$ from
Fig. 2. The virtual-photon deuteron asymmetry $A_{1}^d$ as a function of the scaling variable $x$ and four-momentum transfer $Q^2$. Also shown by open symbols are results from the SLAC E143 experiment [7]. Only statistical errors are shown.

$g_1(x, Q^2) = g_1(x, Q^2) + [g_1^{\text{fit}}(x, Q^2_0) - g_1^{\text{fit}}(x, Q^2)]$, where $g_1^{\text{fit}}$ is our fit, and where $g_1(x, Q^2)$ and $g_1^{\text{fit}}(x, Q^2)$ are evaluated at the average $Q^2$ of each $x$ bin. The resulting $g_1$ at $Q^2_0 = 10 \text{ GeV}^2$, which is the average $Q^2$ of our data, is shown in Table 3. The errors of the QCD evolution are dominated by the uncertainties of the renormalization and factorization scales [25]. They also account for uncertainties of the heavy flavour thresholds, the error of $\alpha_s$, and for the statistical and systematic errors of the input data. For a comparison to the SLAC data, we also evolve $g_1^d$ from both experiments to $Q^2_0 = 5 \text{ GeV}^2$ (Fig. 4a).

To obtain the spin-dependent structure function of the neutron $g_1^n$ from our deuteron and proton data, we
Table 3
The spin-dependent structure function $g_1$. The first error is statistical, the second one systematic. The third error in the last column is the uncertainty of the QCD evolution.

<table>
<thead>
<tr>
<th>$x$ range</th>
<th>$\langle x \rangle$</th>
<th>$\langle Q^2 \rangle$</th>
<th>$A_1$</th>
<th>$g_1$</th>
<th>$g_1(Q_0^2 = 10,\text{GeV}^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.003-0.006</td>
<td>0.005</td>
<td>1.3</td>
<td>$0.001 \pm 0.021 \pm 0.002$</td>
<td>$0.02 \pm 0.50 \pm 0.06$</td>
<td>$0.19 \pm 0.50 \pm 0.06 \pm 0.46$</td>
</tr>
<tr>
<td>0.006-0.010</td>
<td>0.008</td>
<td>2.0</td>
<td>$-0.014 \pm 0.019 \pm 0.003$</td>
<td>$-0.23 \pm 0.31 \pm 0.04$</td>
<td>$-0.08 \pm 0.31 \pm 0.04 \pm 0.12$</td>
</tr>
<tr>
<td>0.010-0.020</td>
<td>0.014</td>
<td>3.5</td>
<td>$-0.033 \pm 0.016 \pm 0.003$</td>
<td>$-0.33 \pm 0.16 \pm 0.03$</td>
<td>$-0.24 \pm 0.16 \pm 0.03 \pm 0.05$</td>
</tr>
<tr>
<td>0.020-0.030</td>
<td>0.025</td>
<td>5.5</td>
<td>$-0.008 \pm 0.022 \pm 0.003$</td>
<td>$-0.05 \pm 0.14 \pm 0.02$</td>
<td>$-0.01 \pm 0.14 \pm 0.02 \pm 0.02$</td>
</tr>
<tr>
<td>0.030-0.040</td>
<td>0.035</td>
<td>7.5</td>
<td>$-0.011 \pm 0.026 \pm 0.003$</td>
<td>$-0.05 \pm 0.12 \pm 0.01$</td>
<td>$-0.04 \pm 0.12 \pm 0.01 \pm 0.01$</td>
</tr>
<tr>
<td>0.040-0.060</td>
<td>0.049</td>
<td>10.1</td>
<td>$0.076 \pm 0.023 \pm 0.006$</td>
<td>$0.26 \pm 0.08 \pm 0.02$</td>
<td>$0.26 \pm 0.08 \pm 0.02 \pm 0.00$</td>
</tr>
<tr>
<td>0.060-0.100</td>
<td>0.077</td>
<td>14.4</td>
<td>$0.020 \pm 0.023 \pm 0.003$</td>
<td>$0.04 \pm 0.05 \pm 0.01$</td>
<td>$0.03 \pm 0.05 \pm 0.01 \pm 0.01$</td>
</tr>
<tr>
<td>0.100-0.150</td>
<td>0.122</td>
<td>20.6</td>
<td>$0.074 \pm 0.030 \pm 0.006$</td>
<td>$0.09 \pm 0.04 \pm 0.01$</td>
<td>$0.08 \pm 0.04 \pm 0.01 \pm 0.01$</td>
</tr>
<tr>
<td>0.150-0.200</td>
<td>0.172</td>
<td>26.6</td>
<td>$0.188 \pm 0.043 \pm 0.015$</td>
<td>$0.15 \pm 0.04 \pm 0.01$</td>
<td>$0.15 \pm 0.04 \pm 0.01 \pm 0.01$</td>
</tr>
<tr>
<td>0.200-0.300</td>
<td>0.241</td>
<td>34.0</td>
<td>$0.250 \pm 0.046 \pm 0.018$</td>
<td>$0.123 \pm 0.022 \pm 0.008$</td>
<td>$0.124 \pm 0.022 \pm 0.008 \pm 0.004$</td>
</tr>
<tr>
<td>0.300-0.400</td>
<td>0.342</td>
<td>43.6</td>
<td>$0.181 \pm 0.077 \pm 0.014$</td>
<td>$0.044 \pm 0.019 \pm 0.003$</td>
<td>$0.051 \pm 0.019 \pm 0.003 \pm 0.002$</td>
</tr>
<tr>
<td>0.400-0.700</td>
<td>0.479</td>
<td>54.4</td>
<td>$0.354 \pm 0.106 \pm 0.027$</td>
<td>$0.031 \pm 0.009 \pm 0.002$</td>
<td>$0.040 \pm 0.009 \pm 0.002 \pm 0.003$</td>
</tr>
</tbody>
</table>

Table 4
Parameters of the polarized parton distributions from the NLO QCD fit to $g_1^D$ and $g_1^p$ discussed in the text, at $Q_0^2 = 1\,\text{GeV}^2$. The parameter $\eta_j$ is constrained to be the same for $\Delta \Sigma(x)$ and $\Delta g(x)$. The normalizations $\eta_j$ for the non-singlet distributions $\Delta q_A(x)$ and $\Delta q_{ks}(x)$ are determined by the axial vector coupling constants $F$ and $D$.

<table>
<thead>
<tr>
<th>$\eta_j$</th>
<th>$\alpha_j$</th>
<th>$\beta_j$</th>
<th>$\Delta \Sigma(x)$</th>
<th>$\Delta g(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_j$</td>
<td>$\alpha_j$</td>
<td>$\beta_j$</td>
<td>$\Delta \Sigma(x)$</td>
<td>$\Delta g(x)$</td>
</tr>
<tr>
<td>$-0.7 \pm 0.3$</td>
<td>$2.1 \pm 0.3$</td>
<td>$25 \pm 39$</td>
<td>$0.40 \pm 0.04$</td>
<td>$0.7 \pm 0.3$</td>
</tr>
<tr>
<td>$1.0 \pm 0.6$</td>
<td>$-0.7 \pm 0.3$</td>
<td>$4$ (fixed)</td>
<td>$\alpha_{\Delta \Sigma}$</td>
<td></td>
</tr>
</tbody>
</table>

assume that in the kinematic range of our data ($x \leq 0.7$)

$$g_1^p + g_1^D = 2g_1^D/(1 - 1.5\omega_D),$$

(7)

where $\omega_D = 0.05 \pm 0.01$ is the $D$-wave state probability of the deuteron [3]. The results are shown in Fig. 4b and confirm the earlier observation of a significant difference between the spin-dependent structure functions of the proton and the neutron at small $x$. A similar analysis has been presented by the E143 Collaboration [6]. More direct measurements of $g_1^D$ with polarized $^3\text{He}$ targets have been made by the E142 [31] and E154 [32] experiments at SLAC and by the HERMES experiment at DESY [33]. The E142 and E143 results are also shown in Fig. 4b; all measurements are in agreement in the $x$ range of overlap.

We evaluate the first moment of $g_1^D$ at $Q_0^2 = 10\,\text{GeV}^2$ which is the average $Q^2$ of our data (Table 3). From our combined deuteron results, the contribution from the measured $x$ range is:

$$\int_{0.003}^{0.003} g_1^D(x, Q_0^2) dx = 0.0407 \pm 0.0059 \pm 0.0035 \pm 0.0003 (Q_0^2 = 10\,\text{GeV}^2),$$

(8)

where the first error is statistical, the second one is systematic and the third is an uncertainty due to the $Q^2$ evolution of $g_1^D$. As in Refs. [3,4], the contribution from the unmeasured region at small $x$ is estimated by assuming $g_1^D(x, Q_0^2) = \text{constant}$, where the constant is obtained by averaging the two data points with the smallest $x$. This correction amounts to

$$\int_{0.003}^{0.003} g_1^D(x) dx = 0.0000 \pm 0.0009.$$

The error covers the general Regge dependence $g_1(x) \propto x^{-\alpha}$, with $-0.5 \leq \alpha \leq 0$ [34], but does not account for more divergent small-$x$ behaviours of $g_1$. To estimate the contribution from the unmeasured region at large $x$, we assume $\Delta \Sigma = 0.4 \pm 0.6$ which is consistent both with the data and with the bound $1/|A_1| \leq 1$, and find

$$\int_{0.003}^{0.003} g_1^D(x) dx = 0.0006 + 0.0009.\,$$

The first moment of $g_1^D$ is thus:

$$\Gamma_1^D(Q_0^2) = \int_{0.003}^{0.003} g_1^D(x, Q_0^2) dx = 0.0414 \pm 0.0059 \pm 0.0037 \pm 0.0030 (Q_0^2 = 10\,\text{GeV}^2).$$

(9)
Fig. 3. The virtual-photon deuteron asymmetry $A_1^d$ as a function of the scaling variable $x$ at the average $Q^2$ of each $x$ bin. Only statistical errors are shown with the data points. In (a), results from the present measurement (1995) for $Q^2 > 1 \text{GeV}^2$ are compared to data taken previously with the same apparatus (1992 and 1994). The size of the systematic errors of the 1995 data is indicated by the shaded area; the systematic errors of the 1992 and 1994 data are of similar size. The combined 1992, 1994 and 1995 data are shown in (b); results from the SLAC E143 experiment [6] are shown for comparison.

The contributions to the systematic error of this integral are detailed in Table 5. When we assume scaling of $A_1$, these integrals are $\int_{0.003}^{0.7} g_1^d(x, Q_0^2) \, dx = 0.0374 \pm 0.0069 \pm 0.0039$ and $\Gamma_1^d(Q_0^2) = 0.0372 \pm 0.0069 \pm 0.0041$, at the same $Q_0^2 = 10 \text{GeV}^2$.

The first moment $\Gamma_1^d + \Gamma_1^n = 2 \Gamma_1^d/(1 - 1.5\omega_D)$ allows us to determine the flavour-singlet axial charge $a_0(Q^2)$ of the nucleon. This analysis relies on SU(3)$_f$ relations for the axial vector coupling constants within the baryon octet [35] which are completely determined by the two constants $F$ and $D$. Perturbative QCD corrections [36] were calculated for three quark flavours, assuming $\alpha_s(Q^2 = 10 \text{GeV}^2) = 0.249 \pm 0.015$ corresponding to $\alpha_s(m_T^2) = 0.118 \pm 0.003$ as used earlier. Neglecting contributions from polarized charm quarks we obtain from Eq. (9)

$$a_0 = a_u + a_d + a_s = 0.30 \pm 0.08 \quad (Q_0^2 = 10 \text{GeV}^2),$$

(10)  

where the $a_q$ are the axial charges of the individual quark flavours, and
Table 5 Contributions to the error on $\Gamma_1^q$ at $Q_0^2 = 10$ GeV$^2$

<table>
<thead>
<tr>
<th>Error source</th>
<th>$\Delta \Gamma_1^q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam polarization</td>
<td>0.0015</td>
</tr>
<tr>
<td>Acceptance variation</td>
<td>0.0014</td>
</tr>
<tr>
<td>Momentum calibration</td>
<td>0.0014</td>
</tr>
<tr>
<td>Target polarization</td>
<td>0.0013</td>
</tr>
<tr>
<td>Uncertainty on $F_2$</td>
<td>0.0012</td>
</tr>
<tr>
<td>Kinematic resolution</td>
<td>0.0010</td>
</tr>
<tr>
<td>Extrapolation at low $x$</td>
<td>0.0009</td>
</tr>
<tr>
<td>Extrapolation at high $x$</td>
<td>0.0009</td>
</tr>
<tr>
<td>Radiative corrections</td>
<td>0.0008</td>
</tr>
<tr>
<td>Dilution factor</td>
<td>0.0006</td>
</tr>
<tr>
<td>Proton background</td>
<td>0.0006</td>
</tr>
<tr>
<td>Neglect of $A_2$</td>
<td>0.0005</td>
</tr>
<tr>
<td>Total systematic error</td>
<td>0.0037</td>
</tr>
<tr>
<td>QCD evolution</td>
<td>0.0030</td>
</tr>
<tr>
<td>Statistical error</td>
<td>0.0059</td>
</tr>
</tbody>
</table>

\[ a_s = -0.09 \pm 0.03 \quad (Q_0^2 = 10 \text{ GeV}^2). \] (11)

These results are at variance with the Ellis-Jaffe assumption of $a_s = 0$ and the prediction $a_0 = 3F - D = 0.579 \pm 0.025$ [35]. The Ellis-Jaffe sum rule predicts $\Gamma_1^q = 0.071 \pm 0.003$ at $Q_0^2 = 10 \text{ GeV}^2$, which is 3.7 standard deviations above our measurement. The value of $a_s$ and the violation the Ellis-Jaffe sum rule depend on the assumption of SU(3)$_f$ symmetry, whereas it has been shown that the value of $a_0$ is largely insensitive to possible SU(3)$_f$ breaking effects [37].

The axial charge $a_0$ and the corresponding charges of the individual quark flavours can be understood as quark contributions to the proton spin, up to a gluonic contribution which is due to the $U(1)$ anomaly of the singlet axial vector current [38]. In the Adler-Bardeen scheme, the axial charges are decomposed into quark and gluon contributions $\Delta q$ and $\Delta g$ as

\[ a_q = \Delta q - \frac{\alpha_s}{2\pi} \Delta g \quad (q = u, d, s). \] (12)

The axial charge $a_q$ depends on $Q^2$, whereas $\Delta q$ is $Q^2$-independent in the AB scheme. This suggests to interpret $\Delta q$ as the intrinsic quark-spin content of the nucleon. When we make the assumption that $\Delta s = 0$, our measurement of $a_0$ corresponds to a gluon polarization $\Delta g = 2.3 \pm 0.7$ at $Q^2 = 10 \text{ GeV}^2$ in the AB scheme. From the QCD analysis discussed in this paper, the first moment of the polarized gluon distribution obtained at 10 GeV$^2$ using the parton distributions of Table 4 is $\Delta g \approx 2$.

To test the Bjorken sum rule [1], we combine the present result for $\Gamma_1^q$ with our earlier result $\Gamma_1^p = 0.136 \pm 0.013 \pm 0.009 \pm 0.005$ at $Q_0^2 = 10 \text{ GeV}^2$ [4].

Taking into account correlations between errors [39], we obtain $\Gamma_1^p = -0.046 \pm 0.018 \pm 0.014 \pm 0.012$ and

\[ \Gamma_1^p - \Gamma_1^q = 0.183 \pm 0.029 \pm 0.018 \pm 0.007 \quad (Q_0^2 = 10 \text{ GeV}^2). \] (13)

The Bjorken prediction at $Q_0^2 = 10 \text{ GeV}^2$, including perturbative QCD corrections up to third order in $\alpha_s$ [40] and assuming three quark flavours, is

\[ \Gamma_1^p - \Gamma_1^q = 0.186 \pm 0.002 \quad (\text{Theory}, \ Q_0^2 = 10 \text{ GeV}^2) \] (14)

in agreement with our result.

We also determine $\Gamma_1^d$ by combining results on $A_1^d$ from this and from the E143 experiment. We evaluate $g_1^d$ at a common $Q_0^2 = 5 \text{ GeV}^2$, using the same parametrizations of $F_2^d(x, Q^2)$ and $R(x, Q^2)$ and the same $Q^2$ evolution procedure as above. We obtain $\Gamma_1^d = 0.039 \pm 0.004 \pm 0.004 \pm 0.004$, corresponding to $a_0 = 0.28 \pm 0.07$ and $a_s = -0.10 \pm 0.03$.

In summary, we have presented a new measurement of the spin-dependent structure function $g_1^d$ from polarized deep inelastic muon-deuteron scattering. This measurement confirms our earlier observation of an important difference between $g_1^u$ and $g_1^d$ at small $x$. The results are in good agreement with our previous data and we combine them for the final analysis. Our measurement of the first moment $\Gamma_1^d$ disagrees with the Ellis-Jaffe prediction by 3.7 standard deviations; the flavour-singlet axial charge of the nucleon is $a_0 = 0.30 \pm 0.08$. Assuming SU(3)$_f$ symmetry, we find a singlet axial charge of the strange quark $a_s = -0.09 \pm 0.03$. Our results for $\Gamma_1$ of the proton and the deuteron confirm the Bjorken sum rule.
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