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Observation of an Excited Charm Baryon $\Omega_c^*$ Decaying to $\Omega_c^0\gamma$

We report the first observation of an excited singly charmed baryon \( \Omega_c^* \) (css) in the radiative decay \( \Omega_c^* \gamma \), where the \( \Omega_c^* \) baryon is reconstructed in the decays to the final states \( \Omega^- \pi^+ \), \( \Omega^- \pi^+ \pi^0 \), \( \Omega^- \pi^+ \pi^- \pi^+ \), and \( \Xi^- K^+ \pi^- \). This analysis is performed using a data set of 230.7 fb\(^{-1}\) collected by the BABAR detector at the PEP-II asymmetric-energy B factory at the Stanford Linear Accelerator Center. The mass difference between the \( \Omega_c^* \) and the \( \Omega_c^0 \) baryons is measured to be 70.8 \( \pm 1.0 \) (stat) \( \pm 1.1 \) (syst) MeV/c\(^2\). We also measure the ratio of inclusive production cross sections of \( \Omega_c^0 \) and \( \Omega_c^0 \) in \( e^+ e^- \) annihilation.

The production of charm baryons is largely unexplored and provides an interesting environment to study the dynamics of quark-gluon interactions. All singly charmed baryons having zero orbital angular momentum have been discovered [1], except for the \( J^P = \frac{3}{2}^+ \) css state, denoted as \( \Omega_c^* \). A nonrelativistic QCD effective field theory calculation predicts the difference between the mass of \( \Omega_c^* \) \( (M_{\Omega_c^*}) \) and the mass of \( \Omega_c^0 \) \( (M_{\Omega_c^0}) \), \( \Delta M \), to be between 50 and 73 MeV/c\(^2\) [2]. A lattice QCD calculation gives \( \Delta M = 94 \pm 10 \) MeV/c\(^2\) [3]. New quadratic baryon mass relations predict a mass of \( M_{\Omega_c^*} \) \( = 2767 \pm 7 \) MeV/c\(^2\) [4], and several other predictions for \( M_{\Omega_c^*} \) exist around 2770 MeV/c\(^2\) [5-11], implying \( \Delta M = 70-75 \) MeV/c\(^2\).

Here we report the observation of an excited baryon \( \Omega_c^* \), produced inclusively in \( e^+ e^- \rightarrow \Omega_c^* X \) processes, where \( X \) denotes the rest of the event. We measure the mass difference, \( \Delta M \), and the ratio of the production cross section of \( e^+ e^- \rightarrow \Omega_c^* X \) relative to \( e^+ e^- \rightarrow \Omega_c^0 X \). Throughout this Letter, for any given mode, the corresponding charge conjugate reaction is also implied.

The data used in this analysis were collected with the BABAR detector at the PEP-II asymmetric-energy \( e^+ e^- \) storage rings. The data set corresponds to an integrated luminosity of 209.1 fb\(^{-1}\) collected at a center-of-mass (c.m.) energy of \( \sqrt{s} = 10.58 \) GeV, near the peak of the Y(4s) resonance, and 21.6 fb\(^{-1}\) collected approximately 40 MeV below the Y(4s) mass.

The BABAR detector is described elsewhere [12]. Charged tracks are reconstructed with a five-layer, double-sided silicon vertex tracker (SVT) and a 40-layer drift chamber (DCH) with a helium-based gas mixture, placed in a 1.5-T uniform magnetic field produced by a superconducting solenoidal magnet. Kaons, pions, and protons are identified using likelihood ratios calculated from the ionization energy loss \( (dE/dx) \) measurements in the SVT and DCH, and from the observed pattern of Cherenkov light in an internally reflecting ring imaging detector. Photons are identified as isolated electromagnetic showers in a CsI(Tl) electromagnetic calorimeter (EMC). Large samples of Monte Carlo (MC) simulated data are used for determination of signal detection efficiencies and for the optimization of the selection criteria. These are generated using JETSET [13] and the detector response is simulated with GEANT4 [14].

The \( \Omega_c^* \) candidate is identified through its radiative decay, \( \Omega_c^* \rightarrow \Omega_c^0 \gamma \), where the \( \Omega_c^0 \) is reconstructed exclusively in the following four decay modes, which are expected to provide the best signal-to-background ratio:

\[
\begin{align*}
\Omega_c^0 &\rightarrow \Omega^- \pi^+ \\
\Omega_c^0 &\rightarrow \Omega^- \pi^+ \pi^0 \\
\Omega_c^0 &\rightarrow \Omega^- \pi^+ \pi^- \pi^+ \\
\Omega_c^0 &\rightarrow \Xi^- K^- \pi^+ \pi^+ 
\end{align*}
\]

The labels in parentheses to the right of each decay mode designate the four final states of the \( \Omega_c^0 \) decay.

A \( \Lambda \rightarrow p \pi^- \) candidate is reconstructed by identifying a proton track, combining it with an oppositely charged track identified as a \( \pi^- \), and fitting the tracks to a common vertex. Here and throughout this analysis, all reconstructed baryon candidates are required to have an acceptable \( \chi^2 \) from the vertex fit. The flight distance of each \( \Lambda \) candidate between its decay vertex and that of its parent (\( \Omega^- \) or \( \Xi^- \)) is required to be greater than 0.30 cm. The \( \Lambda \rightarrow p \pi^- \) signal is fitted using a sum of two Gaussian functions with a common mean. The signal region is defined by \( |M_{p\pi^-} - M_\Lambda| < 3.8 \) MeV/c\(^2\) \( (= 2\sigma_{\text{rms}}) \), where \( M_\Lambda \) is the fitted peak position of the \( \Lambda \) and \( \sigma_{\text{rms}} \) is defined by \( \sigma_{\text{rms}}^2 = f_1 \sigma_1^2 + f_2 \sigma_2^2 \), where \( f_1 \) and \( f_2 \) are the fractions of the two Gaussian functions, and \( \sigma_1 \) and \( \sigma_2 \) are the two corresponding widths as obtained from the fit. The reconstructed \( \Lambda \) candidate is then combined with an identified \( K^- (\pi^-) \) to form an \( \Omega^- (\Xi^-) \) candidate. The \( \Lambda \) and the \( K^- (\pi^-) \) tracks are fitted to a common vertex, and the flight distance of each \( \Omega^- \) or \( \Xi^- \) candidate between its decay vertex and that of its parent (\( \Omega_c^* \)) is required to be greater than 0.25 cm. Mass windows of \( |M_{\Omega_c^*} - M_\Omega| < 5.2 \) MeV/c\(^2\) \( (= 2\sigma_{\text{rms}}) \) and \( |M_{\Omega_c^*} - M_\Xi| < 6.0 \) MeV/c\(^2\) \( (= 2\sigma_{\text{rms}}) \) are used to select \( \Omega_- \rightarrow \Lambda K^- \) and \( \Xi^- \rightarrow \Lambda \pi^- \) candidates, respectively, where \( M_{\Omega_c^*} \) and \( M_{\Xi} \) represent the fitted peak positions of \( \Omega_c^* \) and \( \Xi^- \).

For the decay mode (O2), the \( \pi^0 \) candidates are reconstructed by combining two photons. To enhance the \( \pi^0 \) signal over combinatorial background, we require photons to have a minimum energy of 80 MeV in the laboratory frame, to have a lateral shower shape consistent with that of a photon, and to be well separated from other tracks and clusters in the EMC. We require
is improved by 25% by using the variable

\[ M_{\gamma\gamma} - M_{\omega} \] < 12.5 MeV/c^2(2.5\sigma), \] where \( M_{\omega} \) is the

fitted peak position of the invariant mass of the two photons.

For decays (O1)–(O3), the reconstructed \( \Omega^- \) is combined with a \( (\pi^+, \pi^- \pi^0, \pi^- \pi^- \pi^+) \) to form an \( \Omega^0 \), and fitted to a common vertex. For (C1), the reconstructed \( \Xi^- \) is combined with an identified \( K^- \) and two \( \pi^+ \) tracks and fitted to a common vertex. The invariant mass of reconstructed \( \Omega^0 \) candidates is required to lie within \( \pm 2.5\sigma_{\text{rms}} \) of the central fitted value. The mass resolution is \( \sigma_{\text{rms}} = 6 \text{ MeV/c}^2 \) for (O1), (O3), and (C1), and \( \sigma_{\text{rms}} = 13 \text{ MeV/c}^2 \) for (O2). The resolution in (O2) is dominated by the measurement of the photon energies from the \( \pi^0 \) decay.

An \( \Omega^+ \) candidate is formed by combining a reconstructed \( \Omega^0 \) with a photon, applying the same photon selection requirements listed above for photons from \( \pi^0 \) decay. For (O2), it is required that the photon is not one of the \( \pi^0 \) daughters.

Though eliminating most \( \Omega^+ \) baryons from \( B \) decays, the requirement that the scaled momentum of \( \Omega^+ \) candidates, 

\[ (x_p(\Omega^+)) \], be greater than 0.5 significantly reduces combinatorial background from \( e^+e^- \rightarrow q\bar{q} \) (where \( q = u, d, s \)). The scaled momentum is defined as \( x_p = p^*/p^*_{\text{max}}, \) where \( p^* \) is the reconstructed momentum in the c.m. frame and \( p^*_{\text{max}} = \sqrt{1/M^2 - s^2} \), with \( M \) being the mass of the particle.

Figure 1 shows the reconstructed invariant mass distributions of \( \Omega^0 \) candidates with \( x_p(\Omega^0) > 0.5 \). Clear peaks indicating production of \( \Omega^0 \) are visible in each of the modes represented in Fig. 1. The invariant mass resolution is improved by 25% by using the variable \( M_{\Omega^- \pi^+} \) \( \rightarrow M_{\Omega^-} + M_{\Omega^0}^{\text{PDG}} \), instead of \( M_{\Omega^-} \), where \( M_{\Omega^-} \) is the reconstructed mass of the \( \Omega^- \) and \( M_{\Omega^0}^{\text{PDG}} \) is the world average mass of the \( \Omega^- \) [1]. An unbinned extended maximum likelihood (ML) fit is performed to extract the signal yield. For each mode, a double Gaussian function with a common mean is used to fit the signal and a first-order polynomial is used to model the combinatorial background. The mass resolution in each decay mode is obtained from a large sample of MC signal events reconstructed and processed in the same way as data. For the fits shown in Fig. 1, the widths of the signal line shapes are fixed to the values from MC simulation. The fit shown in Fig. 1(a) results in a raw (i.e., uncorrected) yield of 156 \pm 15(stat) events and a mean mass of 2693.3 \pm 0.6(stat) MeV/c^2. For the other three \( \Omega^0 \) decay modes the mean masses are fixed at 2693.3 MeV/c^2, and a second-order polynomial is used to model the combinatorial background. The fitted raw yields are 92.2^{+26}_{-25} \text{(stat)}, 23.9^{+10}_{-9} \text{(stat)}, and 34.1^{+4}_{-3} \text{(stat)} events for (O2), (O3), and (C1) decay modes, respectively.

For \( \Omega^+ \) candidate selection, we require \( x_p(\Omega^+) > 0.5 \) but make no direct cut on \( x_p(\Omega^0) \). The invariant mass distributions of \( \Omega^+ \rightarrow \Omega^0 \gamma \) candidates are shown in Fig. 2. The invariant mass resolution is improved by \( \approx 40\% \) by using the variable \( M_{\Omega^+ \gamma} - M_{\Omega^0} + M_{\Omega^0}^{\text{PDG}} \), instead of \( M_{\Omega^+ \gamma} \),

where \( M_{\Omega^0} \) is the reconstructed mass of the \( \Omega^0 \) and \( M_{\Omega^0}^{\text{PDG}} \) is the world average mass of the \( \Omega^0 \) (2697.5 MeV/c^2) [1]. A clear peak from \( \Omega^+ \rightarrow \Omega^0 \gamma \) (\( \Omega^0 \rightarrow \Omega^- \pi^+ \)) production can be seen in Fig. 2(a). The scaled \( \Omega^0 \) sidebands, which are also shown in Fig. 2, show no peak in the mass distribution. The distribution is fitted with the Crystal Ball function [15] to model the signal and the product of a fourth-order polynomial and a two-body phase space function [1] to model the combinatorial background. The signal shape parameters are fixed to the values found from MC simulation except for the mean of the distribution. The invariant mass resolution is 4.0 MeV/c^2. The fit results in \( \Delta M = 69.9 \pm 1.4(\text{stat}) \) MeV/c^2 and a raw yield of 39.3^{+10}_{-9} \text{(stat)} events. The fit is superimposed on Fig. 2(a). The signal observed for \( \Omega^+ \rightarrow \Omega^0 \gamma \) (\( \Omega^0 \rightarrow \Omega^- \pi^+ \)) corresponds to a signifi-
The systematic uncertainty is discussed later. We use a similar fit procedure for \((O2), (O3),\) and \((C1)\) decay modes to extract the signal yields. For \((O3), M_{\Omega_c}^0\) is fixed to the value obtained from the process \((O1).\) The fits result in raw yields of \(5.5^{+16}_{-10}(\text{stat}), \quad -5 \pm 5(\text{stat}),\) and \(20 \pm 9(\text{stat})\) events for \((O2), (O3),\) and \((C1),\) respectively.

For all decay modes we determine the ratio of inclusive production cross sections,

\[
R = \frac{\sigma(e^+ e^- \rightarrow \Omega_c^+ X, x_p(\Omega_c^+) > 0.5)}{\sigma(e^+ e^- \rightarrow \Omega_c^0 X, x_p(\Omega_c^0) > 0.5)},
\]

where the scaled momentum of the \(\Omega_c^+ (\Omega_c^0)\) is required to be greater than 0.5 in the numerator (denominator) cross section. We assume that \(\mathcal{B}(\Omega_c^+ \rightarrow \Omega_c^0 \gamma) = 100\%,\) and include \(\Omega_c^0\) baryons coming from \(\Omega_c^-\) decay as part of the denominator cross section, provided they satisfy the \(x_p(\Omega_c^0)\) requirement. The relative detection efficiencies \((\epsilon_{\Omega_c^0}/\epsilon_{\Omega_c^+})\) of the \(\Omega_c^+\) compared to \(\Omega_c^0\) within these momentum ranges are estimated from MC simulation and are listed in Table I, along with the results for the cross section ratios \(R\).

We combine \((O1)-(O3)\) and \((C1)\) and perform a single ML fit. The fit results in \(\Delta M = 70.8 \pm 1(\text{stat})\) MeV/c^2, a raw signal yield of \(105 \pm 21(\text{stat})\) events, with a significance of \(5.2\sigma\) (including systematic uncertainty), and a ratio \(R = 1.01 \pm 0.23(\text{stat})\). This procedure weights the individual decay modes by the observed number of \(\Omega_c^0\) baryons in the data, and results in the minimum overall error on the combined value of \(R\). The results are summarized in Table I.

Several sources of systematic uncertainty in the fitted signal yields are considered. The largest uncertainties arise from the fits to the mass spectra. These are estimated by repeating the fits, varying the fixed parameters of the fitted signal functions by \(\pm 1\) standard deviation, and varying the functional parametrization of the background. The systematic uncertainty on the yield from the combined \(\Omega_c^+\) modes is 6\%. The systematic uncertainty on \(\Delta M\) is dominated by the photon energy scale and is 1.5\%. This is estimated from the distribution of reconstructed masses of low-energy neutral pions. The uncertainty in the fitting procedure leads to a systematic uncertainty of 11\% on the ratio \(R\), measured from the combined modes. There are also systematic uncertainties of 1.8\% from the photon reconstruction efficiency, and 1.4\% due to the limited MC sample size. The uncertainties from tracking, particle identification, selection of intermediate hyperon candidates, daughter branching fractions [1], and luminosity approximately cancel in the ratio, since the \(\Omega_c^+\) analysis uses the same selection and data sample as the \(\Omega_c^0\) analysis. The sensitivity to fragmentation modeling is negligible. A possible additional uncertainty arises from multiple candidates found in \(\approx 10\%\) of the events in the data, usually due to a common hyperon combined with alternative particles from the rest of the.
event to form \( \Omega^+_c \) candidates. These are uniformly distributed in \( M_{\Omega^+_c} \) and are hence absorbed into the background parametrization, with no evidence for multiple candidates peaking in mass.

In summary, we report the first observation of an excited singly charmed baryon \( \Omega^+_c \) (cxs) decaying to \( \Omega^0 \) and a photon, with a significance of 5.2\( \sigma \), and measure the mass difference between \( \Omega^+_c \) and \( \Omega^0 \) to be \( \Delta M = 70.8 \pm 0.7 \) (stat) \( \pm 0.9 \) (syst) MeV/\( c^2 \). This is consistent with the theoretical prediction in [2,4–11] and below that described in [3]. We also measure the ratio of inclusive production cross sections, \( R = 1.01 \pm 0.23 \) (stat) \( \pm 0.11 \) (syst).
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**TABLE I.** The mass difference, \( \Delta M = M_{\Omega^+_c} - M_{\Omega^0} \) (MeV/\( c^2 \)), the fitted signal yield, \( Y \) (events), the \( \Omega^+_c \) signal significance, \( S \) (in \( \sigma \)), the relative detection efficiency, \( \epsilon_{\Omega^+_c}/\epsilon_{\Omega^0} \), and the ratio of inclusive production cross sections, \( R \), as defined in the text. The first uncertainty is statistical, and the second is systematic.

<table>
<thead>
<tr>
<th>Decay mode</th>
<th>( \Delta M ) (MeV/( c^2 ))</th>
<th>( Y ) (events)</th>
<th>( S ) (( \sigma ))</th>
<th>( \epsilon_{\Omega^+<em>c}/\epsilon</em>{\Omega^0} )</th>
<th>( R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(O1)</td>
<td>69.9 ( \pm 1.4 ) ( \pm 1.0 )</td>
<td>39 ( \pm 10 ) ( \pm 6 )</td>
<td>4.2</td>
<td>0.35</td>
<td>0.71 ( ^{+0.19}_{-0.18} ) ( \pm 0.11 )</td>
</tr>
<tr>
<td>(O2)</td>
<td>71.8 ( \pm 1.3 ) ( \pm 1.1 )</td>
<td>55 ( \pm 16 ) ( \pm 6 )</td>
<td>3.4</td>
<td>0.34</td>
<td>1.76 ( ^{+0.71}_{-0.69} ) ( \pm 0.21 )</td>
</tr>
<tr>
<td>(O3)</td>
<td>69.9 ( \pm 1.0 ) ( \pm 1.1 )</td>
<td>( -5 ) ( \pm 5 ) ( \pm 1 )</td>
<td>( \cdots )</td>
<td>0.33</td>
<td>( -0.66^{+0.74}_{-0.66} ) ( \pm 0.13 )</td>
</tr>
<tr>
<td>(C1)</td>
<td>69.4 ( ^{+1.9}_{-2.0} ) ( \pm 1.0 )</td>
<td>20 ( \pm 9 ) ( \pm 3 )</td>
<td>2.0</td>
<td>0.35</td>
<td>1.70 ( ^{+1.00}_{-1.00} ) ( \pm 0.34 )</td>
</tr>
<tr>
<td>Combined</td>
<td>70.8 ( \pm 1.0 ) ( \pm 1.1 )</td>
<td>105 ( \pm 21 ) ( \pm 6 )</td>
<td>5.2</td>
<td>0.34</td>
<td>1.01 ( \pm 0.23 ) ( \pm 0.11 )</td>
</tr>
</tbody>
</table>