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Abstract

This paper describes a hardware architecture for modular multiplication operation which is efficient for bit-lengths suitable for both commonly used types of Public Key Cryptography (PKC) i.e. ECC and RSA Cryptosystems. The challenge of current PKC implementations is to deal with long numbers (160-2048 bits) in order to achieve system’s efficiency, as well as security. RSA, still the most popular PKC, has at its root the modular exponentiation operation. Modular exponentiation consists of repeated modular multiplications, which is also the basic operation for ECC protocols. The solution proposed in this work uses a systolic array implementation and can be used for arbitrary precisions. We also present modular exponentiation based on the Montgomery’s Multiplication Method (MMM).
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1 Introduction

In 1976, Diffie and Hellman introduced the idea of public key cryptography [5]. They used this concept to eliminate the need for a secure channel to exchange some secret information. Also, digital signatures were introduced which allow to uniquely bind a message to its sender. Since then, numerous public-key cryptosystems have been proposed and all these systems based their security on the difficulty of some mathematical problem. The most prominent examples are RSA, named after its inventors Rivest, Shamir and Adelman [23] and Elliptic Curve Cryptosystems (ECC), which are proposed by Koblitz [13] and Miller [18]. When comparing these two most popular public-key cryptosystems, there are several aspects to be taken into account such as: security, key lengths, speed and implementation issues. For security, the hardness of the underlying mathematical problem is essential. It is important to point out that ECC are plural equivalent security as RSA for much smaller key sizes. The reason is that all algorithms solving the mathematical problem on which ECC are based take fully exponential time. Other benefits include higher speed, lower power consumption and smaller certificates which is especially useful in constrained environments (smart cards, cellular phones, pagers etc.). The basic operation for RSA is modular exponentiation which can be realized by using repeated multiplications over $GF(p)$. The basic operation for ECC is point multiplication which also relies on efficient finite field multiplication. Commonly used finite fields in ECC protocols are $GF(p)$ and $GF(2^n)$. As a consequence, a substantial amount of research is focused on efficient and secure implementation of modular multiplication in hardware.

In 1985 Montgomery introduced a new method for modular multiplication [19]. The approach of Montgomery avoids the time consuming trial division that is a common bottleneck of other algorithms. His method is proved to be very efficient and is the basis of many implementations of modular multiplication, both in software and hardware. In this paper we look at an efficient hardware implementation of the Montgomery’s modular multiplication (MMM) in FPGA.

Efficient implementation of the MMM in hardware was considered by many authors [1, 3, 4, 6, 7, 8, 9, 10, 11, 12,
A systolic array architecture is one possibility for implementations of public key cryptography in hardware. Various solutions for systolic arrays were proposed, for example [1, 3, 4, 7, 8, 9, 10, 11, 14, 25, 28, 29, 30, 31, 35, 36]. Our contribution is in combining a systolic array architecture, which is assumed to be the best choice for hardware on current integrated circuits (ICs), with the MMM in Field Programmable Gate Array (FPGA). In this work we present the implementation results of a modular exponentiator which we designed using our MMM circuit. The implementation results for ECC using MMM can be found in [20]. Similar work was done by Blum and Paar [3]. However, their solution is less efficient because they had to use an extra step in the main algorithm for the MMM; this step was required because they do not use the optimal bound for the main parameter $R$ (so-called Montgomery parameter) [37]. The modular exponentiation algorithm is usually repeating modular multiplication around 1500 times (assuming balanced Hamming weight of the exponent) for 1024-bit operands. Therefore, the implementation in [3] is far less efficient compared to implementation in this work.

The remainder of this paper is organized as follows. In Section 2, the underlying methods invented by Montgomery are explained in detail and we introduce common notation and parameters. We also give some comments on the bound condition for avoiding subtraction at the end of every exponentiation step introduced by Walter [37]. Section 3 gives a survey of previous work on systolic arrays and Montgomery based operations in hardware. Section 4 describes a systolic array architecture and design steps as well as the results of implementation. Conclusions and benchmarks for future work conclude the paper.

2 Previous work

This section reviews some of the most relevant previous contributions in this area. Eldridge and Walter [6] and Kornerup [14] were the first researchers who report hardware solutions for implementing the Montgomery’s Multiplication Method. However, Iwamura, Matsumoto and Imai [10, 9] are the first ones to our knowledge proposing a systolic array which can execute a modular exponentiation operation using Montgomery modular multiplication.

Tenca and Koç introduced a pipelined Montgomery multiplier, which has the ability to work on any given operand precision and is adjustable to any chip area in [26]. Savas et al. used the same design methodology to obtain a dual-field multiplier, i.e., the unit which can handle multiplication in both types of finite fields in [24]. That multiplier would have obvious benefits for many applications of public key cryptography.

Iwamura, Matsumoto and Imai [11] considered the usual bottleneck for hardware implementations of Montgomery’s algorithm, i.e., the fact that the number of output bits may exceed the number of input bits. They derived the bound $R > 2^{n+2}$ for $R = 2^n$. Hence, they concluded that $r = n + 2$ is the minimum possible value for which the examination of the size of the output each time the Montgomery method is executed, may be omitted. This property is desired in order to be able to feed back directly the result of each multiplication. Here, $n$ is the maximal number of bits of $N$, $N < 2^n$. This bound can be further improved to the condition $R > 4N$, which is according to Walter [37], the best possible bound in practice. The work of Walter offers many useful results for Montgomery’s techniques.

Relevant previous work considering FPGA is presented by Blum and Paar [3]. The latency of processing elements used to construct the systolic array introduced in that work is higher than the processing elements introduced in this work. This difference brings to our work higher clock frequency, hence results in a fast implementation. We also improve on the work of [3] by giving a practical implementation of the most recent theoretical work on the bound. More precisely, in their work the Montgomery parameter $R$ is set as $R = 2^{n+3}$. We use $4N < R = 2^{n+2}$. In this way, the number of repetitions for Montgomery’s algorithm is only $n + 2$ for radix 2 implementations, compared with $n + 3$. In the case of higher radix it can perform multiplication in $\lceil \frac{n+2}{d} \rceil$ as explained in [1]. Also this architecture is equally suitable for both types of cryptography, ECC as well as RSA. Note that, the same authors have reported an implementation with high-radix in [4].

3 Montgomery Modular Multiplication

For modular multiplication Montgomery’s technique is chosen [19]. Montgomery multiplication is defined as follows:

$$\text{Mont}(x, y) = xyR^{-1} \mod N$$  \hspace{1cm} (1)

For a word base $b = 2^n$, $R$ should be chosen such that $R = 2^r = (2^n)^d > N$. There is a one-to-one correspondence between each element $x \in \mathbb{Z}_N$ and its Montgomery representation $xR \mod N$. This Montgomery representation allows very efficient modular arithmetic especially for multiplication. Montgomery’s method for multiplying two integers $x$ and $y$ (called $N$-residues) modulo $N$, avoids division by $N$ which is the most expensive operation in hardware. The method requires conversion of $x$ and $y$ to an $N$-residue domain and conversion of the calculation result back to $\mathbb{Z}_N$. The procedure is as follows. To compute $Z = xy \mod N$,
one first has to compute the Montgomery multiplication of \( x \) and \( R^2 \mod N \) to get \( Z' = xR \mod N \). Montgomery multiplication with final subtraction is the conversion to the integer domain, i.e., calculating the Montgomery multiplication of the last result and 1. The same arguments as above prove that this final step remains within the following bound: \( \text{Mont}(T, 1) \leq N \). In practice, \( A^B \mod N = N \) will never occur since \( A \neq 0 \mod N \).

### 4 Hardware Implementation

#### 4.1 Design Overview

Our system can be divided hierarchically into three levels:

1. Systolic Array Cell: computes 1 bit of \( T \) in Step 4 of Algorithm 2.
2. Systolic Array: computes one iteration of Step 2 of Algorithm 2.
4. Modular Exponentiator: combines modular multiplications to realize modular exponentiation according to Algorithm 3.

In the following sections we have described the system using a bottom-up approach.

#### 4.2 Systolic Array Cells

The \( i \)-th iteration of Step 2 in Algorithm 2 computes the temporary results

\[
T_i = 2^{-a}(T_{i-1} + x_i \times Y + m_i \times N + 2)
\]

where \( i = 0, \ldots, l + 1 \) and \( T_{-1} = 0 \). The \( j \)-th digit of \( T_i \) is obtained using the recurrence relation

\[
2^2 \times c_{1,j} + 2 \times c_{0,j} + t_{i,j} = t_{i-1,j+1} + x_i \times y_j + m_i \times n_j + 2 \times c_{1,j-1} + c_{0,j-1}
\]

(4)

\( i = 0, \ldots, l + 1, j = 0, \ldots, l, c_{1,i-1} = 0 \) and \( c_{0,i-1} = 0 \). In Eq.(4), \( 2 \times c_{1,j} + c_{0,j}, j = -1, \ldots, l, \) denotes the carry chain up the adder.
The regular cell of the systolic array consists of two full-adders (FA), one half-adder (HA) and two AND-gates as shown in Fig. 1.(a). We can calculate \( m_i \) by the following equation:

\[
m_i = (t_{i-1,1} + x_i \times y_0) \mod 2 = t_{i-1,1} \oplus x_i \times y_0 \quad (5)
\]
i = 0, \ldots, l + 1 and \( t_{-1,1} = 0 \). Here \( m_i \) is not an input to the rightmost cell, but obtained in the rightmost cell.

Because there is no carry input to the rightmost cell, the equation for calculating \( t_{i,0} \) can be simplified as shown by Eq. (6).

\[
2 \times c_{i,0} + t_{i,0} = t_{i-1,1} + x_i \times y_0 + m_i \quad (6)
\]
i = 0, \ldots, l + 1 and \( t_{-1,1} = 0 \). By combining Eq. (5) and Eq. (6), it can easily be shown that \( t_{i,0} = 0 \) and the equation for calculating \( c_{i,0} \) is as follows:

\[
c_{0} = t_{i-1,1} + x_i \times y_0 \quad (7)
\]
i = 0, \ldots, l + 1 and \( t_{-1,1} = 0 \). The rightmost cell of the systolic array consists of one AND, one OR and one XOR gate as shown in the Fig. 1.(b).

Because there is only one carry input from rightmost cell, Eq.(4) can be simplified for \( t_{i,1} \) as follows, which is obtained by the cell shown in Fig. 1.(c). It consists of one FA, two HAs and two AND-gates.

\[
2^2 \times c_{1,i,1} + 2 \times c_{0,i,1} + t_{i,1} = t_{i-1,2} + x_i \times y_1 + m_i \times n_1 + c_{0,0} \quad (8)
\]
i = 0, \ldots, l + 1 and \( t_{-1,2} = 0 \).

Because \( n_1 = 0 \), the equation of \( t_{i,1} \) can be simplified as follows:

\[
2 \times t_{i,i+1} + t_{i,l} = t_{i-1,i+1} + x_i \times y_l + 2 \times c_{1,i,l-1} + c_{0,i,l-1} \quad (9)
\]
i = 0, \ldots, l + 1 and \( t_{-1,i+1} = 0 \). This equation is implemented by the \( l \)-th cell, which is shown in Fig. 1.(d). This cell consists of one FA, one AND and one XOR-gate.

The \( i \)-th row computes \( T_i \) from \( T_{i-1} \). Each cell operates in a single clock cycle. Then the \( i,j \)-th cell processes the digits of Eq.(4) at clock cycle time \( 2i + j \).

### 4.3 Systolic Array

To obtain a linear, pipelined modular multiplier, only one row of cells is taken. The \( j \)-th cell behaves like cell \((i,j)\), computing Eq.(4) at time \( 2i + j \) for \( i = 0, \ldots, l + 1 \).

The schematic view of the systolic array is shown in Fig. 2. \( X(0) \) denotes the least significant bit (LSB) of the register in which the input \( X \) is stored. \( T \) denotes the intermediate value register. The carry chain is stored in the \( C0 \) and \( C1 \) registers.

Fig. 2 shows that the \( T_{j+1} \) output of \((j+1)\)-th cell is used as an input for \( j \)-th cell during the next iteration. This way the division by 2 in Step 4 of Algorithm 1 is realized.

Total area of the systolic array is \((5l - 3) \text{XOR} + (7l - 7) \text{AND} + (4l - 5) \text{OR} \) gates and \( 4l \) flip-flops. The critical path is the same as the critical path of one regular cell and it is independent of the bit length of the operands. So it is

\[2T_{FA}(c_{in} \rightarrow c_{out}) + T_{HA}(c_{in} \rightarrow c_{out}).\]

### 4.4 Modular Montgomery Multiplication Circuit

The MMMC has three \( l \)-bit data inputs \( X, Y \) and \( N \), one START instruction input, one DONE output, which indicates that the operation is ended, and an \( l \)-bit RESULT output.

The MMMC is designed using the algorithmic state machine (ASM) approach. For detailed information about ASM approach, reader is referred to [15]. The circuit consists of a controller and a data path as shown in Fig. 3. The controller has four states, IDLE, MUL1, MUL2 and OUT. The data path consists of a systolic array, four internal registers, a counter and a comparator. The controller stays in

![Figure 4. Algorithmic state machine of Montgomery modular multiplier](image)
the START input is set, $X$, $Y$ and $N$ registers are loaded by input values, the $T$ register and the counter are reset.

In MUL1, the outputs of the systolic array cells are written to the $T$ register and controller goes to the MUL2 state. When the controller is in the MUL2 state, the counter is incremented by 1. When the counter value reaches $2(l + 1)$, the comparator sets the “count-end” signal. Then the controller goes to the OUT state in which the value of the $T$ register is written to the RESULT output and the acknowledgement signal DONE is set.

In the MUL2 state, the $X$ register is shifted one bit right and the most significant bit (MSB) of the $X$ register is filled 0. This ensures that, during the last iteration of Step 2 of Algorithm 2, the value of $X(0)$ will be 0. 

As mentioned before $t_{i,j}$ is calculated at the $(2i + j)$-th clock cycle, $i = 1, \ldots, l + 2$ and $j = 1, \ldots, l$. $t_{l+2,l}$ is calculated at the $(2(l + 2) + l)$-th clock cycle. Hence, the total number of clock cycles for completing one modular Montgomery multiplication equals $3l + 4$.

In the previous work from Blum and Paar [4] the cells process $u$-bit data in one clock cycle. The 3-bit control registers are put in the cells to control the output of four complex multiplexors. These bring high latency on the critical path of the one cell and as a consequence, the clock frequency is lower. In this work, cells process 1-bit in one clock cycle, the circuit is constructed only using combinational elements and the architecture is much more simpler as shown in Fig. 1.

In [4], total number of bits used for control logic is $3\lceil l/u \rceil$-bit. The role of the control in their circuit and how they implemented the complete algorithm using it is not clear. In this work, the control logic is $\log_2(l + 2) + 2$-bit, including 2-bit state register, $\log_2(l + 2)$-bit counter and a comparator. It is implemented separately from systolic array as shown in Figure 3 and controls the execution of the modular Montgomery multiplication algorithm according to the ASM shown in Figure 4.

**Implementation Results of The Modular Montgomery Multiplication Circuit:** The MMMC is implemented on Xilinx V812E-BG-560-8 (Virtex E) FPGA. Number of slices (S), clock period ($T_p$), time-area product (TA) and time for one MMM ($T_{MMM}$) for different bit
length $l$ are given in Table 2. As it is shown in Table 2, the clock frequency is independent from the bit length. This property gives our circuit the advantage of suitability to various applications with different bit lengths like RSA and ECC.

### 4.5 Modular Exponentiation and RSA

The RSA algorithm is based on modular exponentiation. The private key of a user consists of two large primes $p$ and $q$ and an exponent $D$. The public key consists of the modulus $N = p \cdot q$ and an exponent $E$ such that $E = D^{-1} \mod \text{lcm}((p - 1), (q - 1))$. To encrypt a message $M$ the user computes: $C = M^E \mod N$. Decryption is done by $M = C^D \mod N$. Modular exponentiation can be realized by using the standard square and multiply algorithm as given by Algorithm 3 [17].

**Algorithm 3 Modular exponentiation**

**Require:** Integers $N$, $0 \leq M < N$, $0 < E < N$, $E = (e_{t-1}, e_{t-2}, \cdots, e_0)_2$, $e_{t-1} = 1$

**Ensure:** $M^E \mod N$

1: $A \rightarrow M$
2: for $i$ from $t - 2$ to 0 do
3: \hspace{1em} $A \rightarrow AA \mod N$
4: \hspace{1em} if $e_i = 1$ then
5: \hspace{2em} $A \rightarrow AM \mod N$
6: \hspace{1em} end if
7: end for
8: Return $(A)$

If MMMC is used for multiplication then the result will be with an extra factor $R^{-1} = 2^{-(l+2)}$. This is compensated by pre-Montgomery multiplying $M$ by $R^2 \mod N$, so that $MR \mod N$ is fed into the exponentiator. The square in Step 3 of Algorithm 3 will be $\text{Mont}(AR, AR) = A^2R \mod N$ and the multiplication in Step 5 of Algorithm 3 will be $\text{Mont}(AR, MR) = AMR \mod N$. Hence the result of the modular exponentiation will be $M^E R \mod N$. The only post-processing is then another Montgomery multiplication by 1, which removes $R$.

The pre-computation is done in $2(2(l + 2) + 1) + l = 5l + 10$ clock cycles. One multiplication or square takes $3l + 4$ clock cycles. If all the bits of $E$ are 1 then the complete exponentiation takes $2(3l + 4)$ clock cycles. If only one bit of $E$ is 1 then it takes $l(3l + 4)$. The post-processing takes $2 + l$ clock cycles. So the complete timing of modular exponentiation, $T_{\text{mod-exp}}$ can be given by the following inequality:

$$3l^2 + 10l + 12 \leq T_{\text{mod-exp}} \leq 6l^2 + 14l + 12 \quad (10)$$

$l$ is the number of bits in $N$. The average times needed for one modular exponentiation for different bit lengths are given in Table 1.

### 5 Conclusions and Future Work

We have described an efficient systolic array architecture for modular multiplication which is basic operation for public key cryptosystems as RSA and ECC. We use the method of Montgomery, which is proven to be very efficient and secure in hardware. Namely, the optimal bound is achieved which, with some savings in hardware, omits completely all reduction steps that are presumed to be vulnerable to side-channel attacks. Also we realize a modular exponentiator...
which uses repeating modular multiplications. We implemented our architecture on Xilinx V812E-BG-560-8 (Virtex E) FPGA which is very useful to try efficiently different design choices, i.e., different algorithms for modular multiplication and exponentiation for less expense compared to ASIC.

One direction in which this work should go is to implement also an ECC basic operation, i.e., point multiplication. This operation does not require modular exponentiation but modular multiplication only, so all required components are available. A cryptographic device dealing with both types of PKC would be very useful to secure communication systems.
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