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**Abstract**

The production rates of the \( J^P = \frac{1}{2}^+ \) octet \( \Sigma \) baryons in hadronic \( Z^0 \) decays have been measured using the OPAL detector at LEP. The inclusive production rates per hadronic \( Z^0 \) decay of the three isospin states (including the respective antiparticle) have been separately measured for the first time:

\[
\begin{align*}
    n_{\Sigma^+} &= 0.099 \pm 0.008 \pm 0.013 \\
    n_{\Sigma^0} &= 0.071 \pm 0.012 \pm 0.013 \\
    n_{\Sigma^-} &= 0.083 \pm 0.006 \pm 0.009,
\end{align*}
\]

where the first error is statistical and the second is systematic. Differential cross-sections are also presented for the \( \Sigma^+ \) and \( \Sigma^- \) and compared with JETSET and HERWIG predictions. Assuming full isospin symmetry, the average inclusive rate is:

\[
\frac{1}{3}[n_{\Sigma^+} + n_{\Sigma^0} + n_{\Sigma^-}] = 0.084 \pm 0.005 \text{ (stat.)} \pm 0.008 \text{ (syst.)}.
\]
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1 Introduction

Measurements of the various particle production rates and their differential cross-sections are essential for the construction of the phenomenological models that describe the hadronisation of quarks and gluons in jets[1, 2, 3]. To explain the baryon production rates, the models must reproduce the probability of producing a bound state of three quarks (or antiquarks) of varying flavour and spin content. Measurements performed using low energy $e^+e^-$ annihilations and using LEP data[4, 6, 7] show that the production of baryons with high spin and/or strangeness content is suppressed. However, the measurements are insufficient to constrain the models fully, and it is necessary to measure as many of the octet and decuplet baryon rates as possible, as well as their energy distribution.

This paper presents a measurement of the three isospin states of the $J^P = \frac{1}{2}^+$ octet $\Sigma$ baryon\(^1\) in $e^+e^-$ annihilation at centre-of-mass energies near the $Z^0$ peak, performed using the OPAL detector at LEP. For all three states ($\Sigma^+$, $\Sigma^0$ and $\Sigma^-$) the production rates have been measured as well as, for the charged states, the differential cross-sections. These results are compared to other strange baryon rates and to different model expectations.

Contrary to the naive expectation of isospin symmetry, the production rates of $\Sigma^+$, $\Sigma^0$ and $\Sigma^-$ in $Z^0$ decay may not be the same. For example, in current models[1], the decay of a charm baryon produces the isospin $I_3 = +1$ state, $\Sigma^+$ (uus), more often than the $I_3 = -1$ state, $\Sigma^-$ (dd$s$), because the weak decay of a charm quark, $c \rightarrow s + W^+ \rightarrow s + u + \bar{d}$, yields quarks in a $I_3 = +1$ state. It is therefore of interest to measure the three isospin states separately.

The three $\Sigma$ states all have different lifetimes and decay sequences and, consequently, different methods are used to reconstruct them. The $\Sigma^0$ decays electromagnetically 100% of the time to $\Lambda\gamma$. It is reconstructed by combining $\Lambda$ baryons reconstructed at secondary vertices with converted photons, both of which must be consistent with coming from the primary event vertex. The $\Sigma^+$ baryon, with $c\tau = 2.4$ cm, decays 51.6% of the time to $p\pi^0$, and 48.3% of the time to $n\pi^+$. Because of its non-zero lifetime, it is reconstructed by combining $\pi^0$ candidates with proton tracks which are not consistent with coming from the primary event vertex. Finally, the $\Sigma^-$ baryon, with $c\tau = 4.4$ cm, decays almost 100% of the time to $n\pi^-$. Because of its longer lifetime, it is often possible to reconstruct the primary $\Sigma^-$ track, and its subsequent decay is sought by looking for its intersection with a secondary $\pi^-$ track. The systematic errors of the three measurements are thus largely uncorrelated, reducing the error on the combined $\Sigma^+$, $\Sigma^0$ and $\Sigma^-$ rate. As far as the measured rates are compatible with isospin symmetry, further gains in precision can be obtained by performing a weighted average.

2 The OPAL Detector

The OPAL detector and its performance have been described in detail elsewhere [8], so only items of importance for this analysis are mentioned. The central tracking system consists of three drift chambers which surround a silicon microvertex detector, all of which lie within

\(^1\)Except where explicitly otherwise stated, charge conjugation is implied throughout this paper. Thus $\Sigma^+ = (\Sigma^+, \Sigma^-)$, $\Sigma^0 = (\Sigma^0, \Sigma^0)$ and $\Sigma^- = (\Sigma^-, \Sigma^+)$.\n
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an axial magnetic field of 0.435 T. On the outside lies a system of \( z \)-chambers, thin drift chambers, with a resolution of about 300 \( \mu m \) in the \( z \) coordinate\(^2\), which serve to improve the determination of \( \theta \). Inside this is a large jet chamber, of outer radius 185 cm, which provides up to 159 digitisations per track with an \( xy \) resolution of around 130 \( \mu m \). In addition, charged particles can be identified by their specific ionisation energy loss \((dE/dx)\) in the jet chamber [10]. A precision vertex drift chamber of outer radius 24 cm provides space points with a resolution of about 50 \( \mu m \) in the \( xy \) plane and also has stereo wires, improving the \( z \)-resolution to approximately 1 mm. The resolution of the \( xy \) component of the track momentum \((p_t)\) of the tracking chambers is \( \sigma_{p_t} \sim \sqrt{(0.02)^2 + (0.0015p_t)^2} \), where \( p_t \) is in GeV/c.

The high precision silicon microvertex detector [9] was installed in 1991. It has two layers, at about 6.1 and 7.5 cm from the beam axis, with an intrinsic resolution of 5 \( \mu m \) in the \( xy \) plane. In 1993, it was upgraded to supply additional tracking information in the \( z \)-coordinate, with an intrinsic \( z \) resolution of 13 \( \mu m \).

Outside the tracking detectors and the magnet coil lies the barrel electromagnetic calorimeter, consisting of a cylindrical array of 9,440 lead glass blocks of 24.6 radiation lengths \((X_0)\) thickness, and covering the polar angle range \(|\cos \theta| < 0.82\) at a radius of 2.45 m. The overall energy resolution is improved by correcting for the energy lost in showers initiated in the material in front of the calorimeter. These showers are detected by thin gas detectors (presamplers) situated just in front of the lead glass blocks. Time-of-flight scintillators, situated between the presampler and the magnet coil in the polar angle range \(|\cos \theta| < 0.72\), are also used to detect these showers.

### 3 Data Selection

In the years from 1990 to 1994, OPAL collected approximately 3.5 million hadronic events at centre-of-mass energies close to the \( Z^0 \) peak. Hadronic events are selected using standard cuts as described in refs. [11]. The three \( \Sigma \) analyses impose different additional requirements on the status of the relevant detector sub-systems. The most significant of these is the requirement of silicon microvertex information for the \( \Sigma^+ \) analysis, which reduces the number of events to 2.8 million.

The efficiencies for the three analyses are evaluated using 7 million simulated hadronic events generated by the Monte Carlo program JETSET [1] tuned so that it reproduces many of the global features of multihadronic events as observed at LEP [12]. The events are passed through a full simulation of the OPAL detector [13], including the event reconstruction software, and subjected to the same selections as the real data. It was checked that the Monte Carlo is able to reproduce adequately all the variables of importance for the following analyses. Where small deviations were found, their impacts on the systematic error are taken into account.

In all three analyses, cuts are made on the impact parameters of tracks with respect to the primary event vertex. This vertex is determined for every event using all charged tracks

\(^2\)The OPAL coordinate system is defined so that \( z \) is the coordinate parallel to the \( e^- \) beam, \( r \) is the coordinate normal to this axis, \( \theta \) is the polar angle with respect to \( z \) and \( \phi \) is the azimuthal angle about the \( z \)-axis.
consistent with a common origin, using the average beam position as a constraint. The impact parameter of a charged track, $d_0$, is defined as the distance of closest approach to this primary vertex in the $xy$ plane. The $z_0$ of a charged track is defined as its $z$ coordinate at the point of closest approach in $xy$.

4 $\Sigma^+ \to p\pi^0$ Analysis

The $\Sigma^+$ baryon is identified via its decay channel $p\pi^0$. For example, a 5 GeV $\Sigma^+$ will decay typically 7.5 cm away from the beam axis, producing a proton track with a median impact parameter relative to the event vertex of $\sim 0.15$ cm. Therefore, the proton candidates are chosen as tracks in the central detector having a significantly non-zero value of $d_0$ and also a measured $dE/dx$ consistent with that of a proton. The $\pi^0$ mesons are reconstructed by combining pairs of photon candidates which are detected either as a localised energy deposit in the electromagnetic calorimeter, or as two tracks from a conversion within the volume of the central drift chambers. Proton and $\pi^0$ candidates are combined to form the $\Sigma^+$ baryon candidates.

4.1 Proton Selection

The proton candidates are selected by searching for tracks whose impact parameter, $d_0$, is more than 5 standard deviations away from zero. In addition, to reduce the contribution of tracks coming from hadronic interactions within the detector, both the $d_0$ and the $z_0$ of selected tracks must be less than 2 cm.

The purity of the proton candidate sample is further increased by imposing the following requirements on the $dE/dx$ of the tracks. A track is accepted as a proton candidate if it has more than 40 $dE/dx$ samples, and if the probability that its measured energy loss is consistent with the proton hypothesis is greater than 5%. The large background from charged pions is reduced by requiring that the probability of the pion hypothesis be less than 5%. Background from charged kaons mostly affects tracks with small impact parameters, since the lifetime of most kaon sources is short relative to that of the $\Sigma^+$. This background is reduced by requiring the measured $dE/dx$ to be more consistent with the proton hypothesis than the kaon hypothesis when the $d_0$ of the track is less than 0.1 cm.

At this stage, a significant source of background in the sample comes from genuine protons produced in $\Lambda$ decays. To reduce this background, the proton track is rejected if, in combination with any oppositely charged track in the event (assumed to be a pion), it has a mass within 8 MeV/$c^2$ of the nominal $\Lambda$ mass [14]. In addition, the track is rejected if it is tagged by the $\Lambda$ finder (method 2) described in ref. [5].

The determination of the decay vertex of the $\Sigma^+$ relies heavily on the precise measurement of the proton trajectory. Therefore, it is required that there be a measurement of the $z$ coordinate both at large radius from the $z$-chambers, and also near the vertex from either the stereo wires of the vertex chamber or from the silicon microvertex detector.
According to the Monte Carlo simulation, these cuts select 22% of all protons from $\Sigma^+$ decays.

4.2 Photon and $\pi^0$ Selection

Photons used to reconstruct the $\pi^0$ mesons are reconstructed as energy deposits in the electromagnetic calorimeter. Alternatively, they may also be detected as two tracks from conversions in the tracking chambers. Photons reconstructed as conversions represent only 7.8% of the total number of photon candidates. Their identification will be discussed in detail in section 5.2.

The location and deposited energy of showers in the electromagnetic calorimeter are obtained from a fit to the expected lateral distribution of energy in the lead glass calorimeter. The lateral spread of each shower is described by a sum of two exponentials whose parameters have been optimised using Monte Carlo. Photons below 0.5 GeV deposit most of their energy in a single block, but the fitting procedure allows a proper treatment of overlapping showers and is very efficient at finding photon candidates in high-multiplicity events. Since low-energy photons may lose a significant amount of energy by initiating a shower before reaching the calorimeter, the energy of the showers is corrected using the signal amplitude observed in the presampler situated in front of the calorimeter.

A shower is kept if it has at least 0.1 GeV in deposited energy, $E_d$, and a corrected energy (using the presampler), $E_c$, of at least 0.15 GeV. The momentum direction of the photon is evaluated assuming that it originates from the primary vertex. This is not strictly true for photons from a $\Sigma^+ \rightarrow p\pi^0$ decay, but is a sufficiently good approximation, given that the distance between the decay vertex and the electromagnetic calorimeter is large compared with the average $\Sigma^+$ decay length, and that the position resolution on the shower (a few cm) is on the same scale as the average $\Sigma^+$ decay length.

The $\pi^0$ candidates are obtained by combining in turn all pairs of photon candidates. The selection of the $\pi^0$ candidates makes use of an estimator, $v$, based on such quantities as the invariant mass and the opening angle of the pair, the number of neighbouring photons, the energy of the two photons, the energy deposited in their immediate vicinity, the distance to the closest charged particle track, the shower shape and the quality of the shower fit. The estimator is tuned on a sample of $\pi^0$ candidates from 50,000 simulated hadronic $Z^0$ decays. From that same simulation the probability that a pair is a genuine $\pi^0$ is evaluated as a function of the estimator value. Denoting as $P_{ij}$ the probability that the pair involving the photons $i$ and $j$ is a genuine $\pi^0$, the following quantity is derived:

$$\tilde{P}_{ij} = P_{ij} \prod_{k \neq i,j} (1 - P_{ik}) \prod_{l \neq i,j} (1 - P_{jl}).$$

The quantity $\tilde{P}_{ij}$ is thus related to the probability that the pair $(i, j)$ is a $\pi^0$ and that none of the other pairs in the event involving $i$ or $j$ is a $\pi^0$. The distribution of $\tilde{P}_{ij}$ for data and Monte Carlo samples is shown in figure 1a. The distribution is well reproduced by the Monte Carlo. Pairs with $\tilde{P}_{ij} > 0.1$ are retained, resulting in an efficiency of 8.6% and a purity of 44%. To illustrate further the reliability of the estimator, its invariant mass dependence is removed and the invariant mass of the pairs with $\tilde{P}_{ij} > 0.1$ is shown in figure 1b. Again, the data are well reproduced by the Monte Carlo.
Once a $\pi^0$ candidate is selected, the resolution on its energy is improved by constraining its mass to the nominal value [14] using a kinematic fit.

### 4.3 $\Sigma^+$ Reconstruction

$\Sigma^+$ candidates are obtained by combining the proton and $\pi^0$ candidates.

A good estimate of the $\Sigma^+$ momentum is made by combining the momenta of the $\pi^0$ with that of the proton defined at its point of closest approach to the primary vertex. It is then assumed that the $\Sigma^+$ originates at the primary vertex, which is reasonable since all particles which decay into $\Sigma^+$ have short lifetimes. Then, neglecting the curvature of the proton track, the decay length of the $\Sigma^+$ in the $xy$ plane is $l_{xy} = d_0 / \sin \psi$, where $\psi$ is the angle in the $xy$ plane between the proton and the $\Sigma^+$ momenta. The distribution of this variable is shown in fig. 2a for data and Monte Carlo events. Candidates with negative decay length are rejected.

The component of the $\Sigma^+$ flight distance in the $z$ direction is estimated in two ways. In the first, this distance is obtained by projecting $l_{xy}$ onto the flight direction of the $\Sigma^+$ defined by its momentum. In the second, it is obtained by projecting $l_{xy}$ onto the proton track. The difference between the two $z$ values, $\Delta z$, should be small for real $\Sigma^+$ candidates. Because of experimental resolution, $|\Delta z|$ is required to be less than 0.7 cm if the track has a $z$ measurement from the vertex chamber stereo wires, and less than 0.3 cm if it has $z$ information from the silicon microvertex detector. The distribution of this variable is shown in fig. 2b.

The proper time of the $\Sigma^+$ decay, $t'$, can be evaluated from the measured decay length in 3 dimensions and the measured momentum. The decay probability, $\exp(-t'/\tau)$, where $\tau$ is the known lifetime of the $\Sigma^+$ [14], is expected to be uniformly distributed between 0 and 1 in an unbiased $\Sigma^+$ sample. The pronounced increase toward 1.0 in fig. 2c is due to the background of tracks with very small impact parameters. Low-momentum particles with large impact parameters, such as protons generated in nuclear reactions within the detector material, have decay probabilities very close to zero. A cut of $0.01 < \exp(-t'/\tau) < 0.80$ is thus imposed.

The distribution of the difference between the radius of the first measured point on the proton track and the value of $l_{xy}$ is shown in fig. 2d). This difference tends to be large and positive for the background arising from tracks originating from the primary vertex. For decays occurring well within the volume of the tracking detectors, the two values coincide to within a few centimeters. A candidate is rejected if the difference is larger than 3 cm. However, if the decay length is small, that difference may be as large as the radius of the innermost detector, the silicon microvertex. Therefore, if the first measured point is provided by this detector, this cut is relaxed to 5 cm.

### 4.4 Fit to the Signal

Figure 3 shows the invariant mass distribution of the proton-$\pi^0$ combinations, after all cuts. There is a clear peak at the $\Sigma^+$ mass (1189.4 MeV/$c^2$ [14]). The mass spectrum is fitted to a signal Gaussian plus a background parametrised as an exponential convoluted with a Gaussian.
Figure 1: In these plots, the points represent OPAL data, the open histogram the Monte Carlo simulation normalised to the same number of events and the hatched histogram the expected background contribution. (a) Distribution of the variable $\tilde{P}_{ij}$ used for the selection of $\pi^0$ candidates (see text). (b) Invariant mass of pairs of photons obtained in a sample of 40,000 $Z^0$ decays, using the same cuts as used in the $\Sigma^+$ analysis, once the invariant mass dependence of the variable $\tilde{P}_{ij}$ is removed.
Figure 2: Distribution of some of the quantities used in the reconstruction of the $\Sigma^+ \rightarrow p\pi^0$ decay. In all plots, the points represent OPAL data, the open histogram the Monte Carlo simulation, and the hatched histogram represents the expected contribution from $\Sigma^+ \rightarrow p\pi^0$ decays. (a) Distribution of the reconstructed decay length $l_{xy}$. (b) Distribution of the quantity $\Delta z$ (see text). (c) Distribution of the decay probability $\exp(-t'/\tau)$. (d) Difference between the decay length $l_{xy}$ and the radius of the first measurement along the track.
The fitted signal Gaussian has a mean of $1187.4 \pm 1.2$ MeV/$c^2$, a width of $15.1 \pm 1.4$ MeV/$c^2$, and contains $621 \pm 56$ events. The width is consistent with that observed in the Monte Carlo sample ($14.1 \pm 0.4$ MeV/$c^2$).

The differential cross-section, as a function of the scaled energy, $x_E = E_E/E_{\text{beam}}$, is obtained from a fit to the data in 7 bins of $x_E$ ranging from 0.04 to 0.4. In these fits, the mass is fixed to the fit value of $1187.4$ MeV/$c^2$, and the width of the signal is set to the Monte Carlo prediction.

The energy-dependent efficiencies, listed in table 1, are obtained from the Monte Carlo sample. The efficiency-corrected rates of $\Sigma^+ \rightarrow p\pi^0$ decay are listed in bins of $x_E$ in table 1, and are shown in fig. 7.

<table>
<thead>
<tr>
<th>$x_E$ bin</th>
<th>Number of signal events</th>
<th>Efficiency (%)</th>
<th>Differential Cross-Section $\frac{1}{\sigma_{\text{had}} \frac{d\sigma}{dx_E}}$ (± stat. ± syst. errors)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.040 - 0.050</td>
<td>34.4 ± 8.7</td>
<td>0.147 ± 0.026</td>
<td>0.85 ± 0.22 ± 0.16</td>
</tr>
<tr>
<td>0.050 - 0.075</td>
<td>67.7 ± 12.3</td>
<td>0.111 ± 0.019</td>
<td>0.89 ± 0.16 ± 0.16</td>
</tr>
<tr>
<td>0.075 - 0.100</td>
<td>101.5 ± 18.5</td>
<td>0.382 ± 0.067</td>
<td>0.388 ± 0.071 ± 0.073</td>
</tr>
<tr>
<td>0.100 - 0.150</td>
<td>163.0 ± 24.9</td>
<td>0.458 ± 0.083</td>
<td>0.260 ± 0.040 ± 0.047</td>
</tr>
<tr>
<td>0.150 - 0.200</td>
<td>117.4 ± 17.2</td>
<td>0.420 ± 0.052</td>
<td>0.204 ± 0.030 ± 0.027</td>
</tr>
<tr>
<td>0.200 - 0.300</td>
<td>61.7 ± 16.1</td>
<td>0.246 ± 0.035</td>
<td>0.091 ± 0.024 ± 0.013</td>
</tr>
<tr>
<td>0.300 - 0.400</td>
<td>16.0 ± 7.2</td>
<td>0.121 ± 0.055</td>
<td>0.048 ± 0.022 ± 0.015</td>
</tr>
</tbody>
</table>

Table 1: $\Sigma^+$ detection efficiency (in per cent) and differential cross-section $\frac{1}{\sigma_{\text{had}} \frac{d\sigma}{dx_E}}$ in bins of $x_E$. The $x_E$ range from 0.04 to 0.40 was chosen since only in this range were significant measurements of the number of events possible.

4.5 Consistency Checks and Systematic Errors

In this section we discuss the tests of consistency and the systematic errors on the measurements.

The rates obtained for the $\Sigma^+$ and $\Sigma^-$ are equal within their statistical errors (283±40 and 304±33, respectively). The fraction of the total signal for which at least one of the photon candidates is a photon conversion is the same within errors in the data and in the Monte Carlo (14±3 % and 11±1 %, respectively). With the Monte Carlo sample, it was verified that no $\Sigma^+$ arising from hadronic interactions with the detector material survived the selection cuts. This rejection is mostly due to the smaller efficiency for low-energy $\Sigma^+$ and the primary vertex constraint used in the reconstruction.

The systematic errors are summarised in table 2. They are assumed to be fully correlated from one $x_E$ bin to another, except for the error associated with the finite size of the Monte Carlo sample used to evaluate the efficiency which results in a 4.5% uncertainty on the integrated cross-section. The uncertainty on the branching ratio $\text{BR}(\Sigma^+ \rightarrow p\pi^0)$ is very small (0.6%).

The uncertainty on the fit procedure was evaluated for each $x_E$ bin separately by systematically varying the width of the signal and the parametrisation of the background. The fits
Figure 3: (a) Invariant mass distribution of proton and $\pi^0$ candidates, after the $\Sigma^+$ selection. The curves represent the fit to the data. (b) Invariant mass distribution of proton and $\pi^0$ candidates, after the $\Sigma^+$ selection, for the Monte Carlo sample (JETSET 7.3 and 7.4 with full detector simulation). The contribution from background events is shown hatched.
were also repeated fixing the centroid of the signal Gaussian to 1189.4 MeV [14]. To reduce the effect of statistical fluctuations on the systematic errors deduced from these variations, the errors are evaluated for different values on the cuts on $\hat{P}_{ij}$, and the average variation is taken as the systematic error. Errors associated with the fit procedure represent a 9.0% uncertainty on the integrated $\Sigma^+$ rate.

A systematic uncertainty is assigned to a possible discrepancy between data and Monte Carlo for quantities used in the selection. The number of protons and of $\Sigma^+$ candidates exclusively removed by a given cut are compared in the data and the Monte Carlo. For each cut, the discrepancy between the data and the Monte Carlo is scaled to the number of genuine $\Sigma^+$ removed, and this discrepancy is considered as a systematic error. The contributions of the track and $\Sigma^+$ cuts are 2.6 and 1.5%, respectively. This error includes the effect of the uncertainty on the simulation of the $z$ resolution of the vertex chamber and silicon microvertex detector. The systematic error on the $\pi^0$ efficiency is obtained by comparing the experimental $\hat{P}_{ij}$ distributions for all $\pi^0$ candidates with the predictions of full simulations using JETSET 7.3 and HERWIG 5.5, as well as a version of JETSET 7.4 including $L = 1$ meson decays. Some discrepancies between the data and the different Monte Carlo samples are observed. They can partly be attributed to imperfections in the simulation of electromagnetic showers, but differences between the predicted density of tracks and electromagnetic clusters around the $\pi^0$ candidates play a role, as already recognised in refs. [15, 16]. These discrepancies amount to corrections that do not exceed 5% over the $\pi^0$ energy range relevant for this analysis ($0.5 < E_{\pi^0} < 5$ GeV), and this number is taken as the systematic error from this source. In addition, the cut on the variable $\hat{P}_{ij}$ was varied from 0.050 to 0.200, and no significant variations in the rate were observed.

### 4.6 Integrated Rate

In the $x_E$ range from 0.04 to 0.40, the integrated $\Sigma^+$ rate per hadronic $Z^0$ decay is:

$$n_{\Sigma^+}(0.04 < x_E < 0.40) = 0.078 \pm 0.006 \pm 0.010,$$

where the first error is statistical, and the second is systematic.

<table>
<thead>
<tr>
<th>systematic error source</th>
<th>error contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo statistics</td>
<td>4.5</td>
</tr>
<tr>
<td>BR($\Sigma^+ \rightarrow p\pi^0$)</td>
<td>0.6</td>
</tr>
<tr>
<td>Fit procedure</td>
<td>9.0</td>
</tr>
<tr>
<td>Cuts on proton track</td>
<td>2.6</td>
</tr>
<tr>
<td>Cuts in $\Sigma^+$ reconstruction</td>
<td>1.5</td>
</tr>
<tr>
<td>$\pi^0$ efficiency</td>
<td>5.0</td>
</tr>
</tbody>
</table>
The $\Sigma^0$ baryons are identified by their decay into $\Lambda\gamma$, where the $\Lambda \to p\pi^-$ decays are reconstructed as secondary vertices. In the decay $\Sigma^0 \to \Lambda\gamma$, the $\Lambda$ carries away most of the $\Sigma^0$ momentum, leading to a relatively soft photon spectrum with an average energy of approximately 600 MeV. Therefore, conversions in the central tracking system are used, since they allow the low energy photons to be reconstructed with higher efficiency and better energy and spatial resolution than the electromagnetic calorimeter. Since the $\Sigma^0$ decays at the primary vertex, the $\Lambda$ and $\gamma$ momenta are constrained to point to that vertex.

### 5.1 $\Lambda$ Selection

The $\Lambda$ baryons are reconstructed from two oppositely charged tracks in the central tracking system, originating from a secondary vertex. The track selection and vertex reconstruction are identical to those used previously (method 2 in ref. [5]), except for the following changes which are designed to increase the efficiency and momentum resolution of the $\Lambda$ sample:

- The impact parameter of the $\Lambda$ relative to the primary vertex in the $xy$ plane ($d_0$) is required to be less than 0.1 cm.
- The sum of the absolute values of the $d_0$ of the proton and pion tracks should be greater than 0.5 cm.
- The separation between the $\Lambda$ decay vertex and the primary vertex in the $xy$ plane should be between 1 and 150 cm.
- The angle in the $xy$ plane between the $\Lambda$ momentum and the vector from the primary vertex to the $\Lambda$ decay point should be less than $5^\circ$.
- The pair is rejected if its invariant mass, assuming the tracks to be an electron and a positron, is smaller than 60 MeV/$c^2$. This cut serves to remove photon conversions from the $\Lambda$ sample.
- The invariant mass of the $\Lambda$ candidate is required to be within 10 MeV/$c^2$ of the nominal $\Lambda$ mass [14], and its momentum must be between 0.75 and 20 GeV/$c$.

The resulting $p\pi^-$ mass spectrum is shown in figure 4a. After this selection, the resolution on the $z$ component of the momentum vector of the $\Lambda$ candidate is improved by constraining the $\Lambda$ to originate from the primary vertex in $z$.

### 5.2 Photon Conversion Selection

The converted photons are reconstructed as two oppositely charged tracks in the central tracking system, originating from a secondary vertex. To increase the selection efficiency, the standard
track selection is relaxed to accept tracks with transverse momentum as low as 40 MeV/c and with as few as 20 hits in the jet chamber. The $xy$ vertex of the photon conversion is defined as the midpoint between the tangents to the two tracks, at the points where they are parallel, in the $xy$ plane. The separation between the two tracks at this point, $\Delta_{xy}$, is required to be less than 5 cm. The difference in $\theta$ of the two tracks, $\Delta\theta$, must be less than 1 radian. Finally, a hit is required on at least one of the tracks within 20 or 30 cm from the $xy$ vertex, depending on whether this vertex is located in the vertex or jet chambers (corresponding to a radial distance from the primary vertex of $<27$ cm and $>27$ cm, respectively).

For surviving track pairs, a quantity, $D$, is calculated as:

$$D = \sqrt{\left(\frac{\Delta_{xy}}{xy_{90}}\right)^2 + \left(\frac{\Delta\theta}{\theta_{90}}\right)^2} \quad \text{if } R_f < 27 \text{ cm},$$

$$D = \frac{\Delta_{xy}}{xy_{90}} \quad \text{if } R_f > 27 \text{ cm},$$

where $\pm xy_{90}$ and $\pm \theta_{90}$ are the ranges of $\Delta_{xy}$ and $\Delta\theta$, respectively, within which 90% of the conversions are expected to occur, as determined by Monte Carlo simulation, and $R_f$ is the smallest radius of any hit on either track. For each track, all possible combinations with other tracks satisfying all the previous cuts are studied, and the pair with the minimum value of $D$ is selected.

A pair is selected as a photon candidate if it fulfills the following requirements:

- The value of $D$ must be less than 2.
- The probability that the measured specific energy loss of each particle is consistent with the electron hypothesis is greater than 1.25%.
- The secondary vertex must be separated from the primary vertex by more than 2 cm in $xy$ to reject Dalitz pairs ($\pi^0 \rightarrow \gamma e^+e^-$).
- The energy must be less than 1.5 GeV.

As for the $\Lambda$, the resolution on the mass of the photon candidate is improved by constraining the two tracks to originate from the same $z$ coordinate, and the $z$-component of the momentum of the photon is improved by constraining the photon candidate to originate from the primary vertex in $z$. A photon candidate is accepted if its mass after that constraint is below 10 MeV/c$^2$. The mass spectrum of accepted photon candidates before the mass cut is shown in figure 4b.

5.3 $\Sigma^0$ Reconstruction

All $\Lambda$ and $\gamma$ candidates passing the above selection cuts are combined, and their invariant mass is determined. Combinations are accepted as $\Sigma^0$ candidates if the angle between the $\Lambda$ and the $\gamma$ is less than 1.5 radians in $\phi$, and if they have no tracks in common. The invariant mass distribution of the accepted combinations is shown in figure 4c. The spectrum is fitted with a Gaussian to describe the signal and a third order polynomial times a threshold factor
(m - (m_A + m_\Sigma))/2 to describe the background. A signal of 220 ± 37 \Sigma^0 is observed at a mass of 1191 ± 1 MeV/c^2, which is consistent with the nominal value of 1192.6 MeV/c^2 [14]. The width of the peak (\sigma = 4.4 ± 0.9 MeV/c^2) is in agreement with that obtained in the Monte Carlo simulation (\sigma = 4.5 ± 0.2 MeV/c^2).

From the Monte Carlo sample, the selection efficiency is evaluated to be (8.8 ± 0.5) × 10^-4, yielding a total production rate of 0.071 ± 0.012 \Sigma^0 per hadronic \Pi^0 decay. Given the limited statistics, it is not possible to extract a significant differential cross-section from these data.

5.4 Consistency Checks and Systematic Errors

Several tests have been made to check the stability of the result. It was verified that the measured number of conversions per event is reproduced by the Monte Carlo at the level of 1.5 %. The \Sigma^0 rate is consistent for all years of data taking. In another test, photon candidates having a high probability to form a \pi^0 with another photon candidate detected in the electromagnetic calorimeter are removed from the sample. The \Sigma^0 rate obtained with this purer, but smaller, sample is entirely consistent.

The method for determining the number of \Sigma^0, the background parametrisation and the fit range were varied. Using the Monte Carlo sample, fits to the invariant mass distribution for all \Sigma^0 candidates or for only those that are truly \Sigma^0 were compared. The number of signal events was taken either as the fitted area of the Gaussian, or the area above the background within a ±2\sigma mass window. All results are consistent, but from the observed deviations, a 9 % systematic uncertainty is assigned to the technique to evaluate the number of \Sigma^0 baryons.

The cuts on d_0 and invariant mass of the \Lambda candidates were varied, as well as those on the invariant mass and energy of the photon candidates. Although no significant systematic disagreement was found, from the observed deviations an 11 % systematic uncertainty is assigned to potential differences between the data and the Monte Carlo.

The average number of \Sigma^0 per hadronic \Pi^0 decay is thus:

n_{\Sigma^0} = 0.071 ± 0.012 ± 0.012,

where the first error is statistical, and the second is systematic and includes the Monte Carlo statistical uncertainty (0.004). According to the Monte Carlo simulation, this measurement is mostly sensitive to \Sigma^0 baryons in the x_E range from 0.05 to 0.4. An error on the uncertainty of the modelling of the x_E dependence of the cross-section by the Monte Carlo will be added; this will be discussed in section 7.

6 \Sigma^- \rightarrow n\pi^- Analysis

Because the \Sigma^- and \Sigma^+ have relatively long lifetimes, a significant fraction of them decay inside the active volume of the jet chamber at a radius exceeding 25 cm. It is therefore possible to reconstruct charged \Sigma baryons in the decay \Sigma^\pm \rightarrow n\pi^\pm by searching for the charged tracks of
Figure 4: (a) Invariant mass distribution of $\Lambda \rightarrow p\pi^-$ candidates, before the $\Lambda$ mass cut in the data. (b) Invariant mass distribution of $e^+e^-$ pairs before the photon mass cut in the data. (c) Invariant mass distribution of $\Sigma^0 \rightarrow \Lambda\gamma$ candidates, after the $\Sigma^0$ selection. In (c) the points with error bars represent the OPAL data. The superimposed curves represent the result of the fit to the data (see text).
the $\Sigma$ and its secondary $\pi$ in this large volume chamber. If the decay angle, the angle between $\Sigma$ and $\pi$ at the decay vertex, is large enough, the parent and daughter charged particles are reconstructed as distinct tracks, which intersect inside the jet chamber. Since at least 10 jet chamber hits are needed for a track to be found, this method is sensitive only to $\Sigma$ baryons decaying at a radius of at least 35 cm from the interaction point, therefore excluding low energy $\Sigma$ baryons. Since the lifetime and $n\pi$ branching ratio of the $\Sigma^-$ are both about twice that of the $\Sigma^+$, this method is clearly more sensitive to $\Sigma^-$ decays. In fact, only 13% of the selected sample are $\Sigma^+$ decays, and their contribution will be fixed to the rate as measured previously in section 4.

### 6.1 Secondary Vertex Reconstruction

The primary $\Sigma$ and secondary $\pi$ tracks are selected according to the following criteria:

- The $xy$ components of the momenta of the primary and secondary tracks have to be larger than 150 MeV/c.
- Primary and secondary tracks have to fulfil the condition $|\cos \theta| < 0.75$.
- To reject unstable particles produced in hadronic interactions, it is required that the primary $\Sigma$ track has a $d_0$ of less than 5 cm.

To find a candidate vertex, a search is made for the starting point of a secondary track within a 10 cm radius in $xy$ around the end point of the primary track. If found, the intersection point of the track trajectories in the $xy$ plane is taken as the position of the $\Sigma$ decay vertex, where the distance to the primary vertex has to be greater than 35 cm. If there are two intersection points, the one closer to the endpoint of the primary track is used. Because the $z$ resolution is not as good as the resolution in the $xy$ plane, both tracks are constrained to a common $z$ coordinate at the $\Sigma$ decay vertex, and the primary track is additionally constrained to the $z$ coordinate of the primary vertex.

In addition, the following requirements are made:

- To accommodate pattern recognition tolerances in cases where one track crosses the trajectory of another, the arc length of the part of the track beyond the intersection point (projected into the $xy$ plane) should be less than 7 cm.
- Decay vertices with more than one secondary track are rejected, since they are likely to come from three-prong kaon decays or hadronic interactions with the material of the jet chamber.
- To reject the background caused by tracks re-entering the jet chamber from hadronic interactions in the conical endcaps of the chamber, the reconstructed decay vertex is required to be more than 34 cm away from these endcaps. This distance represents approximately 10% of the jet chamber sense wire length.
For all track pair candidates, a $\chi^2$ is evaluated testing the agreement of the primary and secondary track parameters in the $xy$ plane. Background candidates, especially those which are likely to be combinations of track pieces caused by the same charged particle but not merged by the pattern recognition, tend to have low $\chi^2$ values and small decay angles. For that reason, candidates with a low $\chi^2$ value or a decay angle less than 50 mrad are removed from the analysis.

Finally, the sign of the charge of the $\Sigma$ and $\pi$ candidates must be the same.

After these cuts, the Monte Carlo predicts that almost all the secondary vertices are from either the decay in flight of a charged particle, or, to a lesser extent, from hadronic interactions in the jet chamber material. The combinatorial background due to the crossing of two unrelated tracks is very small and will be treated as a small correction to the hadronic background.

### 6.2 Neutron and $\Sigma^{\pm}$ Reconstruction

The momentum of the neutron candidate is calculated as the difference between the measured momenta of the $\Sigma$ and the $\pi$ tracks. Then, the energies of the pion and neutron candidates are obtained using their momenta and their known masses, and the invariant mass of the $n\pi$ system is evaluated.

### 6.3 Evaluation of the Background

The invariant mass alone is not sufficient to discriminate between genuine $\Sigma^-$ decays and reflections due to the decays $\Sigma^- \to \pi^- \Lambda$, $\pi^- \to \mu^- \nu_\mu$, and the dominant kaon decays $K^- \to \mu^- \nu_\mu$ and $K^- \to \pi^- \pi^0$. The production rate of the $\Omega^-$ is small enough that it can be neglected. The lifetimes of the charged kaon and pion are orders of magnitude larger than that of the $\Sigma^\pm$ and, at momenta above 2 GeV/$c$, most of them decay outside the volume of the jet chamber. Monte Carlo simulations show that the background from $\pi^-$ decays ($c\tau = 7.8$ m) is negligible because the tracks cannot be resolved due to their small kink angle. However, the charged kaon ($c\tau = 3.7$ m) constitutes a major source of background.

The level of the kaon background in the sample is evaluated using two variables, in addition to the invariant mass ($m$) distribution. The first one is related to the proper time of the decay: it is the track length of the primary track divided by its momentum, $s/p$. The other is $\Theta^*$, the decay angle of the pion candidate in the $\Sigma$ rest frame, evaluated assuming a $\Sigma$ hypothesis for the primary track. Fig. 5 shows how these three variables ($m$, $s/p$ and $\Theta^*$) can be used to evaluate the kaon background. The distribution of $m$ and $\cos \Theta^*$ for a sample of $\Sigma^-$ decays from the Monte Carlo simulation is shown in fig. 5a: most events are located in a vertical band centered at the mass of the $\Sigma^-$. The events coming from $K^{\pm} \to \mu^{\pm} \nu_\mu$ and $K^{\pm} \to \pi^{\pm} \pi^0$ decays have very different behaviour (fig. 5b): they are distributed along a curve, showing a strong correlation between $m$ and $\Theta^*$. The position of this curve is almost independent of the kaon momentum above 2 GeV/$c$. The existence of these two structures – the vertical band from $\Sigma^\pm$ decays and the curve from kaon decays – is clearly seen in the data (fig. 5c and 5d). To
better distinguish the kaon and $\Sigma^\pm$ populations, fig. 5c and 5d show events associated with short ($s/p < 15 \text{ cm} \times c/\text{GeV}$) and long ($s/p > 15 \text{ cm} \times c/\text{GeV}$) lifetimes, respectively. The kaon curve dominates the long lifetime plot, while a significant $\Sigma^\pm$ vertical band appears in the short lifetime plot. Another contribution associated with small $s/p$ values are the decays of the $\Xi^-$ into $\Lambda\pi^-$, forming an almost vertical band to the left of the $\Sigma$ band, where they are strongly overlapping with kaons. Candidates from hadronic interactions with the jet chamber material populate the short as well as the long lifetime plot, where they are rather uniformly distributed with only a slight increase to negative cos $\Theta^+$ values.

6.4 Evaluation of the $\Sigma^-$ Rate.

To determine the $\Sigma^-$ rate, the distributions in fig. 5c and 5d were each divided into 8 regions indicated by the straight lines. Out of these, 5 bins were composed as labelled in fig. 5c. The bins were chosen such that each had a different sensitivity to the relative yields from different sources, especially the $\Sigma^-$, as well as the background from kaon decays and from hadronic interactions. The Monte Carlo was used to predict the relative yield in these $2 \times 5$ bins for the following 6 different sources:

- the decay $\Sigma^- \rightarrow n\pi^-$,
- the kaon decays $K^- \rightarrow \mu^-\bar{\nu}_\mu$, $K^- \rightarrow \pi^-\pi^0$, $K^- \rightarrow e^-\bar{\nu}_e\pi^0$, $K^- \rightarrow \mu^-\bar{\nu}_\mu\pi^0$ and $K^- \rightarrow \pi^-\pi^0\pi^0$,
- the decay $\Xi^- \rightarrow \Lambda\pi^-$,
- the vertices from hadronic interaction within the detector material and the combinatorial background,
- the decay $\Sigma^+ \rightarrow n\pi^+$,
- the secondary decays of charged particles ($K^-, \Sigma^-$ and $\Xi^-$) which are produced in hadronic interactions.

The number of counts in the data bins was fitted using the sum of these 6 Monte Carlo distributions, where the first four were allowed a different normalisation in the maximum likelihood fit. The rate of the $\Sigma^+$, representing $\sim 13\%$ of all reconstructed $\Sigma$ decays, was fixed to the value deduced from the $p\pi^0$ measurement in section 4. In the $x_E$ region above 0.4, where no $\Sigma^+$ measurement via $p\pi^0$ was possible, isospin symmetry for $\Sigma^+$ and $\Sigma^-$ was assumed and a common normalisation for both particles determined by the fit. The very small contribution from secondary decays of charged particles generated in hadronic interactions of primary particles with the detector was fixed to the value predicted by the Monte Carlo.

It was possible to apply this procedure separately to 6 $x_E$ bins ranging from 0.05 to 0.6. In each $x_E$ bin, the cut on the parameter $s/p$ was chosen to yield an optimum statistical discrimination between the $\Sigma^-$ and the other sources. The quality of these 4-parameter fits can be judged from fig. 6, which shows the invariant mass distribution obtained by adding the
Figure 5: $\cos \theta^*$ versus invariant mass, assuming the $n\pi$ hypothesis. (a) Monte Carlo simulation for $\Sigma \rightarrow n\pi$ decays. (b) Monte Carlo simulation for $K^\pm \rightarrow \mu^\pm \nu_{\mu}$ and $K^\pm \rightarrow \pi^\pm \pi^0$ decays. (c) OPAL data for low $s/p$. (d) OPAL data (subsample) for high $s/p$. (In (c) and (d) the binning is shown as described in the text.)
Monte Carlo contributions according to the rates given by the fits for events in the low-lifetime bins. The sum of the contributions from the 6 $x_E$ bins well represents the total data spectrum. The extracted $x_E$ spectrum is shown in fig. 7.

6.5 Consistency Checks and Systematic Errors

An important systematic check is the comparison of the fitted $\Xi^-$ and kaon rates with those already measured by more direct means. The small $\Xi^-$ signal is very sensitive to systematic shifts in the kaon or $\Sigma^\pm$ shape. Nevertheless, the fitted rate, extrapolated over the entire $x_E$ range (0.039 ± 0.013) is compatible with that of ref. [6] (0.0258 ± 0.0011). The inclusive $K^\pm$ rate obtained in our fit (2.37 ± 0.58) agrees with that of ref. [17] (2.42 ± 0.13), and so does the differential cross-section. Since it is also possible to measure the kaon differential cross-section for $x_E$ values below 0.05, as an additional check the same analysis optimised for kaon identification was applied in the $x_E$ range from 0.012 to 0.300. The inclusive $K^\pm$ rate (2.24 ± 0.20) and the differential cross-section obtained from that are found to be in a good agreement with the corresponding results of the $\Sigma^-$ analysis presented here, and with that of ref. [17] given above.

The systematic errors for the $\Sigma^-$ analysis are evaluated in the same way as for the $\Sigma^+$ measurement in section 4, taking the average variation observed while changing the relevant quantity. They are listed in table 3.

One might expect a sensitivity of the results on the fiducial volume, because an increasing rate has to be folded with a decreasing efficiency near the inner radius. However, the result was found to be stable against variations of acceptance cuts for the position of the secondary vertex, which have been varied along the $z$ axis and the inner radius by 8 and 10 cm, respectively.

There are cases in which the pattern recognition is unable to resolve the two tracks and combines them into one. The critical parameter for this effect is the decay angle. The corresponding distribution for values above 50 mrad is found to be well described by the Monte Carlo simulation, so the resulting systematic error is relatively small. In addition, some dependence of the result on the gap size between the two tracks is observed, which indicates that the modelling of tracks and their reconstruction is not perfect if the secondary track is steeply inclined with respect to the wire planes of the drift chamber.

The wide mass distribution introduces a correlation between the deduced $\Sigma^-$ rate and the mass resolution, dominated by the uncertainty in $\theta$, the measured polar angles of the tracks. The resolution of $\theta$ was determined in a fit to the data, and the change in the $\Sigma^-$ rate observed while varying the resolution of $\theta$ within one standard deviation was taken as the systematic error for this source.

To derive the uncertainty arising from the $\Sigma^+$ production rate and the $\Sigma^-$ lifetime used in this analysis, these quantities were varied within their errors, and the observed variation of the result taken as the systematic error.

The efficiency-corrected rates of $\Sigma^-$ per hadronic $Z^0$ decay are shown in bins of $x_E$ in table 4.
Figure 6: Invariant $n\pi$ mass distribution for the selected track pairs in the $x_E$ range from 0.05 to 0.6. The solid line shows the prediction by the Monte Carlo, obtained by summing the contributions from the six sources discussed in the text and normalised using the result of the fit to the data in each of the 6 $x_E$ bins. The white area under the histogram represents the contributions from $\Sigma^+$ and $\Sigma^-; the hatched area: the contribution from $\Xi^-$; the doubly-hatched area: the kaon contribution. The triply-hatched area represents the background from hadronic interactions, from secondary decays of charged particles generated in hadronic interactions and the combinatorial background.
Table 3: Systematic errors on the integrated $\Sigma^-$ rate.

<table>
<thead>
<tr>
<th>systematic error source</th>
<th>error contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimum radius of decay vertex</td>
<td>1.5</td>
</tr>
<tr>
<td>vertex distribution along z</td>
<td>0.5</td>
</tr>
<tr>
<td>decay angle acceptance</td>
<td>1.0</td>
</tr>
<tr>
<td>gap between tracks</td>
<td>2.0</td>
</tr>
<tr>
<td>resolution on $\theta$</td>
<td>7.0</td>
</tr>
<tr>
<td>constrained $\Sigma^+$ rate</td>
<td>3.5</td>
</tr>
<tr>
<td>uncertainty in $\Sigma$ lifetime</td>
<td>2.0</td>
</tr>
<tr>
<td>simulation of other cuts</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Table 4: Number of $\Sigma^-$ (determined by the fit), $\Sigma^-$ detection efficiency (in per cent) and differential cross-section $\frac{1}{\sigma_{\text{had}} \frac{d\sigma}{dx_E}}$ in bins of $x_E$.
6.6 Integrated Rate

In the $x_E$ range from 0.05 to 0.6, the integrated $\Sigma^-$ rate per hadronic $Z^0$ decay is:

$$n_{\Sigma^-}(0.05 < x_E < 0.60) = 0.058 \pm 0.004 \pm 0.006,$$

where the errors are statistical and systematic, respectively.

7 $\Sigma^+, \Sigma^0$ and $\Sigma^-$ Inclusive Rates and Differential Cross-Sections

The measured differential cross-sections for $\Sigma^+$ and $\Sigma^-$ are shown in fig. 7 together with the predictions of the JETSET 7.4 [1] and HERWIG 5.5 [2] Monte Carlo programs with default input parameters, normalised to the measured rate of the relevant baryon$^3$. Within errors, the shape of the $x_E$ distributions is well described by JETSET and HERWIG.

The data for the two isospin states agree within errors. Since the $\Sigma^+$ and $\Sigma^-$ data overlap in the region $0.05 < x_E < 0.40$, for the first time it is possible to compare directly the $\Sigma^+$ and $\Sigma^-$ production rates in $e^+e^-$ annihilation. The ratio of the $\Sigma^+$ to the $\Sigma^-$ cross-section in this $x_E$ range is $1.26 \pm 0.14$ (stat.) $\pm 0.16$ (syst.). This ratio is compatible with the predictions of JETSET 7.4 and HERWIG 5.5 (1.08 and 1.24, respectively), but does not exclude a ratio of 1 which would correspond to the case of full isospin symmetry.

Extending the measurements to cover the entire $x_E$ range requires some assumptions regarding the extrapolation to high and low values of $x_E$. In the default version of JETSET, 3.8 % (0.7 %) of the $\Sigma^+$ and $\Sigma^-$ are produced at $x_E$ values larger than 0.4 (0.6), and 18.1 % (28.3 %) with an $x_E$ smaller than 0.04 (0.05), respectively. We use these fractions to correct the measured rates. If HERWIG is used instead for the extrapolation, very similar rates are obtained. As a systematic uncertainty we take the difference between the rates obtained by this procedure and an extrapolation performed using the shape of the $\Lambda$ differential cross-section as measured by OPAL [6]. The individual rates evaluated over the entire $x_E$ range for the $\Sigma^+$ and $\Sigma^-$ are thus determined to be:

$$n_{\Sigma^+} = 0.099 \pm 0.008 \pm 0.012 \pm 0.004 \quad (0 < x_E < 1)$$
$$n_{\Sigma^-} = 0.083 \pm 0.006 \pm 0.008 \pm 0.004 \quad (0 < x_E < 1),$$

where the first error is statistical, the second systematic and the third is from the extrapolation. These results are compared with predictions of different models in table 5. Although somewhat larger, the measured rates are nevertheless compatible within 2 standard deviations with the corresponding rates in JETSET 7.4, HERWIG 5.5 and the thermodynamical model of ref. [18] (see table 5).

$^3$The prediction of the JETSET versions 7.4 and 7.3 differ by < 4 % in the inclusive rate, and by < 1 % in the relative shape of the $x_E$ distribution.
Figure 7: Fractional energy spectrum for \( \Sigma \) baryons. The plotted error bars represent the quadratic sum of the statistical and systematic errors. The curves show different Monte Carlo predictions, normalised to the average number of observed \( \Sigma^+ \) and \( \Sigma^- \). The Monte Carlo curves have been calculated using the same binning as in the data. Solid line: JETSET 7.4; dashed line HERWIG 5.5.
Given that the shape of the $x_E$ distribution is well reproduced by JETSET for both $\Sigma^+$ and $\Sigma^-$, we assume that this is also the case for the $\Sigma^0$ over the $x_E$ range covered by all three measurements ($0.05 < x_E < 0.4$). Including an equivalent extrapolation error to cover the regions at low and high $x_E$ where the efficiency for $\Sigma^0$ reconstruction is very low, the resulting inclusive rate for $\Sigma^0$ is:

$$n_{\Sigma^0} = 0.071 \pm 0.012 \pm 0.012 \pm 0.004 \quad (0 < x_E < 1).$$

This is again compatible with the JETSET and HERWIG predictions of 0.073 and 0.056, respectively.

If full isospin symmetry is assumed in the production of the charged states, the extrapolation error is minimised owing to the different $x_E$ bins covered by the analyses, and the averaged inclusive rate is:

$$\bar{n}_{\Sigma^\pm} = \frac{1}{2} |n_{\Sigma^+} + n_{\Sigma^-}| = 0.087 \pm 0.005 \text{ (stat.)} \pm 0.007 \text{ (syst.)} \pm 0.003 \text{ (extrap.)}. $$

Adding to this the result for $\Sigma^0$, we obtain:

$$\bar{n}_{\Sigma} = \frac{1}{3} |n_{\Sigma^+} + n_{\Sigma^0} + n_{\Sigma^-}| = 0.084 \pm 0.005 \text{ (stat.)} \pm 0.007 \text{ (syst.)} \pm 0.003 \text{ (extrap.)}. $$

The same result is obtained if isospin symmetry is not assumed and a straight average of the three rates is performed. The present results are consistent with the overall $\Sigma^\pm$ and $\Sigma^0$ rates quoted in ref. [7] by the DELPHI Collaboration.

<table>
<thead>
<tr>
<th>particle</th>
<th>DELPHI</th>
<th>OPAL</th>
<th>JETSET 7.4</th>
<th>HERWIG 5.6</th>
<th>Therm. Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma^+$</td>
<td>-</td>
<td>0.099 ± 0.015</td>
<td>0.072</td>
<td>0.072</td>
<td>0.077</td>
</tr>
<tr>
<td>$\Sigma^0$</td>
<td>0.070 ± 0.014</td>
<td>0.071 ± 0.018</td>
<td>0.073</td>
<td>0.056</td>
<td>0.077</td>
</tr>
<tr>
<td>$\Sigma^-$</td>
<td>-</td>
<td>0.083 ± 0.011</td>
<td>0.067</td>
<td>0.060</td>
<td>0.069</td>
</tr>
<tr>
<td>$\frac{1}{2}(\Sigma^+ + \Sigma^-)$</td>
<td>0.085 ± 0.031</td>
<td>0.087 ± 0.009</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\frac{1}{3}(\Sigma^+ + \Sigma^0 + \Sigma^-)$</td>
<td>0.073 ± 0.013</td>
<td>0.084 ± 0.009</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Inclusive $\Sigma$ yields in the data compared with published results of other LEP experiments [7], with Monte Carlo models and the thermodynamical model of ref. [18]. For the evaluation of the combined rates, isospin symmetry is assumed.

In ref. [6], the rates of other strange baryons are compared to the prediction of the JETSET di-quark model as implemented in JETSET. It was found that the model could not simultaneously describe the production rates of all $J^P = \frac{3}{2}^+$ baryons. With the present measurement of the $\Sigma$ production rate, it is possible to study the extra suppression of strangeness in di-quarks in both the $J^P = \frac{1}{2}^+$ decuplet and $J^P = \frac{3}{2}^+$ octet. We consider the following double ratio, which should be close to 1 if the suppression of all strange quarks is the same in $J^P = \frac{1}{2}^+$ and $J^P = \frac{3}{2}^+$ $\Sigma$ and $\Xi$ baryons:

$$r = \frac{(\bar{n}_\Xi - BR(\Xi^*(1530) \rightarrow \Xi) \times \bar{n}_\Xi^*(1530))}{(\bar{n}_\Sigma - BR(\Sigma^*(1385) \rightarrow \Sigma) \times \bar{n}_\Sigma^*(1385))} \times \frac{\bar{n}_\Sigma^*(1385)}{\bar{n}_\Sigma^*(1530)}. $$ (2)
The ratio $r$ is calculated taking into account corrections to the rates of the $\Xi$ and $\Sigma$ due to the feed-down from the corresponding $J = \frac{3}{2}$ state ($BR(\Sigma^*(1385) \to \Sigma) = 0.12$, and $BR(\Xi^*(1530) \to \Xi) = 1$ [14]). According to JETSET, the effect of other feed-down decays is small.

Our measurement, combined with the recent OPAL measurements of other strange baryon rates [6], yields an $r$ value of $0.83 \pm 0.13$. This number is consistent with the ratios computed from the measurements at a centre-of-mass energy of 10 GeV [4] ($r = 0.92 \pm 0.48$ on the $\Upsilon$, and $0.86 \pm 0.51$ on the continuum), and from the results of the DELPHI collaboration [7] ($1.38 \pm 0.41$), with a substantially smaller error.

Our measured ratio is substantially smaller than the prediction of 2.5 from JETSET 7.4. That prediction is not affected appreciably by variation of the parameters controlling $i)$ the di-quark creation probability, $ii)$ the overall suppression of strangeness, $iii)$ the suppression of spin-1 diquarks, or $iv)$ the popcorn mechanism. However, it is almost inversely proportional to the value of the parameter controlling $v)$ the extra suppression of strange quarks within di-quarks. Within the simplest implementation of the di-quark model in JETSET, the measured ratio is incompatible with any sizeable extra suppression of strange quarks within di-quarks. In HERWIG, there is no extra suppression mechanism for $s$ quarks in baryons, and it predicts a ratio of 1.1. However, HERWIG cannot reproduce the observed rates of the individual baryons, while JETSET with a proper tune of parameters $i)$ to $v)$ can reproduce at least three of the four rates. The failure of JETSET to reproduce the combined ratio of the $\Sigma, \Xi, \Sigma^*(1385)$ and $\Xi^*(1530)$ may indicate that the extra suppression of strangeness in di-quarks is not the most effective way to reproduce the production rates of strange baryons.

8 Summary

The production rates of the $J^P = \frac{1}{2}^+$ octet $\Sigma$ baryons in hadronic $Z^0$ decays have been measured using the OPAL detector at LEP. The inclusive production rates of the three isospin states have been separately measured for the first time, and are

\[
\begin{align*}
n_{\Sigma^+} & = 0.099 \pm 0.008 \pm 0.013 \\
n_{\Sigma^0} & = 0.071 \pm 0.012 \pm 0.013 \\
n_{\Sigma^-} & = 0.083 \pm 0.006 \pm 0.009,
\end{align*}
\]

where the first error is statistical, and the second systematic, including the uncertainty in the extrapolation for the unobserved baryon energy range. These rates are consistent with the expectations of both the JETSET 7.4 and HERWIG 5.5 event generators. Within errors, the shape of the $x_E$ distributions is well described by JETSET and HERWIG. If full isospin symmetry is assumed in the production of the 3 states, the extrapolation error is minimised due to the different $x_E$ bins covered by the analysis, and the average inclusive rate is:

\[
\bar{n}_\Sigma = \frac{1}{3} [n_{\Sigma^+} + n_{\Sigma^0} + n_{\Sigma^-}] = 0.084 \pm 0.005 \text{ (stat.)} \pm 0.008 \text{ (syst.)}.
\]

\footnote{Respectively, the parameters PARJ(1), PARJ(2), PARJ(4) and PARJ(5) in JETSET.}

\footnote{The parameter PARJ(3) in JETSET, whose default value is 0.4.}
This rate, combined with the recent measurements of the $\Sigma^*$, $\Xi$ and $\Xi^*$ baryons [6], is incompatible with the sizeable extra suppression of strangeness in diquarks that is present in the default versions of the di-quark model of JETSET [1].
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