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Abstract

An improved test of $CP$ invariance in the reaction $e^+ e^- \rightarrow \tau^+ \tau^-$ on the $Z^0$ peak is performed using the data sample recorded between 1991 and 1995 with the OPAL detector at LEP. Optimal observables, requiring the reconstruction of the $\tau$ flight direction and spin, have been used for different final state topologies. From the non-observation of $CP$ violation we derive 95% confidence level upper limits on the real and imaginary parts of the weak dipole moment of the $\tau$ lepton of $|Re(d^\tau_{W}(m^2_{\tau}))| < 5.6 \times 10^{-18} \, e \, cm$ and $|Im(d^\tau_{W}(m^2_{\tau}))| < 1.5 \times 10^{-17} \, e \, cm$, respectively.
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1 Introduction

\( \mathcal{C} \mathcal{P} \) violation, where \( \mathcal{C} \) denotes charge conjugation and \( \mathcal{P} \) the parity transformation, is one of the necessary ingredients to describe the baryon asymmetry in the universe [1]. Its understanding is one of the main challenges of elementary particle physics today. So far, a manifestation of \( \mathcal{C} \mathcal{P} \) violation has only been found in the decays of neutral kaons [2]. In the Standard Model of electroweak interactions \( \mathcal{C} \mathcal{P} \) violation is introduced by a complex phase in the quark mixing (CKM) matrix [3]. This description will be studied in the b-quark sector in the near future by several experiments. It is, however, not yet clear if \( \mathcal{C} \mathcal{P} \) violation as described by the Standard Model can also explain the observed baryon asymmetry in the universe or if additional sources of \( \mathcal{C} \mathcal{P} \) violation must be introduced [4].

Experimentally it is instructive to test the Standard Model (SM) by looking for new \( \mathcal{C} \mathcal{P} \) phenomena studying reactions for which the Standard Model does not predict any measurable effect. For the production of fermion pairs through \( Z^0 \) exchange the \( \mathcal{C} \mathcal{P} \) violating amplitudes of the Standard Model, governed by higher-order corrections involving CKM phases, have been estimated to be less than \( 10^{-7} \times T_{SM} \) [5], where \( T_{SM} \) denotes the Standard Model amplitude. An observation of \( \mathcal{C} \mathcal{P} \) violation in \( Z^0 \to \tau^+ \tau^- \) would therefore indicate new physics beyond the Standard Model.

There are several advantages in using the decay \( Z^0 \to \tau^+ \tau^- \) to test \( \mathcal{C} \mathcal{P} \) invariance. Firstly, in many \( \mathcal{C} \mathcal{P} \) violating extensions of the Standard Model the new couplings parametrized by \( \mathcal{P} \) and \( \mathcal{T} \) (time reversal) violating dipole moments of the fermions are proportional to the masses of the fermions involved. This occurs because chirality flipping form factors are required for a \( \mathcal{C} \mathcal{P} \) violating interaction. In multi-Higgs models [6] the magnitude of the dipole moment \( d \) of heavy fermions scales with the third power \(^3\) of the fermion mass, \( d \propto m^3 \), while leptoquark models [8] predict the ratio of the lepton dipole moments to be \( d_e : d_\mu : d_\tau = m_e m_\mu^2 : m_\mu m_\tau^2 : m_\tau m_e^2 \). Secondly, to be sensitive to a \( \mathcal{C} \mathcal{P} \) asymmetry the spin correlations of the final state fermions must be measured. For the case of leptons this is most easily accessible for the short lived \( \tau \) for which information about the spins can be extracted from the four-momenta of the \( \tau \) decay products.

New \( \mathcal{C} \mathcal{P} \) violating physics can be described by an effective Lagrangian in a model independent way as suggested by Bernreuther et al. [5]. The strength of the new interaction is governed by electric and weak dipole form factors which are, most generally, complex. Neglecting the contribution from one-photon annihilation at the \( Z^0 \) peak this ansatz has only one parameter, \( d^e_r (m^2_\tau) \), termed the weak dipole moment of the \( \tau \) lepton. At the Born level, \( \mathcal{C} \mathcal{P} \) violation arises from the interference of the SM amplitude \( T_{SM} \) with the \( \mathcal{C} \mathcal{P} \) violating amplitude \( T_{\mathcal{C} \mathcal{P}} \). Only the interference term is \( \mathcal{C} \mathcal{P} \)-odd. The \( \mathcal{C} \mathcal{P} \)-even \( |T_{\mathcal{C} \mathcal{P}}|^2 \) is of order \( |d^e_r (m^2_\tau)|^2 \) and contributes to the partial width \( Z^0 \to \tau^+ \tau^- \) [8], a fact which can also be used to determine \( |d^e_r (m^2_\tau)|^2 \). This, however, does not constitute a test of \( \mathcal{C} \mathcal{P} \) invariance. The interference term can be split into two parts, \( 2 \text{Re}(T_{\mathcal{C} \mathcal{P}}) = \text{Re}(d^e_r)M^\text{Re}_{\mathcal{C} \mathcal{P}} + \text{Im}(d^e_r)M^\text{Im}_{\mathcal{C} \mathcal{P}} \), which are proportional to the real and imaginary parts of the weak dipole moment, respectively. The squared matrix elements, \( M^\text{Re}_{\mathcal{C} \mathcal{P}} \) and \( M^\text{Im}_{\mathcal{C} \mathcal{P}} \), are further explained below. Contributions to the imaginary part of \( d^e_r \) are related to absorptive parts in the \( \mathcal{C} \mathcal{P} \) violating interaction. A more detailed discussion on the formalism can be found in [9].

Direct tests of \( \mathcal{C} \mathcal{P} \) invariance in \( e^+ e^- \to \tau^+ \tau^- \) exploiting the interference term have so far been published by OPAL [10, 11] and ALEPH [12], leading to upper limits on the weak dipole moment. In ref. [11] optimal observables were used for the first time to set limits on the real and imaginary parts of \( d^e_r (m^2_\tau) \) separately. In this paper we present an analysis which is similar to that of ref. [11] but includes several improvements resulting in a greater sensitivity. For the most of the data sample the implementation of a new microvertex detector [13] allows the full reconstruction of the \( \tau \) flight direction for hadronic \( \tau \) decays without neutral hadrons in the final state. A new reconstruction algorithm for photons and neutral pions has been used to improve the identification of the various decay modes of the \( \tau \). Finally, the event sample has more than doubled. We restrict the present discussion to the main improvements with respect to the previously published results [11] to which we also refer for further details.

\(^1\text{For light fermions the dominant contribution to } d \text{ is a two-loop effect [7].}\)
2 Determination of $d_w^\tau$ using Optimal $\mathcal{CP}$-odd Observables

$\mathcal{CP}$ invariance of the $\tau$-pair production process at LEP is tested using $\mathcal{CP}$-odd observables constructed from the measured momenta and energies of the $\tau$ decay products. If $\tau$-pair production respects $\mathcal{CP}$ symmetry then the expectation values of these observables must vanish, i.e. $\langle O \rangle = 0$. Any significant observed deviation from zero implies $\mathcal{CP}$ violation.

$\mathcal{CP}$-odd observables differ from each other by their transformation property under time reversal $T$. The mean values of $\mathcal{CP}$- and $T$-odd observables, $\langle O^T - \rangle$, are proportional to $\mathrm{Re}(d_w^\tau)$ and those of $\mathcal{CP}$-odd and $T$-even ones, $\langle O^T + \rangle$, to $\mathrm{Im}(d_w^\tau)$:

$$\langle O^T - \rangle_{AB} = \langle O^{\mathrm{Re}} \rangle_{AB} = \frac{m_e}{e} \cdot c_{AB} \cdot \mathrm{Re}(d_w^\tau)$$
$$\langle O^T + \rangle_{AB} = \langle O^{\mathrm{Im}} \rangle_{AB} = \frac{m_e}{e} \cdot f_{AB} \cdot \mathrm{Im}(d_w^\tau)$$

where $e$ denotes the magnitude of the electron charge.

The dimensionless constants $c_{AB}$ and $f_{AB}$, henceforth called sensitivities, differ for the specific decay channels of the taus, A and B. In the early analyses [10, 12] $\mathcal{CP}$-odd observables termed $T_{33}$ or $\bar{T}_{33}$ were constructed from the momenta and energies of the final state particles. Optimal observables [14, 15, 16] allow the measurement of the weak dipole moment with the highest statistical precision by maximizing the signal-to-noise ratio. Neglecting contributions of order $|d_w^\tau|^2$ in the cross-section, the optimal observables are given by:

$$O^{\mathrm{Re}} = \frac{\mathcal{M}_{\mathcal{CP}}^{\mathrm{Re}}}{\mathcal{M}_{SM}} \quad , \quad O^{\mathrm{Im}} = \frac{\mathcal{M}_{\mathcal{CP}}^{\mathrm{Im}}}{\mathcal{M}_{SM}} .$$

Here $\mathcal{M}_{SM}$ denotes the squared Standard Model matrix element and $\mathcal{M}_{\mathcal{CP}}^{\mathrm{Re}}$ and $\mathcal{M}_{\mathcal{CP}}^{\mathrm{Im}}$ are the $\mathcal{CP}$ violating contributions to the squared amplitude as mentioned in the introduction. The computation of $\mathcal{M}_{SM}$, $\mathcal{M}_{\mathcal{CP}}^{\mathrm{Re}}$ and $\mathcal{M}_{\mathcal{CP}}^{\mathrm{Im}}$ requires an estimation of the $\tau$ flight and spin directions for which analytic expressions [17] are given in the appendix. It has been shown [16] that the mean value of the distribution of the observables $\langle O \rangle$ contains the maximum information on the weak dipole moment.

3 Event Selection

The data were collected with the OPAL detector at LEP between 1991 and 1995 at centre of mass energies around the $Z^0$ peak and correspond to an integrated luminosity of 153 pb$^{-1}$ or about 190 000 produced $\tau$-pair events. A detailed description of the detector is given elsewhere [13, 18, 19]. Because the event selection efficiency and purity for the various $\tau$ decay modes and also the sensitivities depend on $\cos \theta$, where $\theta$ is the angle between the event thrust axis and the beam, the solid angle of the detector has been divided into three regions, termed ‘barrel’($|\cos \theta| < 0.68$), ‘overlap’($0.68 < |\cos \theta| < 0.76$), and ‘endcaps’($0.76 < |\cos \theta| < 0.95$).

The event selection is performed in two steps. First, $\tau$-pairs are selected from the $Z^0$ decays and, second, decay modes are assigned independently to each of the two $\tau$ leptons per event. Neglecting initial and final state radiation the two $\tau$'s are produced back-to-back with an energy equal to the beam energy. The typical event topology therefore is that of two narrow particle jets of low multiplicity in opposite hemispheres. Two cones with an opening angle of 35$^\circ$ around the centre of the $\tau$ jets, defined by the thrust axis, usually contain all particles from the $\tau$ decay. Tau pairs have been selected using the procedure as described in [20], but in addition exactly two cones with net charges $-1$ and $+1$, and a total momentum of less than 90% of the centre of mass energy have been demanded to reject $\mu$-pair and Bhabha scattering events. Only 1-1, 1-3 and 3-3 track topologies have been considered.

Each $\tau$ cone is independently analysed to classify its decay mode. A maximum likelihood method is employed to identify the various $\tau$ decay channels as described in [11]. Only events where both tau candidates are identified as one of the following decay modes are kept:

4
\[ \tau \xrightarrow{1-\text{prong}} \nu_\tau + e\nu_e, \mu\nu_\mu, \pi(K), \pi(K)\pi^0 \quad \text{or} \quad \tau \xrightarrow{3-\text{prong}} \nu_\tau + 3\pi. \]

Largely the same variables as described in [11] have been used with some improvements. In the 1-prong case observables used in the likelihood include the total energy in the cone observed in the electromagnetic calorimeter (ECAL) divided by the track momentum, the ECAL energy unassociated with the charged track and electromagnetic cluster shapes as seen in the ECAL and the presampler. The number and energies of photon candidates, constructed using the Maximum Entropy Method [21], as well as invariant masses calculated from various combinations of these photon candidates and the charged track were used to define additional likelihood variables. Finally, the ionization energy loss of the charged track seen in the tracking detector (dE/dx) and the number of hits in the outer regions of the HCAL and the muon chambers were also used in the likelihood.

For 3-prong decays the likelihood was constructed including variables based on the total energy in the cone observed in the ECAL divided by the sum of the track momenta, the probability for each track in the cone to be a pion or an electron derived from dE/dx measurements, the quality of a fit of the three tracks to a common vertex and the sum of the energies of any photon candidates, defined as described above, not associated to a charged track.

Table 1 shows the probabilities of classifying a certain decay channel as one of the channels considered. Note that the row and column sums do not add up to one because the table does not contain all the channels considered in the likelihood classification. Photon conversions are, for example, omitted from the table.

<table>
<thead>
<tr>
<th>Monte-Carlo</th>
<th>identification probabilities (%)</th>
<th>barrel</th>
<th>overlap</th>
<th>endcaps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-prong</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>95.3</td>
<td>0.0</td>
<td>0.4</td>
<td>1.2</td>
</tr>
<tr>
<td>(\pi)</td>
<td>0.5</td>
<td>92.3</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>(\rho)</td>
<td>1.6</td>
<td>23.0</td>
<td>9.6</td>
<td>3.2</td>
</tr>
<tr>
<td>(a_1 \rightarrow 2\pi^0)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.7</td>
<td>21.9</td>
</tr>
<tr>
<td>3-prong</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a_1 \rightarrow 3\pi)</td>
<td>69.2</td>
<td>11.7</td>
<td>69.0</td>
<td>12.7</td>
</tr>
<tr>
<td>(3\pi\pi^0)</td>
<td>23.6</td>
<td>47.4</td>
<td>27.1</td>
<td>43.3</td>
</tr>
</tbody>
</table>

Table 1: Identification probabilities of the maximum likelihood selection.

Accurate knowledge of the purities and misidentification probabilities is important for the determination of the sensitivities (see section 5). The uncertainties arising from disagreements between the detector simulation and the data are estimated by comparing reference distributions for the various decay channels for data and Monte Carlo. The data reference samples were created making no use of the information from the detector component which provided the variable to be checked. The systematic errors on the purities were then estimated by reweighting the reference distributions forcing agreement with the data. The full difference in the purities when comparing the decay mode identification with unsmeared and with smeared reference distributions has been accounted for in the systematic error on the purities (c.f. table 2).

The contribution of non-\(\tau\) background in the different decay channels and detector regions is determined by Monte Carlo studies. The background in the 1-3 and 3-3 topologies is less than 0.5\%, mostly coming from multihadron events. In 1-1 topologies containing hadrons the background is typically (0.2 - 4.2)% rising up to 20% for fully leptonic 1-1 events in the endcaps. The influence of the background and its impact on the different decay channels and detector regions has been taken into account in calculating the sensitivities (see section 5). The results are found to be insensitive to variations in the non-\(\tau\) background of \(\pm 100\%\).
4 Tau Flight and Tau Spin Directions

The $\tau$ flight direction cannot usually be measured directly because at least one unobserved neutrino appears in the decay. However, in the case of two-body $\tau$ decays and under the assumption of back-to-back $\tau$-pair production, one can reconstruct the direction of the parent $\tau$ from the four-momenta of the $\tau$ daughter particles up to a twofold ambiguity [22]. Three different cases must be considered in the reconstruction (see appendix B): (a) both taus decay to charged hadrons only, (b) the taus decay to hadrons with at least one neutral hadron, and (c) at least one tau decays to leptons only. In case (a) the $\tau$ flight direction can be completely reconstructed and the ambiguity can be resolved [22] for the major part of the data by making use of the precise space point measurements provided by OPAL’s 3-coordinate microvertex detector [13] installed in 1993. For $\tau^+\tau^- \rightarrow \pi^+\nu_e \pi^-\nu_e$ events the direction ambiguity can be resolved in about 80% of the cases. Out of those the correct solution is found with 77% probability. If the ambiguity cannot be resolved and in cases (b) and (c) both possible solutions are used to calculate two values for $\xi$, which are then averaged. The precision with which the $\tau$ flight direction can be reconstructed with and without resolving the ambiguity is compared in fig. 1.

Table 2: Purities of the maximum likelihood selection for identified $\tau$ pairs. The first error denotes the uncertainty due to the limited Monte Carlo statistics, the second error arises from the effect of the smearing.

<table>
<thead>
<tr>
<th>decay channel</th>
<th>barrel purity (%)</th>
<th>overlap purity (%)</th>
<th>endcaps purity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e\nu_e$</td>
<td>97.7 ± 0.1 ± 0.1</td>
<td>96.8 ± 0.3 ± 0.2</td>
<td>96.8 ± 0.2 ± 0.3</td>
</tr>
<tr>
<td>$\mu\nu_\mu$</td>
<td>97.8 ± 0.1 ± 0.1</td>
<td>96.3 ± 0.4 ± 0.2</td>
<td>95.3 ± 0.2 ± 1.2</td>
</tr>
<tr>
<td>$\pi (K)$</td>
<td>78.3 ± 0.5 ± 1.4</td>
<td>71.8 ± 1.1 ± 0.8</td>
<td>66.7 ± 0.5 ± 0.9</td>
</tr>
<tr>
<td>$\rho (K^*)$</td>
<td>82.4 ± 0.4 ± 0.3</td>
<td>78.6 ± 0.8 ± 0.5</td>
<td>77.0 ± 0.5 ± 0.8</td>
</tr>
<tr>
<td>$\rho^{3-prong}$</td>
<td>77.2 ± 0.5 ± 1.0</td>
<td>75.2 ± 1.3 ± 0.8</td>
<td>75.5 ± 0.8 ± 3.3</td>
</tr>
</tbody>
</table>

Figure 1: Reconstruction of the $\tau$ flight direction. Shown is the distribution of the angle $\Delta$ between the reconstructed and the true $\tau$ direction in three dimensions found from simulated events. In (a) the ambiguity has been resolved, while in (b) an average of the two possible solutions is taken for the same events.
The spin vectors $S$ in the two $\tau$ rest frames are estimated from the measured momenta of the $\tau$ decay products. The partial decay width for any decay mode is given by the expression [23]

$$d\Gamma \propto 1 + h \cdot S,$$

(4)

where $h$ is the so-called polarimeter vector which is a function of the momenta and energies of the $\tau$ daughters and of the $\tau$ flight direction. For a given spin vector $S$ the configuration with $h$ pointing in the direction of $S$ is the most likely one. Thus the best estimate of the spin direction is the direction of $h$ for which $d\Gamma$ is maximal. Spin and polarimeter vectors for the different decay modes have been calculated in [14, 24] and are given in appendix C. For a perfect detector the spin analysing power would be the same for all hadronic $\tau$ decays. Due to the reconstruction quality and the detector resolution the sensitivities are lower than the ideal values, particularly for decays including neutral pions. They also vary between the different decay channels (see section 5). For leptonic decays the estimate of $S$ is much less efficient because two neutrinos escape undetected.

5 The Sensitivities

The better the spin analysing power and the quality of the reconstruction of the $\tau$ flight direction are for a given decay mode, the larger is the sensitivity of that final state to detect a possible $CP$ violating effect. The sensitivities $c_{AB}$ and $f_{AB}$ of eq. (1) and (2) are largest for those hadronic decays which allow a full reconstruction of the flight direction of the tau and they are smallest for leptonic tau decays.

In the following we successively determine (a) ‘pure’ sensitivities which already account for topological and kinematic cuts in the event selection, (b) ‘corrected’ sensitivities which take into account effects due to radiative corrections, uncertainties in $\sin^2\theta_W$, $m_Z$ and $m_{\tau}$ as well as the influence of finite energy and momentum resolution of the detector, and (c) ‘effective’ sensitivities which also include the effect of the background contamination in the selected event classes.

The ‘pure’ sensitivities are calculated using a Monte Carlo generator which includes a $CP$ violating amplitude on the generator level [24]. The ‘corrected’ sensitivities are determined by comparing the distribution of the observables using the particle four-momenta at MC-generator level with those using the momenta taken from the full detector simulation. A non-vanishing dipole moment is introduced into the Monte Carlo (KORALZ[26], TAUOLA [26]) including full detector simulation [27] by applying a reweighting method on an individual event basis transferring event weights from the generator level $CP$ Monte Carlo. The largest sensitivity loss is found for $\tau$ decays including neutral hadrons while the influence of radiative corrections and Standard Model parameters on $c_{AB}$ and $f_{AB}$ are found to be less than 1.5%. Finally, the ‘effective’ sensitivities are determined under the assumption that the non-$\tau$ background is $CP$ symmetric. For $e^+e^-$ and $\mu^+\mu^-$ pair production, in particular, it has been pointed out in [5] that the expectation values for all $CP$-odd observables are zero even if non-vanishing dipole moments of $e$ or $\mu$ exist. Background from the misidentification of $\tau$ decay channels reduces the sensitivities since non-optimal observables are being used in this case. The largest sensitivity reduction is observed when $\tau \rightarrow \nu_\tau$ is misidentified as $\tau \rightarrow \pi \nu_\tau$ and the neutral pion is ignored in calculating the observables. The systematic error includes the uncertainties in the determination of the background sources. Figure 2 shows the sensitivities $c_{AB}$ and $f_{AB}$ for all decay channels considered using the nomenclature defined above.

6 Test of the $CP$ Symmetry of the Detector

The $CP$ symmetry of the OPAL detector is vital for this measurement. Detector effects may cause systematic shifts of the expectation values of the observables $O_{AB}$ and can thus fake $CP$ violation or even hide a real $CP$ violation effect. The level of $CP$ symmetry of the detector must therefore be quantified and included in the systematic error of the measurement. Expanding the expressions of the $CP$ violating contributions to the squared amplitude in eq. (3) in polar coordinates one finds that the
Figure 2: Pure (including phase space cuts), corrected (including the finite resolution and detector effects) and effective (including the backgrounds) sensitivities $c_{AB}$ for the T-odd observables (top) and $f_{AB}$ for the T-even observables (bottom). Decay topologies which appear twice refer to different data taking periods, the first column being for the run periods 1991 and 1992 without resolving the ambiguity and the second for the run period 1993 - 1995, where the ambiguity is resolved using the information of the 3-coordinate microvertex detector.
leading terms of $M^{Re}_{CP}$ are proportional to $\sin(\phi^+ - \phi^-)$, where $\phi^\pm$ is the azimuthal angle of a given $\tau^\pm$ decay product ($e, \pi, \rho, a_1$), and the leading terms of $M^{Im}_{CP}$ are proportional to $\cos(\theta^+ - \theta^-)$, where $\theta^\pm$ is the decay product's polar angle. $CP$ violation can thus be faked by measuring particle directions systematically wrongly, caused for example by a misalignment of detector components such as a possible systematic rotation of the drift chamber end flanges or the endcaps or by systematically biased reconstruction algorithms. Other sources, which may lead to systematic shifts of the expectation values, are local detector defects or charge dependent identification probabilities.

In order to investigate these effects we have studied events for which non-vanishing expectation values of $O$ arising from a true $CP$ violation can be definitively excluded. Such events can be artificially constructed destroying the $\tau$ spin correlations by combining $\tau$ decays from different events with similar event topologies. In doing so, one must carefully avoid not to average out possible $CP$ biases of the detector, which, for example, would occur when events were simply mixed at random. We therefore combine a 1-prong tau decay (decay no. 1) in a given event with the $\tau$ decay cone from another event also recoiling against a 1-prong $\tau$ decay (decay no. 2) if and only if the tracks of decays no. 1 and no. 2 coincide within a small angle and have the same charge. For 3-prong decays the same requirement is made for the vector sum of the track momenta.

We have verified that the spin correlations are indeed destroyed by this procedure using simulated events which were generated with a non-vanishing dipole moment. A systematic, detector induced $CP$ asymmetry, however, survives this treatment as has been checked by introducing a systematic distortion of tracks in the detector.

Applying this mixing procedure to the data we find that the expectation values of all $CP$ observables are either consistent with zero or small and negligible compared to the measurement reported here. Quadratically adding the deviation of the mean value from zero with its error, using several hundred thousand artificial events for every decay channel, we conclude that the detector is $CP$ symmetric to a level of $|\text{Re}(d^w_{\tau})| < 0.5 \times 10^{-18} \text{ cm}$ and $|\text{Im}(d^w_{\tau})| < 0.9 \times 10^{-18} \text{ cm}$, respectively, at 95% confidence level. The influence of this possible detector imperfection on the ability to measure $d^w_{\tau}$ has been added to the systematic error. It constitutes the main contribution to the systematics of this measurement, but is small compared to the statistical precision.

7 Results and Conclusions

From the data samples recorded between 1991 and 1995 with OPAL, 69778 $\tau$-pair events have been selected in the decay channels used in this analysis. Employing equations (1) and (2) the real and imaginary parts of the weak dipole moment are determined from the mean values of the $CP$-odd observables for the different decay topologies and detector regions. In order to avoid effects of detector resolution tails on the measurements, the means are calculated in restricted regions of the values of the observables. These trim regions are defined such that the loss of sensitivity of the observable from excluding values outside the region is predicted by Monte Carlo to be minimal. The results are insensitive to the exact values of the trims. The measured dipole moments, separated by topology and detector region, are plotted in fig. 3. The systematic errors, which are also limited by finite statistics, are small compared to the statistical errors for the individual measurements. The final results are the error weighted averages of the individual measurements. The total systematic error includes the uncertainties in determining the sensitivities as well as the $CP$ symmetry of the detector. For the real and imaginary parts of the weak dipole moment we obtain

$$\text{Re}(d^w_{\tau}) = (0.72 \pm 2.46 \pm 0.24) \times 10^{-18} \text{ cm}$$
$$\text{Im}(d^w_{\tau}) = (0.35 \pm 0.57 \pm 0.08) \times 10^{-17} \text{ cm}$$

where the first error is statistical and the second due to systematic uncertainties. Both measurements are consistent with zero, resulting in the upper limits

$$|\text{Re}(d^w_{\tau})| < 5.6 \times 10^{-18} \text{ cm}$$
\[ |\text{Im}(d^w_\tau)| < 1.5 \times 10^{-17} \text{ cm} \]
\[ |d^w_\tau| < 1.6 \times 10^{-17} \text{ cm} \]

at 95\% confidence level which can be compared to the level of a few $10^{-19} \text{ cm}$ predicted by some models.

In order to assess the relative importance of this result one may consider models with a $CP$ violating Higgs sector [6] or with leptoquarks [8]. Assuming that weak and electric dipole moments can be directly compared and have roughly the same magnitude [6, 8], we have scaled the above result for $|d^w_\tau|$ with the ratio of fermion masses\(^2\) in table 3. For the case of the electron this simple scaling is an oversimplification. Other models [28] also exist which predict a weaker dependence on the mass of the fermion. Nevertheless, table 1 indicates that in terms of certain model expectations, the present limit on $d^w_\tau$ is more restrictive than existing measurements on the electric dipole moment of electron and muon, respectively.

Another useful assessment of our result can be obtained by defining an $\epsilon$ parameter as

\[ \epsilon_\tau \equiv \frac{\Delta \Gamma_{Z^0 \rightarrow \pi^+ \pi^-}}{\Gamma_{Z^0 \rightarrow \pi^+ \pi^-}} \text{, where } \Delta \Gamma_{Z^0 \rightarrow \pi^+ \pi^-} = \frac{|d^w_\tau|^2}{24\pi} m^3_\tau \left(1 - \frac{4m^2_\tau}{m^2_W}\right)^{3/2} \]

is the additional contribution to $\Gamma_{Z^0 \rightarrow \pi^+ \pi^-}$ due to the new $CP$ violating interaction. Using our limits on $|d^w_\tau|$ and on $|\text{Re}(d^w_\tau)|$ and $\Gamma_{Z^0 \rightarrow \pi^+ \pi^-} = (83.88 \pm 0.39) \text{ MeV}$ [29]\(^3\) one obtains

\[ \epsilon_\tau < 7.2 \times 10^{-3} \text{ using } |d^w_\tau| \text{ and } \epsilon_\tau < 8.9 \times 10^{-4} \text{ assuming } \text{Im}(d^w_\tau) = 0 \]

at 95\% C.L. The above limits on $\epsilon_\tau$ indicate that the precision of the test of $CP$ invariance in $Z^0 \rightarrow \pi^+ \pi^-$ has reached a level of one in thousand.

\(\text{Table 3: Comparison of limits on dipole moments from direct measurements with scaled limits from } |d^w_\tau| \text{ from this analysis for mass dependences as obtained in multi-Higgs models } (d_f \propto m^2_f) \text{ and in leptoquark models } (d_e : d_\mu : d_\tau = m_\tau m^2_e : m_\mu m^2_e : m_\tau m^2_e), \text{ respectively.} \)

\begin{center}
\begin{tabular}{|c|c|c|c|}
\hline
 & measured $d^{\text{electric}}$ [29] & predicted from $|d^w_\tau|$ multi-Higgs models & leptoquark models \\
\hline
Electron & $1.9 \times 10^{-18} \text{ cm}$ & $5 \times 10^{-28} \text{ e cm}$ & $5 \times 10^{-30} \text{ e cm}$ \\
Muon & $1.0 \times 10^{-18} \text{ cm}$ & $5 \times 10^{-21} \text{ e cm}$ & $5 \times 10^{-28} \text{ e cm}$ \\
\hline
\end{tabular}
\end{center}

\(^2\)The values used for the quark masses are $m_u = 5 \text{ MeV}$, $m_c = 1.3 \text{ GeV}$, $m_t = 180 \text{ GeV}$.

\(^3\)The value for $\Gamma_{Z^0 \rightarrow \pi^+ \pi^-}$ used here is $\Gamma_{\text{tot}} \times B_{\tau \tau}$ where $\Gamma_{\text{tot}} = 2496.3 \pm 3.2 \text{ MeV}$ is the total width as determined from a global SM fit (see ref. [29]).
Figure 3: Real part (top) and imaginary part (bottom) of the weak dipole moment of the tau for the different decay topologies and detector regions.
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Appendix A: Squared Amplitudes
Neglecting all terms proportional to the small neutral current vector couplings of leptons, $g_{\nu}$, in the $\tau$ pair spin density matrix [17], the leading terms of the squared amplitudes in eq. (3) are given by

\[ \mathcal{M}^{Re}_{CP} = (\hat{k} \cdot \hat{q}_e) \left( \hat{k} \times (S^+ - S^-) \right) \cdot \hat{q}_e \]

\[ \mathcal{M}^{Im}_{CP} = (\hat{k} \cdot \hat{q}_e) \left[ (\hat{k} \cdot S^-)(\hat{q}_e \cdot S^+) - (\hat{k} \cdot S^+)(\hat{q}_e \cdot S^-) \right] \]

\[ \mathcal{M}_{SM} = 1 + (\hat{k} \cdot \hat{q}_e)^2 + S^+ \cdot S^- (1 - (\hat{k} \cdot \hat{q}_e)^2) - 2(\hat{q}_e \cdot S^+)(\hat{q}_e \cdot S^-) \]

\[ + 2(\hat{k} \cdot \hat{q}_e) \left[ (\hat{k} \cdot S^+)(\hat{q}_e \cdot S^-) + (\hat{k} \cdot S^-)(\hat{q}_e \cdot S^+) \right] . \]

Here $\hat{q}_e$ is the direction of the incoming electron, $\hat{k}$ the flight direction of the $\tau^+$, and $S^\pm$ are the spin vectors of the $\tau^\pm$ leptons in their respective rest systems.

Appendix B: Tau Flight Direction
Considering the reaction $e^+e^- \rightarrow \tau^+(\hat{k}) \tau^-(-\hat{k}) \rightarrow A^+(E_A,p_A)B^-(E_B,p_B) \nu_\tau \bar{\nu}_\tau$ the direction unit vector of the $\tau^+$ is given by:

\[ \hat{k} = u\hat{p}_A + v\hat{p}_B \pm w \frac{(p_A \times p_B)}{|p_A \times p_B|} , \]

where hats denote unit momenta in the laboratory frame. The two solutions differ only by the sign of the component $w$ perpendicular to the decay plane. $u$, $v$ and $w$ can be calculated as

\[ u = \frac{\cos \theta_A + \hat{p}_A \cdot \hat{p}_B \cos \theta_B}{1 - (\hat{p}_A \cdot \hat{p}_B)^2} \]

\[ v = -\frac{\cos \theta_B + \hat{p}_A \cdot \hat{p}_B \cos \theta_A}{1 - (\hat{p}_A \cdot \hat{p}_B)^2} \]

\[ w = \sqrt{1 - u^2 - v^2 - 2uv(\hat{p}_A \cdot \hat{p}_B)} , \]

where $\theta_{A/B}$ is the angle between the tau momenta and the momenta of the daughters $A, B$. 
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Three different cases must be considered in the reconstruction.

(i) **Both taus decay to charged hadrons only.**
For event topologies including the decays $\tau \rightarrow \pi^\pm \nu_\tau$ or $\tau \rightarrow 3\pi^\pm \nu_\tau$ in both hemispheres the ambiguity can be resolved by calculating the vector of the minimal distance in space, $d_{\text{min}}$, between the tracks of the $\tau$ products as proposed by Kühn [22]. The orientation of $d_{\text{min}}$ relative to the normal to the decay plane determines the sign of $w$ and thus allows the calculation of the correct solution for the $\tau$ direction. For 3-prong decays the momentum sum vector together with the vertex information of the three tracks is used for this construction. The information from the new, 3-coordinate silicon microvertex detector [13], which provides very precise space point measurements close to the interaction point in $r$-$\phi$ and $z$, allows the correct solution to be found with an efficiency substantially larger than 50%, which is the value if no reconstruction is attempted.

(ii) **Both taus decay to hadrons, but at least one neutral hadron is contained in the final state.**
For these topologies the $\tau$ direction can be calculated up to the twofold ambiguity as mentioned above. The ambiguity cannot be resolved because the flight path (in space) of the neutral hadrons cannot be reconstructed with the required accuracy.

(iii) **One or both taus decay to leptons only.**
In this case the equation for $\cos \theta_{A/B}$ is not quite correct but includes instead the invariant mass of the two unobserved neutrinos in the numerator. Because the latter cannot be measured we neglect this mass here and perform an approximate reconstruction.

### Appendix C: Spin Formulae

The four-momenta of the taus are denoted by: $k^\pm = (E_\tau, \pm k)$.

- $\tau \rightarrow \ell \nu_\tau$

\[
S^\pm_{\tau \rightarrow \ell \nu_\tau} = \pm \frac{(m_\tau p_\ell \pm (E_\ell \pm (p_\ell \cdot k)/(E_\tau + m_\tau))k) (4p_\ell \cdot k^\pm - m_\tau^2 - 3m_\ell^2)}{p_\ell \cdot k^\pm (3m_\tau^2 + 3m_\ell^2 - 4p_\ell \cdot k^\pm) - 2m_\tau^2 m_\ell^2}
\]

where $p_\ell = (E_\ell, p_\ell)$ is the four-momentum of the outgoing lepton. Note that the form of this expression is somewhat different than that used, incorrectly, in ref. [11]. The results obtained in ref [11] remain valid, however, as the incorrect calculation used there only reduces the sensitivity of the leptonic observable compared to the optimal value which is obtained from the correct form of $S^\pm_{\tau \rightarrow \ell \nu_\ell}$ given above.

- $\tau \rightarrow \pi \nu_\tau$

\[
S^\pm_{\tau \rightarrow \pi \nu_\tau} = \mp \frac{2}{m_\tau^2 - m_\pi^2} \left( \mp m_\tau p_{\pi \pm} + \frac{m_\tau^2 + m_\pi^2 + 2m_\tau E_{\pi \pm}}{2(E_\tau + m_\tau)}k \right)
\]

where $p_{\pi \pm} = (E_{\pi \pm}, p_{\pi \pm})$ is the pion’s four-momentum.

- $\tau \rightarrow \mu \nu_\tau \rightarrow \pi^0 \nu_\mu$

\[
S^\pm_{\tau \rightarrow \pi^0 \nu_\mu} = \mp \frac{(H^\pm)^0 k + m_\tau H^\pm + k (k \cdot H^\pm)/(E_\tau + m_\tau)}{(k^\pm \cdot H^\pm) - m_\pi^2 (p_{\pi \pm} - p_{\pi^0})^2}
\]
with

\[(H^\pm)\nu = 2(p_{\tau^\pm} - p_{\tau^0})^\nu(p_{\tau^\pm} - p_{\tau^0})^\mu (k_\pm)_{\mu} + (p_{\tau^\pm} + p_{\tau^0})^\nu(p_{\tau^\pm} - p_{\tau^0})^2\]

where \(p_{\tau^\pm}\) and \(p_{\tau^0}\) are the four-momenta of charged and neutral pion.

\[
\bullet \ \tau \rightarrow \alpha_1 \nu_\tau \rightarrow \pi \pi \nu_\tau
\]

With the following notations

\[
\tau^\pm(0) \rightarrow a_{\tau}^\pm(Q) \nu_\tau(q), \ a_{\tau}^\pm(Q) \rightarrow \pi^\pm(p) \pi^\pm(p_1) \pi^\pm(p_2), \ u_{1/2} = (p + p_{1/2})^2
\]

in the tau rest-frame we get:

\[
S_{\tau}^\pm - S_{\tau} = \mp \frac{P}{p_0}
\]

where

\[
P^\mu = \text{Re}(\text{BW}(u_{\alpha_1})\text{BW}(u_{\alpha_2}))^* (2m_\tau h_1^0 h_1^\mu - q^0(h_1^2))
\]
\[
+ \text{Re}(\text{BW}(u_{\alpha_2})\text{BW}(u_{\alpha_2}))^* (2m_\tau h_2^0 h_2^\mu - q^0(h_2^2))
\]
\[
+ 2\text{Re}(\text{BW}(u_{\alpha_1})\text{BW}(u_{\alpha_2}))^*(m_\tau(h_1^0 h_2^0 + h_2^0 h_1^0) - q^0 h_1^0 h_2^0)
\]
\[
+ 2\text{Im}(\text{BW}(u_{\alpha_2})\text{BW}(u_{\alpha_2}))^\mu F^\mu
\]

\[
F^\mu = -\begin{pmatrix}
q^0 g^{23} + q^0 g^{31} + q^0 g^{12}
q^0 g^{23} + q^0 g^{30} + q^0 g^{02}
q^0 g^{03} + q^0 g^{31} + q^0 g^{10}
q^0 g^{20} + q^0 g^{01} + q^0 g^{12}
\end{pmatrix}
\]

\[
h_{1/2}^\mu = (p - p_{1/2})^\mu - Q^\mu\left(\frac{Q^\nu(p - p_{1/2})}{Q^2}\right)
\]

\[
g_{\mu\nu} = h_1^\mu h_1^\nu - h_2^\mu h_2^\nu
\]

with the Breit-Wigner propagator:

\[
\text{BW}(u) = \frac{m_\rho^2}{m_\rho^2 - u - i\sqrt{u} \Gamma(u)}
\]

and the momentum dependent, p-wave corrected width:

\[
\Gamma(u) = \Gamma_{\rho} \frac{m_\rho^2}{u} \left(\frac{u - 4m_\tau^2}{m_\rho^2 - 4m_\tau^2}\right)^{3/2}
\]
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