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Abstract

We present the first measurement of the ratio $R_\lambda$ defined as

$$R_\lambda = \frac{\text{BR}(A_b \to \lambda \ell X)}{\text{BR}(A_b \to \lambda X)}$$

where $A_b$ denotes all weakly decaying $b$ baryons and $\ell$ represents the average of electrons and muons. Using all hadronic $Z^0$ decay events collected with the OPAL detector near the $Z^0$ resonance, we measure

$$R_\lambda = (7.0 \pm 1.2 \pm 0.7)\%.$$ 

We also measure

$$f(b \to A_b) \cdot \text{BR}(A_b \to \lambda X) = (3.93 \pm 0.46 \pm 0.37)\%,$$

$$f(b \to B) \cdot \text{BR}(B \to \lambda X) = (1.94 \pm 0.28 \pm 0.24)\%,$$

and

$$\text{BR}(b \to \lambda X) = (5.87 \pm 0.46 \pm 0.48)\%.$$ 

In all cases, the uncertainties shown are statistical and systematic, respectively.
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1 Introduction

Recent measurements have shown that there is a larger than expected lifetime difference between b baryons and B mesons. The average b baryon lifetime is $1.14 \pm 0.08$ ps [1] whereas the $B^0$ lifetime is $1.56 \pm 0.06$ ps [1]. The lifetime difference is expected to arise due to decay amplitudes that directly involve the light quarks (the so-called "non-spectator amplitudes"). So far, however, no theoretical calculation has been able to account for a difference in the lifetime ratio smaller than approximately 0.9 [2, 3], compared to the measured value of $0.731 \pm 0.058$. Since lifetimes and branching fractions are related, an independent way to probe the effects of non-spectator diagrams is to measure the semileptonic branching fractions for the different b hadrons.

Recent calculations which include higher-order perturbative corrections [4, 5] adequately reproduce the experimental results for the B meson semileptonic branching ratio, $BR_{SL}^B$. These corrections also predict a value for $n_c$ consistent with data [5], where $n_c$ is the average number of charmed hadrons produced per B decay. So far, no theoretical prediction has been published for the inclusive b baryon semileptonic branching fraction. Calculations exist for exclusive channels, such as $BR(\Lambda_b^0 \to \Lambda_c \ell \nu)$ where a prediction has been made for ground state b baryons within the relativistic quark model [6], placing the semileptonic decay rate for $\Lambda_b^0 \to \Lambda_c \ell \nu$ at $(5.1 \times 10^{10})$ s$^{-1}$. Using the measured $\Lambda_b^0$ lifetime [1], one obtains the exclusive semileptonic branching fraction $(5.8 \pm 0.4)\%$. The error shown reflects only the experimental uncertainty on the $\Lambda_b^0$ lifetime.

Given the observed difference in lifetimes between B mesons and b baryons, the semileptonic branching fraction of b baryons is expected to be significantly smaller than for B mesons. The semileptonic branching fraction for B mesons has been measured at the $\Upsilon(4S)$ resonance to be $BR_{SL}^B = (10.43 \pm 0.24)\%$ [1]. Using the results from [1] obtained above the B meson production threshold, one obtains $BR_{SL}^b = (11.13 \pm 0.29)\%$. In a more recent measurement, the L3 collaboration reports $BR_{SL}^b = (10.68 \pm 0.46)\%$ [7] also consistent with the world average. The b superscript indicates that the high-energy data correspond to a mixture of $B^\pm$, $B^0$, $B_s$ and b baryons as opposed to $B^\pm$ and $B^0$ only as at the $\Upsilon(4S)$ resonance. The production fractions of the different b hadron species near the $Z^0$ resonance is evaluated to be $(37.8 \pm 2.2)\%$ each for $B^\pm$ and $B^0$, $(11.2 \pm 1.9)\%$ for $B_s$, and $(13.2 \pm 4.1)\%$ for b baryons [1].
An estimate of the semileptonic branching fraction of b baryons can be obtained by scaling the measured semileptonic B meson and generic b hadron branching fractions by the lifetime ratios \( \frac{\tau_{b_{L5}}}{\tau_{b_{N5}}}, \) assuming \( \frac{\Gamma_{b_{L5}}}{\Gamma_{b_{N5}}} \) to be the same for all b hadrons [5], and given that the semileptonic branching ratio is \( \Gamma_{b_{L5}}/\Gamma_{b_{total}} \), one obtains:

\[
\text{BR}(\Lambda_b \rightarrow \ell X) = \frac{\tau_{\Lambda_b}}{\tau_b} \cdot \text{BR}_{SL}^B (7.5 \pm 0.6)\% \\
\text{BR}(\Lambda_b \rightarrow \ell X) = \frac{\tau_{\Lambda_b}}{\tau_b} \cdot \text{BR}_{SL}^b (8.2 \pm 0.6)\%
\]

where \( \Lambda_b \) denotes the admixture of all weakly decaying b baryons produced near the \( Z^0 \) resonance, \( \ell \) represents the average of electrons and muons, and \( b \) refers to all b hadrons.

This paper describes the measurement of the ratio

\[
R_{\Lambda\ell} = \frac{\text{BR}(\Lambda_b \rightarrow \Lambda \ell X)}{\text{BR}(\Lambda_b \rightarrow \Lambda X)}.
\]

If non-spectator amplitudes were negligible for all b hadrons, then

\[
R_{\Lambda\ell} = \frac{\text{BR}(\Lambda_b \rightarrow \ell X)}{\text{BR}(B \rightarrow \ell X)}.
\]

The extent to which \( R_{\Lambda\ell} \) and \( \text{BR}(B \rightarrow \ell X) \) differ depends on the magnitude of the non-spectator diagrams in b hadron decays.

Most of this paper concerns the evaluation of \( \text{BR}(\Lambda_b \rightarrow \Lambda X) \), the denominator in the calculation of \( R_{\Lambda\ell} \). We present a new method which allows the separation of \( \Lambda_b \rightarrow \Lambda X \) events from the main sources of background by imposing more restrictions on the nature of “X”, the rest of the decay products found with the \( \Lambda \). We require the presence of a \( \Lambda \) and another baryon\(^1\) in the event, and fit the two-dimensional distribution of the momentum spectra of these two baryons to extract the fraction of these events coming from \( \Lambda_b \rightarrow \Lambda X \) and \( B \rightarrow \Lambda X \) events. These fractions are later used in calculating both \( f(b \rightarrow \Lambda_b) \cdot \text{BR}(\Lambda_b \rightarrow \Lambda X) \) and \( f(b \rightarrow B) \cdot \text{BR}(B \rightarrow \Lambda X) \). The method used to determine \( \text{BR}(\Lambda_b \rightarrow \Lambda \ell X) \) in the numerator of \( R_{\Lambda\ell} \) has been described elsewhere [8, 9] and will only be mentioned briefly here.

2 The OPAL detector and Monte Carlo samples

The OPAL detector is described in reference [10]. The central tracking system is composed of a high-precision silicon microvertex detector, a precision vertex drift chamber, and a large volume jet chamber surrounded by a set of chambers that measure the \( z \)-coordinate\(^2\) ( \( z \)-chambers). These detectors are located inside a solenoid. The detectors outside the solenoid consist of a time-of-flight scintillator array and a lead glass electromagnetic calorimeter with a presampler, followed by a hadron calorimeter, consisting of the instrumented return yoke of the magnet, and several layers of muon chambers. Charged particles are identified by their specific energy loss, \( dE/dx \), in the jet chamber. Further information on the performance of the tracking and \( dE/dx \) measurements can be found in reference [11].

\(^1\) Charge conjugation is implied throughout this paper.

\(^2\) The coordinate system is defined such that the \( z \)-axis follows the electron beam direction and the \( x \)-axis pointing towards the centre of the LEP ring. The polar angle \( \theta \) is defined relative to the \(+z\)-axis, and the azimuthal angle \( \phi \) is defined relative to the \( +x \)-axis.
Monte Carlo simulations of 6.5 million inclusive multihadronic $Z^0$ decays and two million heavy flavour hadronic decays (b$\bar{b}$ and cc) are used in this analysis. The multihadronic samples were produced using the JETSET 7.3 ($2.5 \times 10^6$ events) and JETSET 7.4 ($4.0 \times 10^6$ events) Monte Carlo generators [12] with the fragmentation function of Peterson et al. [13] for heavy quarks. The heavy flavour Monte Carlo events were generated using the JETSET 7.4 version with an updated decay table for $\Lambda_b$ decays. All simulated events were passed through the full OPAL detector simulation package [14].

3 Event selection and method

This analysis uses data with centre-of-mass energies within 3 GeV of the $Z^0$ peak collected during the 1991-1995 running period when the silicon microvertex detector was operational. Standard hadronic event selection [15] and detector performance requirements select a sample of 3.84 million events. Each event is divided into two hemispheres by the plane perpendicular to the thrust axis. The thrust of the event is required to be greater than 0.8, and the polar angle of the thrust axis, $\theta_{th}$, must satisfy $|\cos \theta_{th}| < 0.75$, ensuring that the event is contained within the central barrel region. Jet finding is done using a cone algorithm [16], with the minimum energy for a jet set to 5.0 GeV and the cone radius set to 550 mrad.

Lifetime tagging of b-flavoured events is used to reduce contamination from other quark flavours. Hemispheres were tagged as containing candidate b hadrons ("b-tagged") using secondary vertices reconstructed from charged tracks with the algorithm described in [17]. Properties of such secondary vertices were used as inputs to a neural network algorithm that was trained to select $Z^0 \to b\bar{b}$ events. The neural network has seven input parameters, the most important of which are the decay length, its uncertainty and the vertex multiplicity. Based on Monte Carlo studies, we estimate the b-tagging efficiency per event to be $0.442 \pm 0.004$ with a purity of $(93.7 \pm 0.5)\%$ where the errors are from Monte Carlo statistics.

The difficulty in the evaluation of the ratio $R_{\Lambda} = BR(\Lambda_b \to \Lambda \ell X)/BR(\Lambda_b \to \Lambda X)$ comes from the evaluation of the denominator, when attempting to distinguish $\Lambda$'s coming from $\Lambda_b$ decays (which we will refer to as the direct $\Lambda$'s) from the different sources of background in b-flavoured events. We proceed as follow: If either hemisphere is tagged as containing a primary b flavour quark and one of the hemispheres contains both a $\Lambda$ and an anti-baryon ($\bar{p}$ or $\Lambda$), that hemisphere is considered to be a candidate to contain the decay $\Lambda_b \to \Lambda X$. The anti-baryon is expected to be produced with the $\Lambda_b$ in order to locally conserve baryon number. This assumption of jet hadronisation with local conservation of baryon number [18] has been verified experimentally [19]. This baryon, which will be referred to as the companion baryon, is required to be identified in order to discriminate against sources of background. The shapes of the momentum distributions for the direct $\Lambda$ and the companion baryon are different for $\Lambda_b$ events and all other b-flavoured events. The $B$ meson decays produce direct $\Lambda$'s with a momentum spectrum similar to those found in $\Lambda_b$ events, whereas fragmentation $\Lambda$'s are produced with a softer momentum spectrum. By itself, the $\Lambda$ momentum spectrum is only useful to differentiate between b hadron decays and fragmentation events. It is possible to separate $\Lambda_b \to \Lambda X$ events from $B \to \Lambda X$ events using the momentum spectrum of the companion baryon. For $\Lambda_b$ events, the companion baryon is produced during fragmentation when the b quark hadronises to form the b baryon.
Hence, the companion baryon has a softer momentum spectrum than for $B \rightarrow \Lambda X$ events, where the companion baryon is also a $B$ meson decay product. Both baryons coming from $B$ meson decays receive a strong boost and have harder momentum spectra than fragmentation particles.

To determine the fraction of candidate events coming from $\Lambda_b \rightarrow \Lambda X$ decays, we perform a maximum likelihood fit to the two-dimensional $\Lambda$ and companion baryon momentum spectra. This fraction times the number of selected candidates of $b$-flavoured events containing a direct $\Lambda$ and a companion baryon gives the number of $\Lambda_b \rightarrow \Lambda X$ events needed at the denominator of $R_{\Lambda\Lambda}$.

Finally, for the numerator of $R_{\Lambda\Lambda}$, $b$-tagged events containing a $\Lambda$ and a prompt lepton (either $e$ or $\mu$) are selected without the companion baryon requirement. The ratio of branching ratios is extracted by comparing the number of selected $b$-tagged events containing a $\Lambda$-$\ell$ pair to the fraction of events found with a $\Lambda$ and a companion baryon which is attributed to $\Lambda_b \rightarrow \Lambda X$ decays, as estimated by the fit described above.

### 3.1 $\Lambda$ selection

The $\Lambda$ particle is reconstructed via its $\Lambda \rightarrow p\pi^-\pi^0$ decay [20]. Pairs of oppositely charged tracks are fitted to a common vertex. The track with the larger momentum is assumed to be the proton. The measurement of the ionization energy loss, $dE/dx$, is used for particle identification. Both the proton and the pion must have a $dE/dx$ measurement compatible with that expected for that particle type. For protons, this requirement discriminates against background from $K^0_s \rightarrow \pi^+\pi^-$ decays. The invariant mass of these candidates is required to be between 1.110 and 1.121 GeV/$c^2$. In order to enhance the selection of direct $\Lambda$'s coming from $\Lambda_b \rightarrow \Lambda X$ decays and reduce the contribution of $\Lambda$ candidates coming from fragmentation [8], a minimum momentum requirement of 4.5 GeV/$c$ is made. A maximum momentum cut is also applied at 15 GeV/$c$ to restrict the analysis to the well populated region which will later be used for the fit. The fake $\Lambda$ fraction in the data is estimated using both Monte Carlo studies and the $\Lambda$ invariant mass distribution outside the signal region. This fraction is found to be $(5.9 \pm 0.2)\%$ once all selection criteria for the $\Lambda$ and companion baryon are applied, as described next.

### 3.2 Companion baryon selection

The companion baryon can be either a $\bar{\Lambda}$, in which case the same mass selection criteria as above are applied, or an anti-proton. If a $\Lambda\bar{\Lambda}$ pair of candidates is found in the same hemisphere, the higher momentum one is assumed to come from the $\Lambda_b$ decay. All companion $\Lambda$'s with momentum less than 12 GeV/$c$ are considered. Protons are selected using $dE/dx$ measurement information. The proton candidate tracks must have at least one hit in either the silicon microvertex or central vertex chamber, and a sufficient number of hits in the jet chamber for the ionization loss measurement. For these tracks, the measured $dE/dx$ is compared with that expected for a given mass hypothesis. The probability that they are consistent with being protons is required to be greater than 1%. The $dE/dx$ probability according to
a Gaussian distribution for the pion hypothesis for the proton candidate must also be less than 1%. Only tracks with momentum in the $0.33 - 1.4 \text{ GeV/c}$ or $3.0 - 12 \text{ GeV/c}$ ranges are retained to exclude the region where the $dE/dx$ information cannot be used to discriminate between pions and protons. Proton tracks with momenta greater than $3 \text{ GeV/c}$ are furthermore required not to be identified as a lepton using the lepton identification criteria described in the next section.

When two proton candidates are found in the same hemisphere, the track with the higher $dE/dx$ proton probability is retained. Most companion baryons are proton candidates ($88.5 \pm 0.3\%$). From the Monte Carlo sample, it is estimated that $(80.6 \pm 0.4\%)$ of these are true protons. The remainder of the companions are $\Lambda$ candidates with an estimated purity of $(90.7 \pm 0.8\%)$. The overall companion baryon sample purity is $(81.8 \pm 0.4\%)$. All errors are statistical only.

### 3.3 Lepton identification

Electron candidates are identified using an artificial neural network based on twelve measured quantities from the electromagnetic calorimeter and the central tracking detector [21]. Muons are identified by associating central detector tracks with track segments in the muon detectors and requiring a position match in two orthogonal coordinates [22]. Electron candidates identified as arising from photon conversions are rejected [21]. Electron and muon candidates are required to have momenta greater than $2 \text{ GeV/c}$ and $3 \text{ GeV/c}$, respectively.

Prompt lepton candidates are used to identify semileptonic $b$ baryon decays in the hemisphere containing the $\Lambda$. Cascade leptons ($b \rightarrow c \rightarrow \ell$) are rejected from the sample by requiring $p_{\text{comb}} \equiv \sqrt{(p/10)^2 + p^2_t} > 1.2 \text{ GeV/c}$, where $p$ is the lepton momentum and $p_t$ is the transverse momentum of the lepton relative to the axis of the jet containing it [23]. This jet axis is calculated including the lepton track. Furthermore, the invariant mass of the $\Lambda$-lepton pair is required to be larger than $2.2 \text{ GeV/c}^2$ [8] to remove $\Lambda_c \rightarrow \Lambda\ell X$ events. Using Monte Carlo simulated events, we estimate the average selection efficiency for $\Lambda\ell$ in $\Lambda_b \rightarrow \Lambda\ell X$ events to be $0.040 \pm 0.002$.

### 4 Signal and background estimation

The methods used to evaluate the respective backgrounds in $\Lambda_b \rightarrow \Lambda\ell X$ and $\Lambda_b \rightarrow \Lambda X$ events are described below.

#### 4.1 Background sources for $\Lambda_b \rightarrow \Lambda\ell X$

Right-sign pairs are formed by $\Lambda\ell$ and $\bar{\Lambda}\ell$ combinations. A baryons originating from the fragmentation process rather than directly from heavy hadron decays combined with leptons from semileptonic $c$- or $b$-hadron decays are found to be the largest sources of background
and populate right-sign and wrong-sign combinations roughly equally. Hence, the number of wrong-sign charge candidates is used to estimate the background in the right-sign \( \Lambda_b \rightarrow \Lambda \ell X \) sample. However, in the framework of string fragmentation and the “popcorn” model [18] as implemented in the JETSET Monte Carlo program, it is expected that this background contributes differently to the right-sign and wrong-sign samples. A correction factor is evaluated using the Monte Carlo sample and is applied to the data. This correction factor is similar to the one described in a previous analysis [9] although slightly different since the two analyses were performed with different selection criteria. The number of \( \Lambda_b \rightarrow \Lambda \ell X \) events is obtained by subtracting from the number of right-sign events the number of wrong-sign events divided by the correction factor of \( 0.91 \pm 0.07 \) to account for the imbalance in sign-correlation in the background. The systematic uncertainty quoted includes a contribution accounting for differences obtained with different Monte Carlo generators.

4.2 Background sources for \( \Lambda_b \rightarrow \Lambda X \)

The background contribution in the \( \Lambda_b \rightarrow \Lambda X \) sample is much more difficult to estimate. We use the Monte Carlo to predict the shape of the signal as well as the backgrounds and fit for these backgrounds in the data. The Monte Carlo events are selected using the same criteria as for data, except that the b-flavour tagging requirement is removed. Instead, \( b \bar{b} \) events are selected using information stored at generation. This selection is done to reduce the statistical uncertainties in the Monte Carlo studies and does not influence the shape of the \( \Lambda \) and companion baryon momentum spectra, as was verified by comparing the \( \Lambda \) momentum spectra for tagged and non-tagged events.

The Monte Carlo events are divided into three categories representing \( \Lambda_b \rightarrow \Lambda X \) events and the two dominant backgrounds.

- The \( \Lambda_b \rightarrow \Lambda X \) sample is formed with Monte Carlo events containing a \( \Lambda \) with subsequent decay to \( p \pi \), and a reconstructed companion baryon (\( \bar{\Lambda} \) or \( \bar{p} \)).

- The second sample contains \( B \rightarrow \Lambda X \) events having a \( \Lambda \) in the final state and a reconstructed companion baryon.

- The third sample contains all other background sources. The biggest contribution (86%) comes from \( \Lambda \)'s produced in the fragmentation process in \( b \bar{b} \), \( c \bar{c} \) and lighter quark flavour events. Other types of backgrounds are included, such as fake \( \Lambda \)'s from combinatorial background.

Events are classified in either of the first two categories regardless of the true origin of the reconstructed companion baryon as long as the direct \( \Lambda \) is a genuine decay product of a \( b \) hadron. This ensures that all direct \( \Lambda \)'s coming from \( b \) hadron decays are in one of the first two samples. The relative number of selected light flavours, \( c \bar{c} \) and \( b \bar{b} \) events in the last sample is adjusted to reflect the flavour composition in the data after the b-tagging requirements are applied.

Using the Monte Carlo simulation, we estimate the fraction of events containing primary \( c \bar{c} \) quarks in the final sample after b-tagging to be \((4.3 \pm 0.4)\%\). Contamination from lighter
flavours after the b-tagging accounts for $(2.0 \pm 0.3)\%$ of the total selected events. These are statistical errors.

### 4.3 Background separation method

As mentioned in section 3, all $b$ hadron decays produce direct $\Lambda$'s with a similar momentum spectrum, whereas fragmentation $\Lambda$'s are produced with a softer momentum spectrum. By itself, the $\Lambda$ momentum spectrum only helps in separating $b$ hadron decays from fragmentation events. This is illustrated in the left column of figure 1 for Monte Carlo events.

To separate $\Lambda_b \rightarrow \Lambda X$ events from $B \rightarrow \Lambda X$ events, we use the distinctive momentum spectra of the companion baryon. For $\Lambda_b$ events, the companion baryon is produced during fragmentation, and hence has a softer spectrum, whereas for $B \rightarrow \Lambda X$ events, both the companion baryon and the direct $\Lambda$ are $B$ meson decay products. This results in a strong boost, giving them a harder momentum spectra than fragmentation particles. This behaviour is shown in the right column of figure 1. The joint $\Lambda$ and companion baryon momentum spectra allow the separation of $\Lambda_b \rightarrow \Lambda X$ events from both types of background events.

### 4.4 Extracting the $\Lambda_b \rightarrow \Lambda X$ fraction

The fraction of $\Lambda_b \rightarrow \Lambda X$ events in the denominator of eq. 3 is extracted from the data by performing a binned maximum likelihood fit to the two-dimensional momentum distribution of the $\Lambda$ and the companion baryon. This momentum space is divided into 36 bins (6 bins of equal size for each axis). Three parameters are evaluated by the fit: $f_{\Lambda_b}$, the signal fraction $\Lambda_b \rightarrow \Lambda X$, $f_B$, the fraction of events coming from $B \rightarrow \Lambda X$ decays, and $f_{\text{frag}}$, the fraction coming from fragmentation and misidentified $\Lambda$'s. The data are assumed to be a mixture of these three types of events such that the expected number of events in bin $i$, $N_i$, normalised to the total number of selected data events $n_{\text{data}}$, is given by:

$$
N_i = \left( f_{\Lambda_b} \frac{N_{\Lambda_b}^i}{N_{\Lambda_b}} + f_B \frac{N_B^i}{N_B} + f_{\text{frag}} \frac{N_{\text{frag}}^i}{N_{\text{frag}}} \right) \cdot n_{\text{data}}
$$

where $N_{\Lambda_b}^i / N_{\Lambda_b}$, $N_B^i / N_B$ and $N_{\text{frag}}^i / N_{\text{frag}}$ represent the fractions of Monte Carlo events in bin $i$ from $\Lambda_b$, $B$, and fragmentation plus other background events, respectively. These fractions describe the shape of the two-dimensional momentum distributions for each of the three categories of events. The probability $P_i$ that $n_i$ data events are observed in bin $i$ when $N_i$ are expected is calculated using a Poisson distribution function:

$$
P_i = \frac{N_i^{n_i} e^{-N_i}}{n_i!}.
$$

Finally, the negative log likelihood, calculated from the product of the probabilities $P_i$ over all bins, is minimised:

$$
-\ln \mathcal{L} = \sum_i (N_i - n_i \ln N_i) + \text{constant}.
$$
Figure 1: The $\Lambda$ (left column) and the companion baryon (right column) momentum spectra for baryons coming from $\Lambda_b$ decays (a,b), $B$ meson decays (c,d) and from other background events (e,f) are shown for Monte Carlo events. The gap in the momentum spectrum of the companion baryon comes from the proton momentum cut. The hatched areas represent events where the companion baryon is misidentified. The “other backgrounds” sample includes baryons from fragmentation mostly in $b\bar{b}$ events, as well as fake $\Lambda$’s. The spectra shown are obtained after detector simulation and applying all selection criteria.
4.5 Testing the $\Lambda_b \rightarrow \Lambda X$ estimation method with Monte Carlo

This fitting method does not assume that the composition of the data and Monte Carlo samples is the same. It can also properly distinguish events containing $\Lambda_b$ and $B$ mesons decaying into a $\Lambda$, despite some dilution effect due to the selection of a random track instead of the true companion in about 25% of $\Lambda_b$ and $B$ meson events. The separation power is tested using Monte Carlo events. The Monte Carlo sample is divided into three independent sets corresponding to the different generator versions described in section 2. For each test, one sample is substituted for ‘data’ and another sample is used as the reference Monte Carlo. Each sample is compared to the two other Monte Carlo samples and the fitting method is used to evaluate the sample composition, that is, the fit returns the values of $f_{\Lambda_b}$, $f_B$ and $f_{\text{frag}}$ described in equation 4. The reference Monte Carlo provides the shape of the momentum distributions also described in equation 4. For each of the six possible tests, the fit estimates the true composition of the test sample to within about 1.5 standard deviations, where the uncertainty is calculated by adding in quadrature the uncorrelated uncertainties due to the limited size of the test sample and the reference sample. Two typical results are shown in table 1. Note that in the case of test 2, the fit properly predicts the true test sample composition, despite a very different sample composition in the reference sample.

The fitting procedure also yields consistent results when the event selection criteria for $\Lambda$'s are modified. The fit is repeated after varying the minimum momentum requirement for $\Lambda$'s. The fit gives good agreement with the true composition of the Monte Carlo samples in the range of 4.0 to 5.5 GeV/c. As the required minimum $\Lambda$ momentum increases, so does the correlation between the $\Lambda_b \rightarrow \Lambda X$ and the fragmentation background. Beyond 5.5 GeV/c, the correlation between $f_{\Lambda_b}$ and $f_{\text{frag}}$ becomes too large and the method loses reliability. The fitting method is not very sensitive to the number of bins used for the fit. The good

<table>
<thead>
<tr>
<th></th>
<th>reference</th>
<th>true</th>
<th>fitted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Lambda_b$</td>
<td>27.5%</td>
<td>24.6%</td>
<td>$(27.1 \pm 2.4 \pm 2.5)$%</td>
</tr>
<tr>
<td>B mesons</td>
<td>30.8%</td>
<td>30.7%</td>
<td>$(30.4 \pm 1.9 \pm 1.9)$%</td>
</tr>
<tr>
<td>other background</td>
<td>41.7%</td>
<td>44.7%</td>
<td>$(42.4 \pm 2.4 \pm 2.5)$%</td>
</tr>
<tr>
<td>Test 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Lambda_b$</td>
<td>27.5%</td>
<td>38.3%</td>
<td>$(42.4 \pm 3.6 \pm 2.8)$%</td>
</tr>
<tr>
<td>B mesons</td>
<td>30.8%</td>
<td>7.8%</td>
<td>$(7.6 \pm 2.4 \pm 2.0)$%</td>
</tr>
<tr>
<td>other background</td>
<td>41.7%</td>
<td>53.9%</td>
<td>$(50.0 \pm 3.6 \pm 2.9)$%</td>
</tr>
</tbody>
</table>

Table 1: The true composition and the measured fractions from the fitting procedure for two test Monte Carlo samples. The composition of the reference Monte Carlo sample is given in the first column. The uncertainties shown are uncorrelated. The first one reflects the limited sample size of the test sample whereas the second one accounts for the limited number of events in the reference sample. The $\chi^2$/d.o.f. are 25.5 for 33 d.o.f and 36.6 for 32 d.o.f for the first and second tests, respectively. These values of $\chi^2$ are only indicators of the goodness-of-fit and are not used in the optimisation process.
Table 2: Numbers of selected events in the data and the Monte Carlo samples. The fragmentation sample contains events with Λ’s produced by fragmentation in b̄b, c̄c and lighter flavour events, as well as fake Λ’s.

<table>
<thead>
<tr>
<th></th>
<th># of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>1595</td>
</tr>
<tr>
<td>all Monte Carlo events</td>
<td>12181</td>
</tr>
<tr>
<td>Λb</td>
<td>3440</td>
</tr>
<tr>
<td>B mesons</td>
<td>3169</td>
</tr>
<tr>
<td>fragmentation and other backgrounds</td>
<td>5572</td>
</tr>
<tr>
<td>fragmentation in b̄b</td>
<td>4115</td>
</tr>
<tr>
<td>fragmentation in c̄c</td>
<td>501</td>
</tr>
<tr>
<td>fragmentation in uds</td>
<td>234</td>
</tr>
<tr>
<td>fake Λ’s</td>
<td>722</td>
</tr>
</tbody>
</table>

Agreement between fit and true compositions of these test samples under these different changes supports the reliability of the fitting procedure.

The fitting procedure exhibits proper statistical behaviour, as was checked using 1000 variations of the original Monte Carlo momentum distributions. These tests checked the error estimate and that no bias or systematic shift was introduced by the fitting procedure.

5 Results from the analysis of the data sample

5.1 The Λb → ΛX sample

The numbers of Λb → ΛX events selected in the data and in the Monte Carlo samples are shown in table 2. The results of the fit are $f_{Λb} = 0.360 \pm 0.046$, $f_B = 0.192 \pm 0.032$ and $f_{\text{frag}} = 0.448 \pm 0.047$, where the statistical uncertainties are shown. The correlation coefficient between $f_{Λb}$ and $f_{\text{frag}}$ is fairly large ($−0.67$). There is much less correlation between $f_{Λb}$ and $f_B$ ($−0.30$), and between $f_B$ and $f_{\text{frag}}$ ($−0.30$). The $\chi^2$ is 36.8 for 33 degrees of freedom.

In about 25% of all b hadron events, a random track is selected for companion instead of the baryon produced to locally conserve baryon number. This contamination affects the discrimination power of the fitting procedure by altering the spectrum of true companion baryons for B mesons. Two thirds of these random tracks have momenta below 2.5 GeV/c. We check that selecting a random track instead of the true companion baryon has no effect on the fit result. To do this, we set the minimum momentum requirement for companion baryons to be 2.5 GeV/c. The fractions resulting from the fit change by the same amount as the true fractions in Monte Carlo for the same minimum momentum cut. This shows that the analysis selects incorrect companion baryon tracks in a similar proportion in data and Monte Carlo, and that these random tracks have no significant influence on the fit results.
5.2 The $\Lambda_b \to \Lambda \ell X$ sample

To estimate the number of $\Lambda_b \to \Lambda \ell X$ events in the data, all $b$-tagged events having a prompt lepton and a $\Lambda$ with momentum greater than 4.5 GeV/$c$ are retained.\(^3\) No companion baryon is required for this sample since requiring a prompt lepton is sufficient to select $\Lambda_b \to \Lambda \ell X$ events [8, 9]. In the data, 298 events are selected, 215 of which have the right-sign lepton charge and baryon number correlation, and 83 have the wrong-sign. Of these events, 133 contained an electron, and 165 a muon. After correcting for the right-sign wrong-sign imbalance as described in section 4.1, the number of $\Lambda_b \to \Lambda \ell X$ events in the data is found to be $144.9 \pm 17.3 \pm 11.1$ (64.8 $\pm$ 11.5 $\pm$ 5.0 electrons and 80.3 $\pm$ 12.8 $\pm$ 6.1 muons). The second uncertainty comes from the estimate of the correction factor.

6 Corrections and sources of systematic uncertainties

The most important contributions to the systematic uncertainty for $R_{\Lambda\ell}$=BR($\Lambda_b \to \Lambda \ell X$)/BR($\Lambda_b \to \Lambda X$) are associated with the estimate of the $\Lambda_b$ fraction in the $\Lambda X$ sample. The uncertainty arises from the proper Monte Carlo simulation of the $\Lambda$ and the companion baryon spectra, and the limited number of Monte Carlo events used for the fitting procedure. In the next three sections, we compare data and Monte Carlo for each spectrum used in the extraction of the fraction of $\Lambda_b$ events.

Throughout this section, unless otherwise specified, the systematic uncertainty is taken to be the size of the excursion from the central value when the studied parameter is allowed to vary within some limits. In the case where a significant difference between Monte Carlo and data is observed, a correction is applied. The final values for the systematic uncertainties and shifts due to corrections are listed in table 3. An additional source of systematic uncertainty that does not contribute to the calculation of $R_{\Lambda\ell}$ but is needed to evaluate $f(b \to \Lambda_b) \cdot$ BR($\Lambda_b \to \Lambda X$) and $f(b \to B) \cdot$ BR($B \to \Lambda X$) is given in the last subsection.

6.1 $\Lambda$ spectrum from $\Lambda_b$ decays

To check that the Monte Carlo properly simulates the $\Lambda$ momentum spectrum of $\Lambda_b \to \Lambda X$ baryon decays as shown in figure 1(a), we compare the spectrum of $\Lambda$'s produced in $\Lambda_b$ semileptonic decay between data and Monte Carlo simulation. The Monte Carlo $\Lambda$ momentum spectrum from $\Lambda_b \to \Lambda X$ decays is compared to that of $\Lambda$'s coming from $\Lambda_b \to \Lambda \ell X$ decays to ensure that the test is meaningful. Figure 2(a) shows that the Monte Carlo predicts no measurable difference between the $\Lambda$ spectrum in $\Lambda_b \to \Lambda \ell X$ and $\Lambda_b \to \Lambda X$ events.

The $\Lambda_b \to \Lambda \ell X$ events are selected as described in section 3.3, except that $b$-tagging is not imposed and the minimum $\Lambda$ momentum is reduced to 4 GeV/$c$ in order to increase statistics. The spectrum from wrong-sign lepton-baryon combinations is subtracted from

\(^3\)The $b$-tagging requirement is imposed on these events to maintain uniformity when selecting $\Lambda_b \to \Lambda X$ and $\Lambda_b \to \Lambda \ell X$ events. Monte Carlo simulation studies showed that the $b$-tagging requirement does not distort the $\Lambda$ momentum spectrum.
the right-sign spectrum to form the "direct" spectrum shown in figure 2(b) for data and Monte Carlo. The measured mean \( \Lambda \) momentum in data is \( (7.32 \pm 0.13) \text{ GeV}/c \) compared to \( (7.59 \pm 0.09) \text{ GeV}/c \) in Monte Carlo after the wrong-sign subtraction. The \( \chi^2 \) in \( \Lambda \ell \) events between Monte Carlo and data is measured to be 14.5 for 17 d.o.f. in figure 2(b). The observed difference in the mean \( \Lambda \) momentum in \( \Lambda \ell \) events between Monte Carlo and data is corrected by scaling the \( \Lambda \) momenta for Monte Carlo events in the \( \Lambda_b \to \Lambda X \) sample by 0.95. This slightly improves the overall agreement between Monte Carlo and data. When the fit is redone with this modified Monte Carlo \( \Lambda \) momentum spectrum, the value of \( f_{\Lambda_b} \) changes from 0.360 to 0.401. This is taken into account by including a correction to the fitted fraction of +0.041. An uncertainty in the \( \Lambda \) momentum scale factor of \( \pm 0.02 \) is assumed, corresponding to one standard deviation in the measured average momentum for \( \Lambda \)'s coming from \( \Lambda_b \) decays in data. When the fit is redone with a scale factor varying between 0.93 and 0.97, the fitting procedure evaluates \( f_{\Lambda_b} \) to be between 0.385 and 0.426, which results in an uncertainty in \( f_{\Lambda_b} \) of \( \pm 0.021 \). This correction also takes into account possible differences in the \( \Lambda \) momentum spectra between data and Monte Carlo coming from incorrect modelling of the relative population of excited \( b \) baryon states.

In addition to the test shown in figure 2(a), we also use Monte Carlo events to determine the effect of the \( \Lambda_b \) decay multiplicity on the \( \Lambda \) momentum spectrum since that could lead to differences in the momentum spectrum of \( \Lambda \)'s from semileptonic \( \Lambda_b \) decays compared to all \( \Lambda_b \) events. We examine all \( \Lambda_b \) decays and compare the average \( \Lambda \) momentum in hadronic and semileptonic decays, looking for a difference in average momenta. The average momentum for a \( \Lambda \) from \( \Lambda_b \to \Lambda \pi\pi\pi \) is measured to be about 0.97 times that from a semileptonic decay, well within the range of variation investigated. Hence, no further correction or systematic uncertainty is applied.

The momentum spectrum of the \( \Lambda_b \) decay products depends both on the model used to simulate the decay and on the \( \Lambda_b \) polarisation. We use two additional Monte Carlo samples to check the dependence of the \( \Lambda \) spectrum on the decay model and \( \Lambda_b \) polarisation. A first set of \( \Lambda_b \to \Lambda \ell X \) events\(^4\) is selected from a separate Monte Carlo sample [9] where the \( b \) baryon decay is simulated using a different decay model [24]. In this model, the momentum distribution of the \( b \) baryon decay products depends strongly on the form factors used to describe the energy transfer from the \( b \) baryon to the \( c \) baryon. The particular choice of form factors [25] used in generating these events results in a softer momentum spectrum for the \( c \) baryon and therefore a softer \( \Lambda \) spectrum. A second set of Monte Carlo events was generated using the same decay model and adding maximum polarisation to the \( \Lambda_b \) baryons.

In each case, the \( \Lambda \) momentum spectrum for these Monte Carlo events is compared with the spectrum found for semileptonic \( \Lambda_b \) events in the data, shown in figure 2. The differences observed are within the limits allowed for the uncertainty in the shape of the \( \Lambda \) spectrum in \( \Lambda_b \) decays. Hence, no additional correction or systematic uncertainty is needed to account for the effects of decay model or polarisation.

\(^{4}\)Form factors and polarisation have been simulated only in semileptonic decays.
Figure 2: (a) Two types of events from the Monte Carlo simulation are compared: The direct $\Lambda$ 's produced in the $\Lambda_b \rightarrow \Lambda \ell X$ decays (dashed line) compared to $\Lambda$ 's from $\Lambda_b \rightarrow \Lambda X$ decays (solid line). (b) The momentum spectrum of direct $\Lambda$ 's produced in semileptonic $\Lambda_b \rightarrow \Lambda \ell X$ events for data (points) and Monte Carlo (already shown in (a)) (hatched histogram) after wrong-sign subtraction.
6.2 Fragmentation spectrum

This section describes studies that check the Monte Carlo spectra for baryons created in the fragmentation process, such as those shown in figures 1(b), (e) and (f). We use two different methods: the first one is a direct but low statistics technique, whereas the second is an indirect approach with the advantage of high statistics.

![Figure 3: The momentum spectrum of Λ's selected with a prompt anti-lepton in b-tagged events. The points represent the data and the histograms show the spectra for Monte Carlo events after they were normalised to the number of data events. The hatched histogram corresponds to contamination from misreconstructed Λ's.](image)

To test the spectrum shown in figure 1(b) (baryons produced from fragmentation in a Λ_b event), we look for a companion baryon in semileptonic Λ_c events and compare the data directly to the Monte Carlo after subtracting the wrong-sign Λ-lepton combinations from the right-sign combinations. According to Monte Carlo studies, (95 ± 1)% of Λ's found in a wrong-sign Λ-lepton combination are from fragmentation. Of those events coming from fragmentation, (82 ± 3)% contain a properly identified companion baryon. Only 130 events are found in the data sample containing both a Λ-lepton pair with the wrong sign combination and a companion baryon even after removing the b-tagging requirement. Given these statistical limitations, we can only infer that there is no gross problem in the Monte Carlo simulation of the fragmentation spectrum displayed in figures 1 (b), (e) and (f).

For a second but more indirect check of the fragmentation baryon momentum simulation, the shape of the momentum spectrum for baryons coming from fragmentation is extracted from the data and compared with Monte Carlo events. These baryons are either created during the fragmentation process in b̅b events or are produced to conserve baryon number in Λ_b production. Such events are selected by requiring that either hemisphere satisfies the b-tagging requirements described earlier. Each hemisphere is then searched for a prompt lepton (as defined in section 3.3) and an anti-baryon (either Λ or p̅). In the Monte Carlo
simulation, (83.8±0.2)% of these prompt leptons originate from a b quark decay. Only events with the wrong-sign combination (i.e. a lepton and an anti-baryon pair) are retained in order to preferentially select baryons produced in the fragmentation and to reject baryons coming directly from b hadron decay. Using the Monte Carlo, we estimate that (91.8±0.5)% of the true Λ's so selected are baryons coming from the fragmentation process. The spectrum of these Λ's is shown in figure 3, where the hatched region represents the misidentified particles.

For the proton sample, the simpler selection requirements imposed for this test lead to higher background contamination by misidentified kaons. By rejecting kaons using a more stringent dE/dx requirement than required for the main analysis, we can select a purer sample of protons. The momentum spectrum of these proton candidates is shown in figure 4 for two separate momentum ranges. Only anti-protons are shown in figure 4(a) to reduce contributions from secondary interactions which produce mainly protons below 1 GeV/c. We estimate that (98.1±0.2)% of the protons shown in figure 4(a) and (92.4±1.2)% of those shown in (b) are baryons created during the fragmentation process. A systematic uncertainty from this source is ascribed by modifying the fragmentation spectrum for Monte Carlo events and refitting the data. For Λ’s, the mean momentum in the data is $\bar{p}_{\text{data}} = (2.80 \pm 0.06)$ GeV/c compared to $\bar{p}_{\text{MC}} = (2.98 \pm 0.03)$ GeV/c in the Monte Carlo. In figure 4(a), the mean momentum for anti-protons from the data is $\bar{p}_{\text{data}} = (0.913 \pm 0.008)$ GeV/c whereas for Monte Carlo events, $\bar{p}_{\text{MC}} = (0.935 \pm 0.004)$ GeV/c, when including all background contaminants. Above 3 GeV/c in figure 4(b), we obtain $\bar{p}_{\text{data}} = (5.80 \pm 0.13)$ GeV/c and $\bar{p}_{\text{MC}} = (5.91 \pm 0.08)$ GeV/c. The small observed difference in the average proton momentum is corrected for in the Monte Carlo by applying a multiplicative factor of 0.976 to the momentum of all baryons coming from fragmentation. When refitting with these modified momenta, we observe a shift of the central value for $f_{\Lambda_b}$ of −0.005. An uncertainty of ±0.010 is taken on the correction factor, which leads to a systematic uncertainty of ±0.003 on $f_{\Lambda_b}$. The shifts and uncertainties are shown in table 3 for the three fit parameters.

6.3 Λ’s coming from B meson decays

We compare the momentum spectrum of Λ’s coming from B meson decays in the simulated sample (such as those shown in figure 1(c) and (d)) to the spectrum for $B \to \Lambda X$ events measured by the CLEO collaboration [26]. At the $\Upsilon(4S)$ resonance, B mesons are essentially produced at rest. We use the shape of the distribution for $x_p$, the fraction of the maximum momentum carried by the Λ, as defined by CLEO. The maximum momentum is determined by the difference between the beam energy at the $\Upsilon(4S)$ resonance and the mass of the Λ. We reweight the Monte Carlo events to simulate the $x_p$ distribution observed by CLEO. There is very little difference in the average momentum of Λ’s (1.6%) between weighted and unweighted events for the Λ momentum distribution. We estimate the systematic uncertainty by using the weighted events to perform the fit. There is no effect on the fitted value for $f_{\Lambda_b}$ and a small change for $f_B$ and $f_{\text{frag}}$, hence the small contributions to the systematic uncertainties shown in table 3.

---

5 No direct Λ is required for this sample, as was the case when selecting companion protons for the main analysis.
Figure 4: Comparison of the momentum spectrum in data (points) and Monte Carlo (histograms) for a sample of protons selected with a prompt anti-lepton in b-tagged events and after rejecting tracks consistent with being a kaon. The spectra are shown for two different ranges: (a) 0.33-1.4 GeV/c (anti-protons only) and (b) 3.0-12 GeV/c. The hatched histogram shows the level of contamination from misidentified particles.


6.4 Protons coming from B meson decays

For companion protons produced in the $B \rightarrow \Lambda X$ decays, we do not have a direct way of comparing the Monte Carlo simulation with the data. Based on the good agreement with data found for companion $\Lambda$'s in these decays and the general agreement of our Monte Carlo simulation for the momentum spectrum of all protons found in $b$-tagged events containing a prompt lepton, we estimate the contribution to the systematic uncertainty by modifying the momentum of companion protons by a multiplicative factor ranging from 0.95 to 1.05 and refitting. The corresponding variations in the estimate of the sample composition are shown in table 3.

6.5 The $b$ hadron momentum spectrum

The $\Lambda$ and companion baryon momenta are also modified to evaluate the effects of a slightly different $b$ hadron momentum spectrum on the fit results. The average $b$ hadron momentum has been measured by OPAL [9] to be $(33.9 \pm 0.2)$ GeV/$c$, compared to 33.7 GeV/$c$ in the Monte Carlo simulation. Accordingly, variations in the momentum of the $\Lambda$'s coming from $b$ hadron decays ($B$ mesons and $\Lambda_b$'s) by $\pm 0.6\%$ were investigated. The fit is repeated with these modified momenta, giving a contribution of $\pm 0.003$ to the systematic uncertainty from this source. This uncertainty can be expected to account for possible differences in the baryon spectra between data and Monte Carlo simulation due to the parametrisation of the fragmentation process.

6.6 Background in the $\Lambda$ sample

The background in the $\Lambda$ sample is compared between data and Monte Carlo using the sidebands of the $(p-\pi)$ invariant mass distribution. A fake $\Lambda$ fraction of $(5.9 \pm 0.2)\%$ is found in the $\Lambda_b \rightarrow \Lambda X$ region for Monte Carlo, in agreement with the rate of $(5.9 \pm 1.1)\%$ observed in the data. We evaluate the contribution to the systematic uncertainty by adding background events to the Monte Carlo sample so as to raise the fake $\Lambda$ rate to 7%, corresponding to one standard deviation in the fake rate measured in data. When refitting, the value of $f_{\Lambda_b}$ changes from 0.360 to 0.358. The difference is taken to be the size of the systematic uncertainty, that is $\pm 0.002$.

6.7 Finite Monte Carlo sample size

The finite Monte Carlo sample size introduces an additional uncertainty in the fit result. This systematic uncertainty is evaluated separately using a set of 1000 "toy" Monte Carlo samples. The number of Monte Carlo events found in each momentum bin is allowed to fluctuate around the initial central value according to Poisson statistics. Each sample is used to fit the data sample. The spread in the distribution of results for $f_{\Lambda_b}$ for these 1000 separate trials is a measure of the systematic uncertainty introduced in the fit due to the
limited number of Monte Carlo statistics. An uncertainty on $f_{\Lambda_b}$ of $\pm 0.019$ is assigned for the systematic uncertainty and is shown, with all other sources, in table 3.

6.8 b-flavour tagging

Systematic uncertainties for b-tagging account for the uncertainty in the evaluation of the efficiency using a finite Monte Carlo sample and for the difference observed between data and Monte Carlo, which is obtained using a double-tag technique [17]. The b-tagging requirement has an efficiency of $0.406 \pm 0.008$ in retaining $\Lambda_b \to \Lambda X$ events in the Monte Carlo, where the error is purely statistical. For $\Lambda_b \to \Lambda \ell X$ events, one can obtain a clean sample without imposing the b-tagging requirement using the wrong-sign background subtraction [8, 9]. Hence, the efficiency can be measured in both the data and the Monte Carlo simulation for $\Lambda_b \to \Lambda \ell X$ events. The efficiency for $\Lambda_b \to \Lambda \ell X$ events is measured to be $0.383 \pm 0.032$ for Monte Carlo and $0.426 \pm 0.067$ for data. Applying the b-tagging requirements to a larger sample of Monte Carlo $\Lambda_b$ events reveals that the b-tagging efficiency is slightly less for semileptonic $\Lambda_b$ events than for all $\Lambda_b$ events. The reduced efficiency for semileptonic events is explained by the lower track multiplicity at the $\Lambda_b$ decay vertex because of the invisible neutrino. An additional systematic uncertainty of 0.015 is added in quadrature to account for a small difference in b-tagging efficiency observed between data and Monte Carlo when using double tags. In this case, the b-tagging efficiency for $\Lambda_b \to \Lambda X$ events is $0.406 \pm 0.017$ and $0.383 \pm 0.035$ for $\Lambda_b \to \Lambda \ell X$ events. For $B \to \Lambda X$ events, we estimate the efficiency from the Monte Carlo to be $0.455 \pm 0.019$, including all systematic uncertainties. The b-tagging efficiency is slightly less for $\Lambda_b \to \Lambda X$ events than for other $b\bar{b}$ events due to the shorter $\Lambda_b$ lifetime and a lower track multiplicity at the $\Lambda_b$ decay vertex since tracks from the $\Lambda$ decay products do not contribute to the $b$ vertex reconstruction. All b-tagging efficiencies given above are efficiencies per event when one hemisphere contains the specified type of events and the other hemisphere contains any type of $b$ decay.

6.9 $\Lambda$ finding efficiencies

To evaluate $f(b \to \Lambda_b) \cdot \text{BR}(\Lambda_b \to \Lambda X)$ and $f(b \to B) \cdot \text{BR}(B \to \Lambda X)$, the systematic uncertainty on the $\Lambda$ finding efficiency is also needed, which is evaluated by comparing data with Monte Carlo. We obtain the $\Lambda$ finding efficiency from the number of $\Lambda$'s retained in the signal region after applying the $dE/dx$ selection criteria for the proton and pion after background subtraction, which is the dominant effect. The background is evaluated using the side-bands of the $\Lambda$ invariant mass distribution. A similar comparison is done after degrading the tracking resolution in the Monte Carlo simulation. We assign an uncertainty of $\pm 2\%$ to account for both of these effects.

6.10 Summary of systematic uncertainties

After making the corrections for systematic shifts listed in table 3, and including all systematic errors, the composition of the data sample selected with a direct $\Lambda$ and a companion baryon is:
Table 3: Contributions from different sources to the systematic uncertainties in the estimate of \( f_{A_b}, f_B \) and \( f_{frag} \). The shifts correspond to the corrections applied to the Monte Carlo when a significant difference is found between data and Monte Carlo.

<table>
<thead>
<tr>
<th>Source</th>
<th>( f_{A_b} ) shift</th>
<th>( \delta f_{A_b} )</th>
<th>( f_{B} ) shift</th>
<th>( \delta f_{B} )</th>
<th>( f_{frag} ) shift</th>
<th>( \delta f_{frag} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda )'s from ( \Lambda_b ) decays</td>
<td>+0.041</td>
<td>±0.021</td>
<td>+0.006</td>
<td>±0.002</td>
<td>-0.047</td>
<td>±0.023</td>
</tr>
<tr>
<td>fragmentation simulation</td>
<td>-0.005</td>
<td>±0.003</td>
<td>+0.021</td>
<td>±0.010</td>
<td>-0.016</td>
<td>±0.009</td>
</tr>
<tr>
<td>( \Lambda )'s from ( B \to \Lambda X )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>protons in ( B \to \Lambda X )</td>
<td>±0.000</td>
<td>±0.011</td>
<td>±0.014</td>
<td>±0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( b ) hadron momentum</td>
<td>±0.003</td>
<td>±0.006</td>
<td>±0.002</td>
<td>±0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fake ( \Lambda ) rate in data</td>
<td>±0.002</td>
<td>±0.002</td>
<td>±0.002</td>
<td>±0.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monte Carlo sample size</td>
<td>±0.019</td>
<td>±0.012</td>
<td>±0.012</td>
<td>±0.019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total contribution</td>
<td>+0.036</td>
<td>±0.031</td>
<td>+0.027</td>
<td>±0.024</td>
<td>-0.063</td>
<td>±0.034</td>
</tr>
</tbody>
</table>

Using these fractions, we can adequately reproduce the shape of the momentum distributions observed in data for \( \Lambda \)'s and the companion baryons. This can be seen in Figure 5 where we have superimposed the momentum distributions from the three types of Monte Carlo events used to perform the fit.

To verify that no correlations in the two-dimensional distributions have been neglected, we also examine the \( \Lambda \) momentum in the data for low and high-momentum companion baryons separately. Again, good agreement between the spectra in data and the total Monte Carlo prediction supports the reliability of this technique.

7 Calculation of the ratio of branching ratios

To calculate the ratio of branching ratios, the respective selection efficiencies for \( \Lambda_e \) and \( \Lambda_\mu \) (\( \varepsilon_{\Lambda_e} \) and \( \varepsilon_{\Lambda_\mu} \)), and the efficiency to find both the \( \Lambda \) and the companion baryon (\( \varepsilon_{A_\mu} \)), need to be included. The ratio \( R_{\Lambda \ell} \) is given by:

\[
R_{\Lambda \ell} = \frac{\text{BR}(\Lambda_b \to \Lambda \ell X)}{\text{BR}(\Lambda_b \to AX)} = \frac{1}{2} \left( \frac{N_{\Lambda_e}}{\varepsilon_{\Lambda_e}} + \frac{N_{\Lambda_\mu}}{\varepsilon_{\Lambda_\mu}} \right) \cdot \frac{\varepsilon_{A_\mu}}{f_{A_b} N_{b \to \Lambda X}} \cdot \frac{\varepsilon_{A_\mu}}{f_{A_b} N_{b \to \Lambda X}}.
\]  

\( N_{\Lambda_e} \) (\( N_{\Lambda_\mu} \)) is obtained by subtracting the wrong-sign \( \Lambda e \) (\( \Lambda \mu \)) from the right-sign combinations found in data and correcting for the background imbalance. The numerator in \( R_{\Lambda \ell} \) is obtained from the average of \( N_{\Lambda_e} \) and \( N_{\Lambda_\mu} \), weighted by their respective efficiencies. The number of selected \( \Lambda_b \to \Lambda X \) events is given by the \( \Lambda_b \) fraction \( f_{A_b} \) from the fit times the number of selected events, \( N \). The \( b \)-tagging efficiencies for events with \( \Lambda_b \to \Lambda X \) and \( \Lambda_b \to \Lambda \ell X \) decays (as discussed in section 6.8) are given by \( \varepsilon_{b \to \Lambda X} \) and \( \varepsilon_{b \to \Lambda X} \), respectively. Monte Carlo predicts \( \varepsilon_{\Lambda_e} = 0.0386 \pm 0.0015 \) and \( \varepsilon_{\Lambda_\mu} = 0.0423 \pm 0.0016 \). This includes the
Figure 5: Results of the fit where the contributions from the three types of Monte Carlo events are compared with data for the $\Lambda$ and companion baryon momentum spectra. These values of $\chi^2$ are only indicators of the goodness-of-fit and are not used in the optimisation process.
Table 4: Results for the 1991-95 data sample including all corrections and systematic uncertainties. The numbers of $\Lambda$ have been corrected for the background imbalance described in section 4.1 and the systematic uncertainties come from that correction factor. The correction factor accounting for differences in proton finding efficiencies in the data has been absorbed in $\epsilon_{\Lambda^p}$.

| $N_{\Lambda e}$ | 64.8 ± 11.5 (stat.) ± 5.0 (syst.) |
| $N_{\Lambda\mu}$ | 80.3 ± 12.8 (stat.) ± 6.2 (syst.) |
| $N$ | 1595 ± 40 (stat.) |
| $f_{\Lambda_b}$ | 0.396 ± 0.046 (stat.) ± 0.031 (syst.) |
| $\epsilon_{\Lambda e}$ | 0.0386 ± 0.0018 (syst.) |
| $\epsilon_{\Lambda\mu}$ | 0.0423 ± 0.0020 (syst.) |
| $\epsilon_{\Lambda^p}$ | 0.0233 ± 0.0007 (syst.) |
| $\epsilon_{b-tag}^\Lambda$ | 0.406 ± 0.017 (syst.) |
| $\epsilon_{b-tag}^{\Lambda^p}$ | 0.383 ± 0.035 (syst.) |
| $R_{\Lambda}$ | (7.0 ± 1.2 (stat.) ± 0.7 (syst.))% |

A finding and lepton identification efficiencies. For the denominator, $\epsilon_{\Lambda^p}$ is 0.0242 ± 0.0004 for the $\Lambda$ and companion finding efficiencies combined. All uncertainties are statistical and are estimated from the Monte Carlo.

Only factors not common to the numerator and denominator need to be considered in evaluating the systematic uncertainty. These are uncertainties related to lepton identification for the numerator, and companion baryon finding for the denominator. They reflect differences in observed efficiencies between Monte Carlo and data. For electron identification using a neural network, the systematic uncertainty on the electron finding efficiency is evaluated to be 2.5% using electrons coming from photo conversions [21]. For muons, the uncertainty is 3.0% [27]. About 87% of the companion baryons are protons identified using $dE/dx$ information. A difference in efficiency between data and Monte Carlo is observed when the $dE/dx$ information is used to identify protons coming from $\Lambda$ decays. The efficiency is (3.42 ± 0.05)% higher in the Monte Carlo than in data. A correction of $-3.42\%$ is applied to $\epsilon_{\Lambda^p}$ with a systematic uncertainty equivalent to half the correction itself. The resulting efficiencies and their uncertainties are summarised in table 4.

No systematic uncertainty is attributed to the estimation of the $\Lambda$ finding efficiency. This is because the $\Lambda$ momentum distribution is very similar for $\Lambda_b \rightarrow AX$ and $\Lambda_b \rightarrow \Lambda\ell X$ events, both in data and Monte Carlo. Hence this factor cancels out when taking the ratio.

This leads to a value of

$$R_{\Lambda} = \frac{BR(\Lambda_b \rightarrow \Lambda\ell X)}{BR(\Lambda_b \rightarrow AX)} = (7.0 \pm 1.2 \text{ (stat.)} \pm 0.7 \text{ (syst.)})\%$$

for the ratio of branching ratios averaging over electrons and muons.
<table>
<thead>
<tr>
<th>minimum $\Lambda$ momentum cut</th>
<th>$R_M$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.00 GeV/$c$</td>
<td>(8.1 ± 1.4)%</td>
</tr>
<tr>
<td>4.25 GeV/$c$</td>
<td>(8.0 ± 1.4)%</td>
</tr>
<tr>
<td>4.50 GeV/$c$</td>
<td>(7.0 ± 1.2)%</td>
</tr>
<tr>
<td>4.75 GeV/$c$</td>
<td>(7.2 ± 1.3)%</td>
</tr>
<tr>
<td>5.00 GeV/$c$</td>
<td>(6.3 ± 1.1)%</td>
</tr>
<tr>
<td>5.25 GeV/$c$</td>
<td>(6.8 ± 1.3)%</td>
</tr>
<tr>
<td>5.50 GeV/$c$</td>
<td>(6.8 ± 1.3)%</td>
</tr>
</tbody>
</table>

Table 5: Effect of the minimum momentum cut on the central value for $R_M$. The errors shown are the statistical uncertainties related to the data sample size and are partly correlated.

8 Further consistency checks

The effect of changing the minimum $\Lambda$ momentum requirement on the measured value for $R_M$ is investigated over the range of reliability of the fitting procedure. We increase the minimum $\Lambda$ momentum cut $p_{\text{cut}}$ in steps of 0.25 GeV/$c$ and recalculate $R_M$ each time. All results are consistent with each other, although the values obtained for $p_{\text{cut}} < 4.5$ GeV/$c$ show a larger deviation. Further investigation reveals that these are consistent with being caused by small statistical fluctuations in the evaluation of the denominator for $R_M$. Similar fluctuations were also observed with Monte Carlo. As $p_{\text{cut}}$ is lowered, the sample composition changes since more background events are introduced, modifying the overall correlations between the fit variables. The different values obtained for $R_M$ seen in table 5 have an r.m.s. value of 0.6\%, which is well within the statistical error of this measurement. The 4.5 GeV/$c$ minimum $\Lambda$ momentum requirement optimises the suppression of contributions from fragmentation and other backgrounds, without causing an increase in the overall statistical uncertainty.

Three uncorrelated and statistically independent subsamples are used to further check our result for the ratio $R_M = \text{BR}(\Lambda_b \rightarrow \Lambda \bar{X})/\text{BR}(\Lambda_b \rightarrow \Lambda X)$ for consistency. In the first test, the data are divided into two subsamples corresponding to the 1991-93 and 1994-95 data samples. In the second test, the sample of all selected $\Lambda_b \rightarrow \Lambda X$ candidates in the data is divided between events containing a $\Lambda$ versus events containing a $\bar{\Lambda}$ in the denominator while the original full sample is used in the numerator. In the third test, the data are divided in the numerator into the separate electron and muon samples, keeping the original full sample in the denominator. For each of these subsamples, the ratio $R_M$ is calculated. All results are found to be statistically consistent with each other and with the full data sample as can be seen in table 6.

A separate cross-check is made using this measurement to derive $f(b \rightarrow \Lambda_b) \cdot \text{BR}(\Lambda_b \rightarrow \Lambda \bar{f}X)$. We measure $(2.57 \pm 0.23) \times 10^{-3}$, to be compared to $(2.91 \pm 0.23 \pm 0.25) \times 10^{-3}$ obtained in a previous analysis [9]. The uncertainty shown is statistical only. The systematic uncertainty would be of similar size. The statistical and systematic uncertainties of the two measurements are only partly correlated since different selection criteria as well as different Monte Carlo simulations and data samples are used for these analyses.
Table 6: Results for different data subsamples: Using data from 1991-93 versus data from 1994-95; using exclusively \( \Lambda \) or \( \bar{\Lambda} \) in the denominator of eq. 7; or using electrons and muons separately in the numerator. Here \( N_{\Lambda_b-\Lambda'X} \) denotes the sum of the electron and muon channels, and \( \Delta N_{\Lambda_b-\Lambda'X} \), the statistical error. The imbalance in the number of \( \Lambda \) and \( \bar{\Lambda} \) found reflects the fact that more companion protons than companion anti-protons are found, due to secondary interactions with the detector material. The \( \chi^2/d.o.f \) shown are only an indicator of the goodness-of-fit for the fit for the denominator. All results are consistent with each other, as well as with the full data set.

9 Related measurements and conclusions

We have presented the first measurement of \( R_{\Lambda^f} = \text{BR}(\Lambda_b \to \Lambda'X)/\text{BR}(\Lambda_b \to \Lambda X) \) where \( \Lambda_b \) denotes inclusive b baryons. The measured value is:

\[
R_{\Lambda^f} = (7.0 \pm 1.2 \pm 0.7)\%,
\]

significantly lower than \( \text{BR}_{\Lambda^f}^B = (10.43 \pm 0.24)\% \) [1], the semileptonic branching fraction for \( B^0 \) and \( B^\pm \) mesons measured at the \( \Upsilon(4S) \) resonance, as well as significantly lower than \( \text{BR}_{\Lambda^f}^B = (11.13 \pm 0.29)\% \) [1] for the average \( b \) hadron semileptonic branching ratio measured at high energy. This indicates that non-spectator amplitudes play a significant role in \( b \) hadron decays, as can be inferred from the difference observed between the measured \( B^0 \) lifetime and the \( b \) baryon lifetime [1].

It is interesting to note that for \( B \) denoting both \( B^0 \) and \( B^\pm \) mesons, and \( b \) denoting all \( b \) hadrons formed at the \( Z^0 \) resonance

\[
\frac{R_{\Lambda^f}}{\text{BR}(B \to \ell X)} = 0.67 \pm 0.13 \quad \text{and} \quad \frac{T_{\Lambda^f}}{\tau_B} = 0.72 \pm 0.05; \tag{8}
\]

\[
\frac{R_{\Lambda^f}}{\text{BR}(b \to \ell X)} = 0.63 \pm 0.13 \quad \text{and} \quad \frac{T_{\Lambda^f}}{\tau_b} = 0.74 \pm 0.05 \tag{9}
\]

all have very similar values. This indicates that the non-spectator effects responsible for the observed lifetime differences in \( b \) hadrons mainly influence the total decay widths but not the semileptonic decay widths, in accordance with theoretical expectations [5].
Table 7: All quantities and their uncertainties needed for the evaluation of the product branching ratios.

| $f_{A_b}$ | 0.396 ± 0.046 ± 0.031 |
| $f_B$ | 0.219 ± 0.032 ± 0.024 |
| $f_{frag}$ | 0.385 ± 0.047 ± 0.034 |
| $N$ | 1595 ± 40 |
| $N_{had}$ | 3840074 ± 1960 |
| $R_b$ | 0.2209 ± 0.0021 |
| $\epsilon_{A_b}$ | 0.0233 ± 0.0008(syst.) |
| $\epsilon_{B\text{-tag}}$ | 0.406 ± 0.017(syst.) |
| $\epsilon_{B\text{-tag}}$ | 0.455 ± 0.019(syst.) |

From this analysis, we can extract other interesting quantities, provided we include an additional contribution to the systematic uncertainty for the $\Lambda$ selection efficiency, as described in section 6.9. We obtain the product branching fraction:

$$f(b \rightarrow \Lambda_b) \cdot BR(\Lambda_b \rightarrow \Lambda X) = \frac{f_{A_b} \cdot N}{\epsilon_{A_b}} \cdot \frac{1}{2 \cdot R_b \cdot N_{had}} \quad \text{and}$$

$$f(b \rightarrow B) \cdot BR(B \rightarrow \Lambda X) = \frac{f_B \cdot N}{\epsilon_{A_b}} \cdot \frac{1}{2 \cdot R_b \cdot N_{had}}$$

(10)

(11)

where $f(b \rightarrow \Lambda_b)$ is the fraction of b quarks forming $\Lambda_b$'s (all weakly decaying b baryons found near the $Z^0$ resonance), and $f(b \rightarrow B)$, the fraction of b quarks forming $B^0$, $B^\pm$ and $B_s$ mesons. $N$ represents the number of selected events containing a direct $\Lambda$ and a companion baryon, $R_b$ is the fraction of hadronic $Z^0$ decays into $b\bar{b}$ quarks [28], and $N_{had}$ the number of hadronic $Z^0$ decays passing our selection criteria [15]. The extra factor of two accounts for the presence of two hemispheres per event. All relevant quantities and their systematic uncertainties are summarised in table 7.

The results are:

$$f(b \rightarrow \Lambda_b) \cdot BR(\Lambda_b \rightarrow \Lambda X) = (3.93 \pm 0.46 \pm 0.37\%) \text{ and}$$

$$f(b \rightarrow B) \cdot BR(B \rightarrow \Lambda X) = (1.94 \pm 0.28 \pm 0.24\%).$$

We obtain the inclusive b hadron branching ratio using $(f_{A_b} + f_B = 1 - f_{frag})$ to evaluate the inclusive fraction of b hadrons decaying into $\Lambda$'s.

$$BR(b \rightarrow \Lambda X) = (5.87 \pm 0.46 \pm 0.48\%),$$

to be compared with $(5.9 \pm 0.7 \pm 0.9\%)$ from DELPHI [29]. The b represents an admixture of $B^0$, $B^\pm$, $B_s$ and $\Lambda_b$ as produced near the $Z^0$ resonance. Assuming $f(b \rightarrow \Lambda_b)$ to be $0.132 \pm 0.041$ [1], we obtain
BR(A_b \to \Lambda X) = (29.8 \pm 3.5 \pm 2.3 \pm 9.2) \%.

This can be compared with the world average $(17^{+9}_{-6} \pm 5)\%$ [1]. Both results are evaluated using the same assumption for $f(b \to A_b)$. The last uncertainty reflects the uncertainty from $f(b \to A_b)$. Assuming $f(b \to B) = 0.868 \pm 0.041$ [1] yields

$$BR(B \to \Lambda X) = (2.2 \pm 0.3 \pm 0.2 \pm 0.1)\%$$

where the last error comes from the uncertainty on $f(b \to B)$. In this case, B represents all B mesons, i.e. an admixture of $B^0$, $B^\pm$ and $B_s$. This result can be compared with the combined results obtained at the $T(4S)$ resonance [1] of $(4.0 \pm 0.5)\%$ which includes only $B^0$ and $B^\pm$ decays.
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