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Abstract

We have studied azimuthal correlations in singly-tagged $e^+e^- \rightarrow e^+e^- \mu^+\mu^-$ events at an average $Q^2$ of 5.2 GeV$^2$. The data were taken with the OPAL detector at LEP at $e^+e^-$ centre-of-mass energies close to the $Z^0$ mass, with an integrated luminosity of approximately 100 pb$^{-1}$. The azimuthal correlations are used to extract the ratio $F^\gamma_B/F_2^\gamma$ of the QED structure functions $F^\gamma_B(x, Q^2)$ and $F_2^\gamma(x, Q^2)$ of the photon. In leading order and neglecting the muon mass $F^\gamma_B$ is expected to be identical to the longitudinal structure function $F_2^\gamma$. The measurement of $F^\gamma_B/F_2^\gamma$ is found to be significantly different from zero and to be consistent with the QED prediction.
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1 Introduction

The study of two-photon events in $e^+e^-$ colliders provides a good way to test Quantum Electrodynamics (QED). As in the case of ep collisions, which permit us to probe the structure of the proton, electron-photon collisions enable us to probe the structure of the photon. Two-photon events are studied through the reaction $e^+e^- \rightarrow e^+e^-X$. Most of the electrons\(^1\) in this reaction are scattered at very low angles and are lost along the beam pipe. To study the structure of the photon, at least one of the electrons must be observed in the detector. The $e\gamma$ cross-section is given by:

$$\frac{d\sigma(e\gamma \rightarrow eX)}{dx dQ^2} = \frac{2\pi \alpha^2}{xQ^4} \left[ (1 + (1 - y)^2) \ F_2^\gamma(x, Q^2) - y^2 F_L^\gamma(x, Q^2) \right].$$

(1)

It is related to the $e^+e^-$ cross-section by the Weizsäcker-Williams approximation [2] for the flux of quasi-real photons. The kinematics are defined by the Bjorken variable $x$, the dimensionless variable $y$ and the four-momentum squared $Q^2$ of the virtual photon emitted by the tagged electron (these parameters are discussed in section 2). The functions $F_2^\gamma$ and $F_L^\gamma$ are called structure functions and $\alpha$ is the QED coupling constant. The structure functions $F_2^\gamma$ for leptonic final states [3] (described by QED) and for hadronic final-states [4] (described by QCD) have already been measured by OPAL. The longitudinal structure function $F_L^\gamma$ is very difficult to measure at LEP [5] because its contribution is small and is weighted by the factor $y^2$. The energy of the tagged electron is usually required to be larger than half the beam energy to reduce backgrounds, which gives values of $y$ much less than unity. As an alternative to the direct measurement of $F_L^\gamma$, it has been pointed out [6-11] that there are azimuthal correlations in the final-state particles from two-photon collisions which are sensitive to additional structure functions. The longitudinal structure function $F_L^\gamma$ has been shown to be equal to the structure function $F_B^\gamma$ in leading order and for massless muons, although coming from different helicity states of the photons. Azimuthal correlations can thus supplement the direct measurement of structure functions from total cross-sections. In this paper we publish the first measurement of $F_B^\gamma$ through azimuthal correlations in muonic two-photon events. The data sample consists of all the OPAL data taken at centre-of-mass energies on and near the mass of the $Z^0$ since the upgrade of the forward detectors, amounting to approximately 100 pb\(^{-1}\).

2 Kinematics of two-photon events

We are interested in muonic two-photon events (see figure 1) where one of the scattered electrons (the tag) is detected at low angle relative to the beam axis in the range of $0.026 < \sin \theta_{\text{tag}} < 0.120$, while the other (the anti-tag) is lost in the beam pipe. The photon associated with the anti-tagged electron is assumed to be close to real and directed along the $z$ axis. The variables which describe these events are defined in the following way [1]:

$$Q^2 = -q^2 \simeq 2E_bE_{\text{tag}}(1 - \cos \theta_{\text{tag}}),$$

(2)

$$x = \frac{-q^2}{W^2 - q^2 - p^2} \simeq \frac{Q^2}{W^2 + Q^2},$$

(3)

\(^1\)Positrons are also referred to as electrons.
where \( q \) is the momentum of the virtual photon, \( p \) is the momentum of the quasi-real photon, \( k \) is the initial momentum of the electron associated with the tag, \( W^2 \) is the squared invariant mass of the \( \mu^+\mu^- \) system, \( E_{\text{tag}} \) is the energy of the tagged electron, \( \theta_{\text{tag}} \) is its polar angle with respect to the beam direction and \( E_b \) is the beam energy. The main variable in this analysis is the azimuthal angle \( \chi \) (figure 2), defined in the \( \gamma^*\gamma \) centre-of-mass frame as the angle between the planes formed by the \( \gamma^*\gamma \) axis and the directions of the \( \mu^- \) and \( e^-_{\text{tag}} \), respectively (for \( e^- \) tags) or the angle between the planes formed by the \( \gamma^*\gamma \) axis and the directions of the \( \mu^+ \) and \( e^+_{\text{tag}} \), respectively (for \( e^+ \) tags). We also define \( \eta = \cos \theta^* \), where \( \theta^* \) is the angle between the \( \mu^- (\mu^+) \) and the photon axis in the \( \gamma^*\gamma \) centre-of-mass. The cross-section of the process which interests us may be written in the following way (see for example [11]):

\[
\frac{d\sigma(e\gamma \rightarrow e\mu^+\mu^-)}{dx dy d\eta d\chi/4\pi} = \frac{2\pi a^2}{Q^2} \left( \frac{1}{xy} (1 - y)^2 \right) \times \left[ (2x\vec{F}_T + \epsilon(y)\vec{F}_L) - \rho(y)\vec{F}_A^* \cos \chi + \frac{1}{2} \epsilon(y)\vec{F}_B^* \cos 2\chi \right],
\]

(5)
with
\[ \epsilon(y) = \frac{1-y}{1+(1-y)^2} \simeq 1 \quad \text{(for small } y\text{)}, \]
\[ \rho(y) = \sqrt{\epsilon(1+\epsilon)/2} \simeq 1 \quad \text{(for small } y\text{)}, \]

where \( \tilde{F}_T^\gamma, \tilde{F}_A^\gamma, \tilde{F}_B^\gamma \) and \( \tilde{F}_L^\gamma \) are differential structure functions. The functions \( \epsilon(y) \) and \( \rho(y) \) are approximately equal to unity for small \( y \). The dependence of the QED cross-section on the azimuthal angle \( \chi \) is explicit in equation 5 and the QED differential structure functions do not depend on \( \chi \). The conventional structure functions \( F_i^\gamma \) can be recovered by integration over \( \eta \) and \( \chi \):

\[ F_{T,A,B,L}^\gamma = \int_{-1}^{1} \int_{0}^{2\pi} \frac{dyd\chi}{4\pi} \tilde{F}_{T,A,B,L}^\gamma. \]

We also have the following definition [1]:

\[ F_2^\gamma = 2x F_t^\gamma + F_L^\gamma, \]

with the leading order identity

\[ F_B^\gamma(x) = F_t^\gamma(x) = \frac{4\alpha}{\pi} x^2 (1 - x), \]

neglecting the mass dependent terms. We also have [12]

\[ F_B^\gamma(x, Q^2) = \frac{4\alpha}{\pi} x^2 \left[ (1-x)(1-\frac{2m_\mu^2}{Q^2}) \sqrt{1 - \frac{4m_\mu^2}{W^2} - \frac{2m_\mu^2}{Q^2}} \log \frac{1 + \sqrt{1 - \frac{4m_\mu^2}{W^2}} W^2 - Q^2 - 2m_\mu^2}{1 - \sqrt{1 - \frac{4m_\mu^2}{W^2}} Q^2} \right], \]

where the mass dependent terms are included and \( m_\mu \) is the mass of the muon. The structure functions \( F_i^\gamma \) are combinations of transition amplitudes for different helicity states of the photons. The structure function \( F_B^\gamma \) is related to the interference term between two transverse helicity states of the photons. It is identical to \( F_t^\gamma \), which is related to the longitudinal polarization of the virtual photon, in leading order and for massless muons. It is not known if this identity is still valid for higher orders. The first term of the cross-section (equation 5), independent of \( \chi \), has already been measured with OPAL [3] and is associated with \( F_2^\gamma \). The study of azimuthal correlations gives some information about the structure functions \( F_A^\gamma \) and \( F_B^\gamma \). The structure function \( F_A^\gamma \) will not be studied in this note. Its contribution is zero when integrated over \( \eta \) (see for example in [11] that \( F_A^\gamma \) is antisymmetric in \( \eta \)). Assuming that \( F_B^\gamma \) is independent of \( \chi \) [11], the cross-section integrated over \( \eta \) may be re-written:

\[ \frac{d^3\sigma(e\gamma \rightarrow e\mu^+\mu^-)}{dx dy d\chi/2\pi} \simeq \frac{2\pi \alpha^2}{Q^2} \left( \frac{1 + (1-y)^2}{xy} \right) \times F_2^\gamma \left( 1 + \frac{1}{2} \epsilon(F_B^\gamma / F_2^\gamma) \cos 2\chi \right). \]

### 3 The OPAL Detector

The OPAL detector is described elsewhere [13] and only the constituents which are relevant to this analysis are presented in this section. The OPAL detector consists of a tracking system inside a uniform magnetic field of 0.435 T directed along the beam axis. The coil providing the
magnetic field is surrounded by electromagnetic calorimeters (ECAL), hadronic calorimeters (HCAL) and muon chambers. Each endcap has a similar coverage of calorimeters.

The primary charged track detection is made by a large jet chamber immersed in the magnetic field. A charged track may give a maximum of 159 sense wire hits in the polar angle region, relative to the beam axis, above 0.754 rad, and a maximum between 20 and 159 in the polar angle region between 0.274 rad and 0.754 rad. The jet chamber is surrounded by drift chambers which measure the coordinates of charged particles in the direction parallel to the beam axis. Also important in this analysis are the forward detector (FD) and the silicon-tungsten calorimeter (SiW). They both cover small angles relative to the beam direction. The forward detector consists of 24 radiation lengths of lead-scintillator calorimeters having an energy resolution of about \( 18\%/\sqrt{E \text{(GeV)}} \). The silicon-tungsten calorimeter consists of 18 layers of tungsten sandwiched between 19 layers of silicon detectors, amounting to 22 radiation lengths. Its energy resolution is about \( 25\%/\sqrt{E \text{(GeV)}} \). The silicon-tungsten calorimeter is used to detect particles in the polar angle region between 25 and 60 mrad and the forward detector is used for the higher range from 60 mrad to 120 mrad.

The coordinates in the OPAL detector are defined such that the \( z \) axis is given by the direction of the electron beam, the \( x \) axis is directed towards the centre of the LEP ring and the \( y \) axis is directed upwards.

4 Monte Carlo simulation

The Vermaseren 1.01 [14] generator was used to simulate a Monte Carlo sample of \( e^+e^- \rightarrow e^+e^- \mu^+\mu^- \) events corresponding to an integrated luminosity of 340 pb\(^{-1}\). These events were generated with \( E_b = 46.0 \text{ GeV} \) and \( W_{\text{min}} = 2m_\mu \). A selection was made at the generator level to keep only events with one electron in FD or SiW \((0.024 < \sin \theta_{\text{tag}} < 0.140)\). Since a significant fraction of events have muons with a low polar angle with respect to the beam axis, where they are not detectable, the events with one or both muons having \(|\cos \theta_{\mu}| > 0.975\) were rejected. The cut \( E_{\text{tag}} > 20 \text{ GeV} \) was also applied. The events were processed by the full simulation program of the OPAL detector [15].

5 Event selection

Events with one tagged electron and two charged tracks, of which at least one was identified as a muon, were selected. The requirements for the tagged electron are:

1. \( E_{\text{tag}} \) greater than half the energy of the beam, the energy being completely contained in either FD or SiW,
2. an angle \( \theta_{\text{tag}} \) in the range \( 0.026 < \sin \theta_{\text{tag}} < 0.120 \).

The selected angular range of the tagged electron corresponds to a range in \( Q^2 \) of \( 0.85 < Q^2 < 31 \text{ GeV}^2 \). A charged track was accepted if it satisfied the following criteria:
1. at least 20 hits in the jet chamber,
2. a distance of closest approach, \(d_0\), to the nominal beam axis of less than 1.0 cm, and \(|z| < 20\) cm at the point of closest approach,
3. momentum between 0.3 and 20 GeV/c,
4. transverse momentum relative to the beam direction greater than 0.1 GeV/c.

No restriction on the polar angle of the muons was made. The angle of the muons is thus restricted by the acceptance of the OPAL detector, which extends to \(|\cos \theta_\mu| = 0.962\). A track was identified as a muon if it met the following criteria:

1. momentum greater than 1 GeV/c,
2. energy deposited in the ECAL less than 1.5 GeV,
3. either a good muon signal in the HCAL or in the muon chambers, as described in [3].

In order to have a more precise energy measurement for the tag, this energy was evaluated using energy and longitudinal momentum conservation in the event. Since the precision is greater for the angle of the tag than for its energy, the following relation was used:

\[
E_{\text{tag}} = \frac{P_{\mu^+\mu^-} \cos \theta_{\mu^+\mu^-} + (2E_b - E_{\mu^+\mu^-}) \cos \theta_{\text{anti-tag}}}{\cos \theta_{\text{anti-tag}} - \cos \theta_{\text{tag}}}
\]

where the lepton masses were neglected. \(E_{\mu^+\mu^-}\) is the energy of the muon pair system, \(P_{\mu^+\mu^-}\) its momentum and \(\theta_{\mu^+\mu^-}\) its polar angle. \(\theta_{\text{anti-tag}}\) is the polar angle of the anti-tag, which was assumed to be 0 or \(\pi\), depending on whether the tag was in the \(-z\) or \(+z\) direction, respectively. Using this method, the resolution on \(E_{\text{tag}}\) was improved from 2 GeV to about 0.5 GeV. Figure 3 shows \(E_{\text{tag}} - E_{\text{tag,MC}}\), where \(E_{\text{tag,MC}}\) is the true tagged electron energy, versus the angle of the tag for both the energy measured by the calorimeters and the one obtained using equation 12.

Figure 4 shows the distributions of \(E_{\text{tag}}/E_b\), \(\sin \theta_{\text{tag}}\), \(\eta\), \(W\), \(y\) and \(x\) for the selected Monte Carlo events and OPAL data. The \(x\) distribution ranges between 0.001 and 0.997. The small discrepancies seen in the distributions are not important for the analysis. Their possible effect is taken into account when evaluating the systematic errors. The discrepancy between data and Monte Carlo at small \(\sin \theta_{\text{tag}}\) is due to the detector simulation. This discrepancy has no influence on the measurement of the azimuthal correlations. It changes, however, the average \(Q^2\) which is measured to be \(5.21 \pm 0.04\) (statistical) GeV\(^2\) in the data compared to \(5.00 \pm 0.02\) (statistical) GeV\(^2\) in the Monte Carlo. A total of 14878 events passed the selection criteria; 3712 of these had a tag in FD and 11166 had a tag in SiW.

6 Azimuthal angle distribution

In order to measure the azimuthal angle \(\chi\), one needs to boost the momentum of each particle to the \(\gamma^*\gamma\) centre-of-mass system. This boost is found using the combined momentum of the
muons. The azimuthal angle $\chi$ is well measured. The resolution, of about 20 mrad, is nearly constant over the whole $\chi$ range. Figure 5 shows the azimuthal angle distributions for both the Monte Carlo sample and the data. These distributions do not exhibit directly the $\cos 2\chi$ dependence predicted by QED (eq. 11). This is due to the acceptance of the detector, mainly for the muons lost in the forward region, in the polar angle range between the acceptance limit of the central detector and the beam axis. In order to extract $F_B^\gamma$, one needs to correct the azimuthal angle distributions of figure 5 for this detector effect. A bin-by-bin correction in $\chi$, for every range of $x$, was applied to the data distributions. The technique used consists of dividing each $\chi$ distribution for the data by the corresponding $\chi$ distribution for the Monte Carlo, which was weighted by $1/(1 + \frac{1}{2} \epsilon F_B^\gamma / F_2^\gamma \cos 2\chi)$, where the structure functions are the analytical QED structure functions. The weighted distribution is equivalent to that which would have been obtained had we generated a Monte Carlo with a flat azimuthal angle distribution. Once the azimuthal angle distributions were corrected, they were fitted to the following function:

$$F(\chi) = A(1 + B \cos 2\chi), \quad (13)$$

where $A$ is a normalization factor and $B$ gives the ratio of $F_B^\gamma$ to $F_2^\gamma$ (see equation 11). The fitted distributions are shown in figure 6.

7 Background and systematic errors

Various sources of backgrounds were considered. The principal source of contamination is expected to be muonic decays of tau pairs. The KORALZ generator [16] was used to estimate the contribution of $e^+e^- \rightarrow Z^0 \rightarrow \tau^+\tau^-$ events, the Vermaseren generator [14] was used to estimate the background from $e^+e^- \rightarrow e^+e^-\tau^+\tau^-$ events and the HERWIG generator [17] was used to estimate the background from hadronic two-photon events. The background from $\gamma^*\gamma \rightarrow \pi^+\pi^-$ was also considered and was estimated to be negligible [18]. The estimated backgrounds are shown in table 1.

The background, being very small (about 2.7%), was not subtracted from the signal. Its effect was included in the systematic error by fitting the azimuthal angle distribution of the simulation of the background to equation 13, and taking 2.7% of the resulting fitted value of $B$ as the systematic uncertainty on the $B$ values derived from the data sample.

Because of the role of the Monte Carlo in providing the correction to obtain the shape of the azimuthal angle distribution, the following tests were made to establish the reliability of the procedure. The systematic uncertainties are shown in table 2.

1. The resolution on $x$, $Q^2$ and $\chi$:
   The effects of the resolution on each of these three variables were included by varying the shape of the distribution of each variable in turn according to its resolution in the Monte Carlo (the average resolution was found to be about 5% for each variable). The average deviation of $\frac{1}{2} \epsilon F_B^\gamma / F_2^\gamma$ was taken as the systematic error. This variation was done by re-weighting the Monte Carlo events.

2. The resolution on $\eta$ and $y$:
   The variable $\eta$ does not appear explicitly in the analysis. The theoretical structure
functions used in the correction are integrated over $\eta$, so that the correction assumes the QED $\eta$ distribution. Figure 4(c) shows the measured $\eta$ distribution compared to the QED prediction. To take into account the resolution on $\eta$, the shape of the Monte Carlo distribution was changed according to the $\eta$ resolution (which was found to be about 5%). This was done by weighting each Monte Carlo event. The average deviation of $\frac{1}{2}\epsilon F^2_B/F_2^\gamma$ was taken as the systematic error. The same technique was used to estimate the systematic error due to the resolution on $y$, which is about 9%.

3. Effects of the correction:

In order to estimate properly the error on the fitted parameter $B$, a Monte Carlo in which the ratio of $F^\gamma_B$ to $F_2^\gamma$ was varied was used to verify the sensitivity to $F^\gamma_B$. This test used the TWOGEN [19] generator, modified to produce different azimuthal angle distributions. Several Monte Carlo samples were generated with different ratios of $F^\gamma_B$ to $F_2^\gamma$. Simple cuts were applied to the samples in order to reproduce the effects of the detector. The cuts are the following:

(a) one electron (corresponding to the tag) with $\sin \theta_{\text{tag}} > 0.024$ and $E_{\text{tag}} > 20$ GeV,
(b) the other electron with $\sin \theta_{\text{anti-tag}} < 0.027$,
(c) the muons having $|\cos \theta_{\mu}| < 0.962$, the lower muon momentum above 0.3 GeV/c and the higher above 1.0 GeV/c.

The azimuthal angle distributions for each of these samples were corrected with an azimuthal angle distribution corresponding to a value of $F^\gamma_B = 0$. The sensitivity to $F^\gamma_B$ was estimated by comparing the output ratio of the two structure functions to the input ratio. A one-to-one correspondence was found between the input and the output within 2% to 5%. To take this effect into account, the errors on the data points for the different bins of $x$ were multiplied by factors varying between 1.02 and 1.05.

8 Results and conclusions

The value of $\frac{1}{2}\epsilon F^\gamma_B/F_2^\gamma$ for each $x$ range is shown in figure 7 and compared to the QED prediction for $Q^2 = 5.2$ GeV$^2$ and $\epsilon = 1$. The values are plotted according to the prescription described in [20]. The four values of $\frac{1}{2}\epsilon F^\gamma_B/F_2^\gamma$ are given in table 2 with their statistical and systematic errors. The measured value of $\frac{1}{2}\epsilon F^\gamma_B/F_2^\gamma$ over the whole $x$ range is $0.076 \pm 0.013 \pm 0.015$, close to the QED prediction of 0.083. The variation with $x$ is consistent with QED ($\chi^2$/dof = 0.94) although it is also consistent with a constant $F^\gamma_B/F_2^\gamma$ ($\chi^2$/dof = 0.74). The measured values are nonetheless significantly different from zero ($\chi^2$/dof = 6.7).

In summary, azimuthal correlations can supplement the direct measurement of structure functions from total cross-sections. We have made the first measurement of the size of the ratio of the structure functions $F^\gamma_B$ and $F_2^\gamma$ for muonic two-photon events, based on azimuthal correlations in data from the OPAL experiment at LEP. This structure function $F^\gamma_B$ is identical to the structure function $F^\gamma_L$ in leading order for massless muons. This identity enables us to infer information about the structure of the photon that we would have obtained had we measured $F^\gamma_L$; although these two structure functions come from different helicity states of the photons. A first attempt to measure the variation of $F^\gamma_B/F_2^\gamma$ with the scaling variable $x$ has also
been obtained, although there is as yet no sensitivity to distinguish that from an $x$-independent $F_B^\gamma/F_2^\gamma$.
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.sources
bac kground fraction expected events
e^+e^- \rightarrow Z^0 \rightarrow \tau^+\tau^- (0.32 \pm 0.06)\% 48 \pm 9
e^+e^- \rightarrow e^+e^-\tau^+\tau^- (1.6 \pm 0.2)\% 240 \pm 30
\gamma\gamma \rightarrow hadrons (0.8 \pm 0.2)\% 120 \pm 30
Total (2.7 \pm 0.3)\% 410 \pm 40

Table 1: Expected background contributions.

cuts 0.001 < x < 0.25 0.25 < x < 0.5
statistics (data) \pm 0.022 \pm 0.021
statistics (MC) \pm 0.012 \pm 0.011
x resolution \pm 0.002 \pm 0.004
Q^2 resolution \pm 0.000 \pm 0.006
\chi resolution \pm 0.002 \pm 0.004
\eta resolution \pm 0.004 \pm 0.001
y resolution \pm 0.004 \pm 0.011
backgrounds \pm 0.003 \pm 0.003
correction \pm 0.008 \pm 0.008
\frac{1}{2}\epsilon F_B^y / F_2^y 0.068 \pm 0.025 \pm 0.011 0.094 \pm 0.024 \pm 0.016

cuts 0.5 < x < 0.75 0.75 < x < 0.997
statistics (data) \pm 0.024 \pm 0.028
statistics (MC) \pm 0.012 \pm 0.014
x resolution \pm 0.003 \pm 0.014
Q^2 resolution \pm 0.001 \pm 0.000
\chi resolution \pm 0.005 \pm 0.003
\eta resolution \pm 0.003 \pm 0.003
y resolution \pm 0.007 \pm 0.008
backgrounds \pm 0.003 \pm 0.003
correction \pm 0.006 \pm 0.009
\frac{1}{2}\epsilon F_B^y / F_2^y 0.091 \pm 0.027 \pm 0.012 0.032 \pm 0.031 \pm 0.019

Table 2: Contributions to the systematic error on \frac{1}{2}\epsilon F_B^y / F_2^y. The last row is the value obtained in each x range with its errors, the first being statistical and the second systematic.
Figure 3: (a): $E_{\text{tag}} - E_{\text{tag,MC}}$ versus $\sin \theta_{\text{tag}}$ for $E_{\text{tag}}$ measured directly by FD or SiW. (b): $E_{\text{tag}} - E_{\text{tag,MC}}$ versus $\sin \theta_{\text{tag}}$ for $E_{\text{tag}}$ evaluated with the angle $\theta_{\text{tag}}$ measured by FD or SiW.
Figure 4: $E_{\text{tag}}/E_b$, $\sin \theta_{\text{tag}}$, $\eta$, $W$, $y$ and $x$ distributions for the data (points) compared to the Monte Carlo predictions (histograms).
Figure 5: Azimuthal angle distributions for the whole $x$ range (a) and for different ranges of $x$ (b to e). The points represent the data and the histograms the Monte Carlo. The error bars are statistical only.
Figure 6: Corrected azimuthal angle distributions. The distributions were fitted with equation 13. The error bars are statistical only. In order to see clearly the variations of the fitted curve as a function of $\chi$, the zero of the vertical scale has been suppressed.
Figure 7: \( \frac{1}{2} \epsilon F_B^\gamma / F_2^\gamma \) obtained from the azimuthal angle distributions corrected for the effects of the detector. The points are the data and the solid line is the QED prediction for \( Q^2 = 5.2 \text{ GeV}^2 \) and \( \epsilon = 1 \). The structure functions with their full mass dependence were used to plot the predicted ratio of \( F_B^\gamma \) to \( F_2^\gamma \). The total (outer) error bars show the sum in quadrature of the statistical (inner error bars) and systematic errors.