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Measurement of the Average b-Baryon Lifetime and the Product Branching Ratio

\[ f(b \rightarrow \Lambda_b) \cdot BR(\Lambda_b \rightarrow \Lambda \ell^- \bar{\nu}X) \]

OPAL Collaboration

Abstract

The average lifetime of b-flavoured baryons measured with the OPAL detector is updated to include data collected between 1990 and 1994 at LEP. Bottom-flavoured baryons that decay semileptonically and produce a \( \Lambda \) baryon are identified through the correlation of the baryon number of the \( \Lambda \) and the electric charge of the lepton. To measure the lifetime, the decay point of the b baryon is estimated by the \( \Lambda \)-lepton vertex, and the observed distribution of decay lengths is fitted simultaneously in 874 right-sign and 384 wrong-sign combinations. In a separate method, the impact parameter distribution of the leptons is fitted in a subset of these data. When the two results are combined, taking correlations into account, the average b-baryon lifetime is found to be

\[ \tau = 1.16 \pm 0.11 \text{(stat.)} \pm 0.06 \text{(syst.)} \text{ ps.} \]

Using the same data, the product branching ratio is measured to be

\[ f(b \rightarrow \Lambda_b) \cdot BR(\Lambda_b \rightarrow \Lambda \ell^- \bar{\nu}X) = (2.91 \pm 0.23 \text{(stat.)} \pm 0.25 \text{(syst.)}) \cdot 10^{-3}, \]

where the symbol \( f(b \rightarrow \Lambda_b) \) is the fraction of b quarks from \( Z^0 \) decays forming b baryons, \( \Lambda_b \) represents all b-flavoured baryons and \( \ell \) is either an electron or a muon.
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1 Introduction

The b-quark lifetime and its semileptonic branching ratio are important for the determination of the CKM mixing parameter $V_{cb}$. The estimation of heavy quark lifetimes from the observed weakly decaying b-hadron lifetimes is complicated by the influence in the decay process of the other quarks in the hadron, called spectator quarks. Because of the large mass of the b quark, the influence of the spectator quarks is thought to be small in b-hadron decays. As a result, lifetimes of the different weakly decaying b-flavoured hadrons are expected to be equal to within 10–20% [1]. The greatest variation is predicted for b baryons, which are expected to have shorter lifetimes than the B mesons since the non-spectator W-exchange diagram is helicity suppressed in mesons but not in baryons. It is important to verify this prediction in the context of calculations involving heavy quark mass expansions in the framework of QCD. Non-spectator effects will also influence the semileptonic branching ratio of b baryons. This branching ratio is expected to be smaller for b baryons than for B mesons [2]. Unfortunately, the measurement of the semileptonic branching ratio at LEP is complicated by the unknown total b-baryon production rate in $Z^0$ decays.

Experiments at the LEP and Tevatron colliders have provided precise measurements of the average b-hadron lifetime [3, 4], several exclusive b-hadron lifetimes [5, 6, 7, 8], and b baryon production rates [8]. This paper describes an improved measurement, using the OPAL detector, of the average b-baryon lifetime and the product branching ratio $f(b \to A_b) \cdot BR(A_b \to \ell^- \bar{\nu} X)$, where $f(b \to A_b)$ is the fraction of b quarks forming b baryons from $Z^0$ decays. Events that contain decay chains of the form,

\[
\Lambda_b^0 \to \Lambda^+ \ell^- \bar{\nu} X
\leftarrow \Lambda X
\leftarrow p \pi^- \quad \text{and} \quad \Xi_b^0 \to \Xi^+ \ell^- \bar{\nu} X
\leftarrow \Lambda X
\leftarrow p \pi^-.
\]

are studied. The correlation of a $\Lambda$ with a negatively-charged lepton or a $\bar{\Lambda}$ with a positively-charged lepton can indicate the presence of a semileptonic b-baryon decay, as used by OPAL in Ref. [9]. The other charge combinations ($\bar{\Lambda}-\ell^-$ and $\Lambda-\ell^+$) are used to characterize and estimate the level of background. Only the ground-state b baryons $\Lambda_b^0$ (quark content: $buds$), $\Xi_b^0$ (bsu), $\Xi_b^- (bsd)$, and $\Omega_b^- (bsb)$ are expected to decay weakly [1]. The production of $\Xi_b$ and especially $\Omega_b^-$ are believed to be suppressed; therefore, the symbol $A_b$ will be used in this paper to refer to all b baryons, while the symbol $\Lambda_b^0$ will be used to refer to the particular b baryon state with quark content (bud).

This analysis actually measures the average lifetime and product branching ratio of weakly decaying b baryons weighted by their different production rates in $Z^0$ decays, branching ratios, and detection efficiencies.

OPAL's previous value [10] of $1.05^{+0.23}_{-0.20} \pm 0.08$ ps for the average b-baryon lifetime was measured from data collected between 1990 and 1992 using the distribution of decay lengths between the primary event vertex and the vertex formed by the lepton and $\Lambda$. In addition to updating the decay length measurement to include 1993 and 1994 data, the analysis presented here also includes a lifetime measurement based on the impact parameters of the leptons from b-baryon semileptonic decay. This paper also updates the published OPAL product branching ratio measurement [9], which was obtained with the data recorded in the years 1990 and 1991. The inclusion of data collected up to the end of 1994 represents an approximate threefold increase in overall statistics for the lifetime measurement, and a ninefold increase for the product branching ratio. Other improvements include the use of high precision tracking information from the silicon microvertex detector, a more efficient set of electron identification criteria, and a slight modification of $\Lambda$ selection criteria.

\[1\] Charge conjugate processes are implied throughout this paper.
In the following sections, the event selection is briefly described, as are the Monte Carlo samples used in the analysis. For the lifetime measurement, the decay length and impact parameter methods and the fitting procedures are described and checks with Monte Carlo simulations are presented. The results of the b-baryon lifetime measurements from the two methods are given, and estimates of systematic uncertainties are discussed. Finally, correlations between the methods, statistical and systematic, are considered, and the results of the two methods are combined for a single average b-baryon lifetime measurement where the average is over the different b baryon species. In the extraction of the product branching ratio, the determination of the selection efficiencies and their systematic uncertainties are first presented. Background sources are investigated and corrections to the background estimate described. The product branching ratio is determined, and the implications of this and the average b-baryon lifetime result are discussed.

2 The OPAL Detector

A detailed description of the OPAL detector can be found elsewhere [11]. The most important component for this analysis is the central tracking system composed of a precision vertex drift chamber and a large volume jet chamber. The jet chamber also provides ionization energy loss (dE/dx) measurements [12], and is surrounded by a set of chambers to measure the z-coordinate of tracks as they exit the jet chamber. Since 1991, a high precision silicon microvertex detector [13] has been installed. It was operational for 73% of the data collected in 1991 and all of the data collected in 1992. For 1993, the silicon detector was upgraded [14] to supply in addition tracking information in the z-coordinate, but only r-φ silicon microvertex detector information is used for the analyses in this paper. This upgraded detector was operational for all of 1993 and 80% of the data collected in 1994. The impact parameter resolution in the x-y plane achieved for single tracks of momentum 45 GeV/c in $Z^0 \rightarrow \mu^+\mu^-$ events is 18 μm for tracks with associated hits in each of the two layers of the silicon microvertex detector.

3 Data Sample and Monte Carlo Simulations

3.1 Data Sample and Event Selection

The analyses presented in this paper use the data sample collected between 1990 and 1994. A basic $Z^0$ hadronic decay selection [15], with the additional requirement of at least seven 'good' charged tracks [16], was applied. This selection has an efficiency of $(98.1 \pm 0.5)\%$, background less than 0.1%, and a flavour-bias for $Z^0 \rightarrow b\bar{b}$ decays of less than 0.1% [16]. After these track quality requirements, approximately 3.61 million hadronic $Z^0$ decay events are selected.

The identification of b-baryon decays using charge-correlated A-lepton combinations closely follows the selection previously employed to measure the b-baryon lifetime [10]. High-momentum electrons or muons having large transverse momentum with respect to their associated jet are first identified, then A baryons are reconstructed, and finally requirements are placed upon the combination of the lepton and A. Individual efficiencies for the selection criteria given in this section are only approximate and for illustrative purposes: the overall absolute efficiencies are not important for the lifetime analysis and details of their accurate determination for use in the product branching ratio analysis are deferred to Section 8.1.

\[2\] The OPAL right-handed coordinate system is defined with positive z being along the electron beam direction, and θ and φ being the polar and azimuthal angles, respectively.
Muons are identified by associating track segments in the outer muon detectors with tracks in the central detector. Additional requirements are made to reduce backgrounds due to misassociation and charged kaon decays [17]. The average efficiency of the muon selection is about 73% for muons with momenta greater than 3 GeV/c from semileptonic $\Lambda_b$ decays. For the lifetime measurement, electrons are identified using an artificial neural net algorithm (see reference [18] for a more complete description) that is more efficient than the electron identification used in the previous lifetime analysis [10] and includes the endcap regions of the OPAL detector. The network is of a feed-forward type and was trained on simulated events to identify electrons on the basis of 12 measured quantities from the central tracking chamber and the electromagnetic calorimeters. The neural network electron selection approximately matches the efficiency and purity of the muon selection. The lifetime measurement is insensitive to systematic uncertainties in the lepton efficiency but benefits from the increased statistics of a high-efficiency selection; however, the total error of the product branching ratio strongly depends upon the uncertainty in lepton identification efficiency. The systematic error on the efficiency of the neural net electron identification algorithm is larger than the error on the efficiency of an alternative electron selection [19]. This selection covers a smaller angular range of $|\cos \theta| < 0.715$ and is based almost entirely on identifying electrons by $dE/dz$ measurements in the jet chamber and the ratio of the track momentum to the energy measured in the electromagnetic calorimeter. For this reason, the latter electron identification algorithm, with an efficiency of about 41% for electrons with momenta greater than 3 GeV/c from semileptonic $\Lambda_b$ decays, is used for the product branching ratio result. In both cases, electron candidates identified as originating from photon conversions are rejected as outlined in Ref. [20]. Electron and muon candidates are further required to pass the track selection criteria of Ref. [10].

All charged tracks and those electromagnetic clusters not associated with a charged track are grouped into jets using the JADE algorithm with the E0 recombination scheme [21] that has the invariant mass-squared cut-off set to $x_{min} = 49 \text{(GeV/c}^2)^2$. In order to obtain a sample enriched in $b$-quark events, lepton candidates are required to have momentum greater than 3 GeV/c and transverse momentum with respect to the associated jet axis greater than 0.8 GeV/c. The lepton is included in the calculation of the jet direction.

Candidate $\Lambda$ baryons are identified via the decay $\Lambda \rightarrow p\pi^-$, which accounts for $(63.9 \pm 0.5)$% of all $\Lambda$ decays [22]. Oppositely charged tracks found in the central tracking system are considered if neither track has associated hits more than 5 cm upstream from their interaction point in the $x$-$y$ plane. The $z$ components of the momenta, $p_z$, are recalculated under the constraint that the tracks originate from their interaction point assumed to be the $\Lambda$ decay vertex. This leads to a significant improvement in the mass and momentum resolution of real $\Lambda$ baryons. To reduce combinatorial backgrounds, the distance between the $\Lambda$ vertex position and the beam axis is required to be greater than 5 cm. The track with the larger momentum is assumed to be the proton, and its ionization energy loss as measured in the jet chamber is required to be consistent with that of a proton, if $dE/dx$ information is available for that track. The measured value of $dE/dx$ is required to be closer to the expected value for a proton than to the prediction for a kaon. The other track, assumed to be a pion, must have a distance of closest approach to the beam axis of greater than 1 mm, to reduce combinatorial backgrounds. For $\Lambda$ candidates that decay before reaching the jet chamber, it is required that in the $z$-$y$ plane the primary vertex of the beam interaction point lies between the back-extrapolated trajectories of the proton and pion candidate tracks. It is further demanded that $\phi_\Lambda$ be less than $14\text{ mrad}$, where $\phi_\Lambda$ is the angle in the $x$-$y$ plane between the reconstructed $\Lambda$ momentum vector and the line joining the primary and $\Lambda$ decay vertices. To decrease the contamination due to $K^0_S$ decays, where a pion from $K^0_S \rightarrow \pi^+\pi^-$ is misidentified as a proton or antiproton, it is demanded that the invariant mass, assuming a pion mass for both particles, $m_{\pi\pi}$, not be within one standard deviation of the mass resolution of the $K^0_S$ mass: $m_{\pi\pi} < 0.491 \text{ GeV/c}^2$ or $m_{\pi\pi} > 0.503 \text{ GeV/c}^2$. Reconstructed $\Lambda$ baryons are required to be well contained in the sensitive part of the detector, $|\cos \theta_\Lambda| < 0.9$, where
\( \theta_{\Lambda} \) is the angle between the reconstructed \( \Lambda \) momentum vector and the positive \( z \) axis. To reduce the contribution of \( \Lambda \) baryons produced from fragmentation processes, \( \Lambda \) candidates are required to have momentum \( p_{\Lambda} > 4 \) GeV/c. A signal region around the nominal \( \Lambda \) mass of 1.1157 GeV/c\(^2 \) [22] is defined by the invariant mass range \( 1.1078 < m_{p\pi} < 1.1234 \) GeV/c\(^2 \). The efficiency of the \( \Lambda \rightarrow p\pi \) selection depends upon momentum, and varies between a maximum of 23\% for \( p_{\Lambda} = 6 \) GeV/c to 10\% for high-momentum \( \Lambda \) baryons.

The \( \Lambda \) and lepton candidates are correlated through the following selection criteria. The reconstructed momentum vector of the \( \Lambda \) candidate is required to lie within a cone of half-angle 50\(^\circ\) about the momentum vector of the lepton candidate. The efficiency of this cut to select a correct \( \Lambda \ell \) combination from \( b \)-baryon decay is nearly 100\% for lepton momentum greater than 3 GeV/c and \( \Lambda \) momentum greater than 4 GeV/c. Next, a cut on the invariant mass of the \( \Lambda \)-lepton system of \( m_{\Lambda\ell} > 2.2 \) GeV/c\(^2 \) is required, eliminating essentially all background from \( \Lambda_c^+ \rightarrow \Lambda \ell^+ \nu X \). The efficiency of the invariant mass cut, after all previous cuts have been applied, is about 85\%. Finally, a cut of \( p_{\Lambda\ell} > 9 \) GeV/c, where \( p_{\Lambda\ell} \) is the magnitude of the vector sum of the \( \Lambda \) and lepton momenta, is imposed to reduce random combinatorial background. The efficiency of this final cut is about 97\% after all other cuts have been applied.

The resulting \( p\pi \) invariant mass distributions for \( \Lambda \ell^- \) (right-sign) and \( \Lambda \ell^+ \) (wrong-sign) combinations are shown in Fig. 1, for which the neural net electron selection is used. The peak at the \( \Lambda \) mass in the wrong-sign distribution is due to genuine \( \Lambda \) baryons, mostly from fragmentation, being combined with real or misidentified leptons. A total of 874 right-sign (466 \( \Lambda\mu^- \) and 408 \( \Lambda e^- \) ) and 384 wrong-sign (199 \( \Lambda\mu^+ \) and 185 \( \Lambda e^+ \) ) \( \Lambda \)-lepton charge combinations are selected for the lifetime measurement. The 490 excess right-sign charge combinations are mainly attributed to \( b \)-baryon decays, compared to the 157 excess right-sign combinations of OPAL’s previous lifetime analysis [10]. When the less efficient alternative electron identification algorithm is used, 268 right-sign \( \Lambda e^- \), and 128 wrong-sign \( \Lambda e^+ \) combinations are selected for use in the product branching ratio analysis. As will be described in more detail later, the number of wrong-sign combinations is used as an estimate of the number of background combinations in the right-sign sample, and the distribution of the lifetime estimator in the wrong-sign sample is used to estimate the shape of the background in the right-sign sample. Note that more than one \( \Lambda \ell \) combination can be associated with a particular jet.

### 3.2 Monte Carlo Event Samples

A number of different Monte Carlo event samples were employed to determine the efficiency of the selection, check the analyses, and estimate systematic errors. To check the analyses in the presence of general hadronic event backgrounds, approximately 2.3 million events simulating hadronic decays of the \( Z^0 \) generated by the JETSET 7.3 program [23] were used. Heavy quark fragmentation was carried out according to the Peterson et al. fragmentation form [24]. Additional samples enriched in \( b \) baryons were created to estimate systematic errors. Three enriched Monte Carlo samples including only the \( \Lambda_b^0 \) baryon were produced with JETSET 7.3. One sample, corresponding to roughly 6.5 million \( Z^0 \rightarrow b\bar{b} \) events, was generated with \( \tau_{\Lambda_b} = 1.4 \) ps, and two samples, each corresponding to about 2.5 million \( Z^0 \rightarrow b\bar{b} \) events, were generated with \( \Lambda_b^0 \) lifetimes of 0.7 and 2.8 ps. These samples were produced using EURODEC routines [25] for \( \Lambda_c^+ \) decays with branching ratios adjusted to agree with measured values [26]. A form factor to describe the energy transfer from the \( b \) baryon to the \( c \) baryon in the semileptonic decay of the \( b \) baryon also needs to be included. Additional samples, which include the effects of a \( b \)-baryon decay form factor [2] calculated to first order in the inverse of the \( b \) quark mass, were also generated. In addition, to estimate the sensitivity of the measurements to the \( b \)-baryon polarization, a ‘polarized’ sample was created with the same form factor, assuming the longitudinal \( b \)-quark polarization of \(-94\% \), as predicted by the Standard Model, is completely transferred to the \( b \) baryon [27]. Other samples including only the \( \Xi_b \) baryon were used to assess the
Figure 1: Invariant mass distribution of $p\pi$ combinations in the $\Lambda\pi^-$ sample (open histogram) superimposed by $\Lambda\pi^+$ (shaded histogram) correlations. The signal region is shown by the bracketed range of masses. The peak at the $\Lambda$ mass in the wrong-sign distribution is indicative of genuine $\Lambda$ particles (though not necessarily from $b$-baryon decay, e.g. from fragmentation) being combined with real or fake leptons (i.e. hadrons misidentified as leptons).

effect of different $b$ baryons in the selected sample. All of these events were processed by a detector simulation program [28] that includes a detailed description of the detector geometry and material as well as effects of detector resolutions and efficiencies. Due to over-optimistic simulation of the detector resolution and hit-association probabilities for charged tracks, additional smearing needed to be applied to the Monte Carlo events to bring the detector resolution of tracking quantities in the $r$-$\phi$ plane into agreement with that observed in the data. The smearing method applied a multiplicative factor, $f_{b_\Delta} = 1.4$, to the difference between the reconstructed and true track impact parameters and $f_{\phi_\Delta} = 1.3$ to the $\phi$ angle measurements. Finally, when very large statistical samples were needed, a 'fast' Monte Carlo program was used that does not simulate the full detector response but rather smears four-vectors according to various empirical detector response functions.
Decay Length Method for Lifetime Measurement

In the first method presented in this paper, the decay length between the primary event vertex and the vertex formed by the lepton and \(A\) is used to estimate the flight distance of the \(b\) baryon. The fact that the lepton and the \(A\) do not originate from the same vertex does not introduce a significant bias in this analysis because the lifetimes of the charmed baryons are much smaller than the average \(b\)-baryon lifetime. In addition, since the difference between the charmed and the strange baryon masses is relatively small, the transverse momentum of the \(A\) with respect to the charmed baryon direction is also small. As a result of these two effects, the intersection of the \(A\) flight path and the lepton is close to the original \(b\)-baryon decay point (as discussed in Section 6).

4.1 Definition of the Decay Length

The decay length of the \(b\) baryon is estimated using the positions and error matrices of the primary vertex and the \(A\)-lepton vertex, subject to a directional constraint. The primary vertex is found by using the tracks in the event (excluding the candidate lepton, proton and pion tracks to avoid a systematic bias due to these tracks), as well as the averaged beam position \([29]\), determined using large numbers of hadronic and leptonic events, as an additional constraint. The LEP beam spot has a spread of \(\sigma_x = 100-160 \mu m\) and \(\sigma_y \approx 10 \mu m\), and the addition of the tracks in the event to determine the interaction point for each event decreases the size of the error on the production point position and on the decay length. In the directional constraint method, the decay length projection in the \(x\)-\(y\) plane is defined by the length of the line parallel to the jet containing the lepton whose endpoints minimize the \(\chi^2\) formed from the deviations of these endpoints from the primary and secondary vertices. This is converted into a three-dimensional decay length by dividing by the sine of the polar angle, with respect to the electron beam direction, of the momentum sum of the \(A\) and lepton.

The average decay length in the right-sign sample is 3.1 mm with an average decay length error of 500 \(\mu m\) due to errors on track parameters of tracks used to form the vertex. It should be noted that the major axis of the secondary vertex error ellipse tends to be aligned with the lepton direction since the lepton is more precisely measured than the \(A\) track parameters, due to the large lepton momentum and the long \(A\) lifetime that results in a large extrapolation back to the lepton track. When silicon microvertex detector tracking information is available, it is associated with about 83% of the lepton tracks but with very few of the \(p\) and \(\pi\) tracks used to reconstruct the \(A\) since it usually decays beyond the radius of the silicon microvertex detector.

Monte Carlo studies of the resolution of the decay length indicate that use of the directional constraint, rather than just the simple primary to secondary vertex distance, reduces the rms width of the residuals of the decay lengths from 3.2 mm to 2.1 mm mainly from a large reduction in the tails of the distribution. Further discussion of studies of this decay length estimator are deferred to Section 4.2.4.

4.2 Fit of the Observed Decay Length Distribution

A simultaneous fit to the decay length distributions of the right-sign and wrong-sign \(A\)-lepton combinations is performed to determine the average \(b\)-baryon lifetime. The modelling of the decay length distributions and the fit procedure are identical to that of the previous analysis \([10]\) but are described here for completeness. Since the decay length distribution for the background processes is not expected to be significantly different for the right-sign and wrong-sign \(A\)-lepton combinations, the wrong-sign sample is used to define the background shape in the right-sign sample. The validity of this assumption
4.2.1 Model for the Decay Length Distribution of Signal Events

For a particle with mean lifetime $\tau$, the probability density function (PDF) for an observed proper decay time, $t$, with associated uncertainty, $\sigma_t$, is given by the convolution of an exponential distribution with a Gaussian distribution:

$$C(\tau, t, \sigma_t) = \frac{1}{2\tau} \exp \left( \frac{\sigma_t^2}{2\tau^2} - \frac{t}{\tau} \right) \text{erfc} \left( \frac{\sigma_t}{\sqrt{2}\tau} - \frac{t}{\sqrt{2}\sigma_t} \right).$$

(1)

However, our measurements are of the decay length, $l$, and its uncertainty, $\sigma_l$. Therefore, we use the relation between the proper decay time and decay length,

$$t = \frac{m_{\Lambda_b}}{p_{\Lambda_b}} l,$$

(2)

where $p_{\Lambda_b}$ and $m_{\Lambda_b}$ are the $b$-baryon momentum and mass of the $b$ baryon. To estimate the proper time, the mass of the $\Lambda^0_b$ is used. We convolute the PDF above with a distribution of $b$-baryon momenta, $p_{\Lambda_b}$, as described in the next section.

**Estimation of the $b$-Baryon Momentum Spectrum**

The $b$-baryon momentum distribution is formed from the measured $\Lambda$ and lepton momenta in the data in order to be less sensitive to $b$-quark fragmentation uncertainties. For any event the true $b$-baryon momentum falls between the values of

$$p_{\Lambda t} = |\vec{p}_\Lambda + \vec{p}_l| \quad \text{and} \quad p_{\Lambda_b,\text{max}} \approx \sqrt{E_{\text{beam}}^2 - m_{\Lambda_b}^2}.$$  

(3)

The $b$-baryon enriched Monte Carlo samples with the three different lifetimes are used to determine the $b$-baryon momentum distribution within these limits, mapped to $y \epsilon (0, 1)$. In other words, the function $g(y)$ is found, which is the PDF of the quantity $y$, where

$$y = \frac{p_{\Lambda_b} - p_{\Lambda t}}{p_{\Lambda_b,\text{max}} - p_{\Lambda t}}.$$  

(4)

In the Monte Carlo samples, the distribution for $g(y)$ is seen not to depend strongly on $p_{\Lambda t}$. The $b$-baryon momentum distribution in the data is estimated from the convolution of the measured $p_{\Lambda t}$ spectrum in the data with the $g(y)$ distribution determined from the Monte Carlo. When $g(y)$ is constructed from Monte Carlo, the quantity $p_{\Lambda t}$ is formed from Monte Carlo reconstructed tracks to ensure that momentum resolution effects are taken into account in the formation of the estimated $b$-baryon momentum spectrum. A further step is taken to remove the effect of the background by subtracting the estimated effective $b$-baryon momentum spectrum of the wrong-sign combinations from that of the right-sign combinations. This procedure is found to reproduce the original Monte Carlo momentum distribution well and results in similar $b$-baryon spectra for the data and Monte Carlo samples. Figure 2 shows the $g(y)$ function determined from the enriched unpolarized $b$-baryon Monte Carlo samples and the resulting estimate of the $b$-baryon momentum spectrum for the data. The average $p_{\Lambda_b}$ determined for the data is $33.9 \pm 0.2$ GeV/$c$, compared with an average of $33.7$ GeV/$c$ in the unpolarized Monte Carlo samples.

**Definition of the Signal PDF**

Once the $b$-baryon momentum spectrum is determined as described above, it is normalized and binned into 1 GeV/$c$ bins, as shown in Fig. 2b, with the central value and content of bin $i$ given by
Figure 2: a) The distribution of the variable $y$, as determined from the $b$-baryon enriched Monte Carlo samples. b) The estimate of the $b$-baryon momentum spectrum for the data using the procedure described in the text.

$p^i_{\lambda b} = (i - \frac{1}{2})$ GeV/c and $h(p^i_{\lambda b})$, respectively. Then, the PDF for the decay lengths of the $b$-baryon signal events is found by the convolution

$$S(\tau, l, \sigma_l) = \sum_{i=1}^{50} h(p^i_{\lambda b}) C(\tau, \frac{m_{\lambda b}}{p^i_{\lambda b}}, l, \frac{m_{\lambda b}}{p^i_{\lambda b}}, \sigma_l),$$

where $C$ is defined previously. In order to reduce the sensitivity of the fit to the accuracy with which decay length errors are estimated and to allow for occasional mismeasurements, the signal PDF actually used is

$$P_{\text{sig}}(l, \sigma_l; \tau, k_1, f_2, k_2) = (1 - f_1) S(\tau, l, k_1 \sigma_l) + f_1 S(\tau, l, k_2 \sigma_l),$$

where $k_1$ is an error scale factor for the majority of measurements and $f_2$ is the fraction of events that are mismeasured with a corresponding larger scale factor $k_2$. This form thus describes the decay length resolution function in terms of the sum of two Gaussian distributions, which allows for resolution tails and for occasional strong underestimation of tracking parameter errors. Since the parameters $k_1$, $f_2$, and $k_2$ are unknown, they are allowed to vary in the lifetime fit. If the parameters $f_2$ and $k_2$ were not included, it would be necessary to restrict the range of decay lengths that are used in the fit, in order to reduce the potential bias from badly measured decay lengths. By allowing $f_2$ and $k_2$ to vary in the fit, all decay lengths are used.

4.2.2 Model for the Decay Length Distribution of Background Events

The decay length distribution for background events is parametrised in terms of an exponential and a $\delta$-function at zero, to account for background events with and without long-lived particles, respectively, convoluted with a Gaussian distribution with standard deviation given by the measured decay length error,

$$B(l, \sigma_l; \tau, L_+, b_+, b_0) = \frac{1}{b_+ + b_0} \left[ b_+ C(L_+, l, \sigma_l) + b_0 G(l, \sigma_l) \right],$$

where $L_+$ is a characteristic decay length of the mix of long-lived particles in the background events, and $b_+ (b_0)$ is the fraction of events in the right-sign sample that come from background events with (without) lifetime. The function $C$ was defined earlier and $G(l, \sigma_l)$ is the Gaussian PDF of mean zero.
and standard deviation $\sigma$. As in the decay length distribution for the signal, the possibility is included for a scale factor on the estimated error and also for a fraction of events to have a larger scale factor. The background PDF is thus given by

$$P_{\text{back}}(l, \sigma; L_+, b_+, b_0, k_1, f_1, k_2) = (1 - f_1) B(l, k_1, \sigma; L_+, b_+, b_0) + f_1 B(l, k_2, \sigma; L_+, b_+, b_0).$$  (8)

The terms $k_1$, $f_1$, and $k_2$ are included in order to make the background parametrisation as general as possible. Given the variety of background sources, these parameters should not be understood as a measure of the detector resolution nor should $L_+$ be taken as directly indicating the lifetime of background sources since boost factors are not known.

The number of background events in the right-sign sample is taken to be equal to the observed number of events in the wrong-sign sample. Given $N$ total $\Lambda$-lepton candidates, and the probability, $p_w$, that a $\Lambda$-lepton candidate has the wrong-sign correlation, the PDF for the number of background events in the right-sign sample $N_w$ is given by the binomial PDF,

$$P(N_w, N, p_w) = \frac{N!}{N_w!(N - N_w)!} p_w^{N_w} (1 - p_w)^{N - N_w}.  (9)$$

Given the definition of $b_+$ and $b_0$, the wrong-sign probability is simply $p_w = (b_+ + b_0)/(1 + b_+ + b_0)$.

### 4.2.3 Combined Fit of the Decay Length Distributions

The decay length PDF for the right-sign $\Lambda$-lepton combinations is described by the sum of the signal and background PDF's, $P_{\text{sig}}$ and $P_{\text{back}}$, whereas the wrong-sign combinations follow $P_{\text{back}}$ alone. The unbinned likelihood function is thus defined to be the product of the values of the probability density functions for all right- and wrong-sign $\Lambda$-lepton combinations multiplied by the binomial distribution given above. The log likelihood function is maximized by allowing the lifetime $\tau$, the error scale factor parameters $(k_1, f_1, k_2)$, and the background parameters $(L_+, b_+, b_0, k_1, f_1, k_2)$ to vary.

### 4.2.4 Corrections to the Decay Length Estimator

Tests using enriched $\Lambda^0$ Monte Carlo samples indicated a systematic bias in fitted lifetimes approximately 7% below the true mean lifetimes of the events in the samples. Further investigation revealed that the bias depends roughly linearly on the quantity $|\phi_{lep} - \phi_{jet}|$, where $\phi_{lep}$ and $\phi_{jet}$ are respectively the azimuthal angles of the lepton and of the jet containing the lepton. The systematic shift was verified and its functional form with $|\phi_{lep} - \phi_{jet}|$ was quantified using a sample of $10^6$ fast Monte Carlo events that simulates well the jet-finding directional accuracy observed in the data. Using this sample, the source of the bias was found to be a combination of the effects of errors in the determination of the jet axis, and of the directional constraint on the decay length. Large values of $|\phi_{lep} - \phi_{jet}|$ are sometimes spurious, resulting from an error in the determination of the jet axis due to fluctuations on the side of the true jet axis that is away from the lepton. Because the secondary vertex error ellipse is very much elongated in the direction of the lepton, the decay length is biased to shorter values. This bias of the decay length estimator was also observed and corrected for in OPAL’s previous b-baryon lifetime paper [10], but was not completely understood due to insufficient Monte Carlo statistics.

Using the fitted functional form found from the fast Monte Carlo sample, the lifetime fitting procedure was modified to include a correction to the decay length for each event depending on the value of $|\phi_{lep} - \phi_{jet}|$. It has been checked that the distribution of this quantity shows good agreement between Monte Carlo simulated events and the data. After correction, the differences between the fitted lifetimes and mean true lifetimes are $+0.014 \pm 0.028$ ps, $+0.020 \pm 0.025$ ps, and $-0.07 \pm 0.09$ ps for the $\Lambda^0$ enriched full Monte Carlo samples generated with lifetimes of 0.7 ps, 1.4 ps, and 2.8 ps, respectively, illustrating no significant remaining bias.
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4.2.5 Further Checks of the Fitting Procedure

Further checks for remaining biases in the fitting procedure and for the correct evaluation of statistical errors were performed using a simple Monte Carlo program to generate 500 data samples of on average 500 events each with decay lengths consistent with a $\Lambda_c^0$ with a lifetime of 1.4 ps. Errors on the decay lengths were increased by scale factors for different fractions of the right-sign sample, and a background distribution was generated using the model described previously and the background parameters observed in the data. In all cases, no significant additional systematic biases were observed, fitted scale factors were consistent with input scale factors, and the lifetime residuals divided by the error on the lifetime indicated a correct evaluation of statistical errors by the likelihood fit.

Since the overall fitting model is not linear in the fit parameters, and a maximum log likelihood fit instead of least-squares is performed, a goodness-of-fit test using ordinary $\chi^2$ measures, with numbers of degrees of freedom given by the number of bins minus the number of fit parameters, is not valid. Instead, the form of the “$\chi^2$” distribution of weighted deviations of fitted versus input parameters was determined using the above simple Monte Carlo samples. Splitting the right-sign decay length sample between $-1$ and 2 cm into 11 bins and the wrong-sign sample into 5 bins, the “$\chi^2$” variable is observed to follow that of ordinary $\chi^2$ distributions with 11 and 5 degrees of freedom, respectively. This allows an evaluation of the quality of the fit to the data given below.

The complete analysis applied to a sample of 2.3 million fully simulated hadronic Monte Carlo events results in a sample of 767 right-sign and 281 wrong-sign combinations. Note that the fraction of excess events obtained in the Monte Carlo sample is larger than in the data because the value of $f(b \rightarrow \Lambda_b) \cdot BR(\Lambda_b \rightarrow \Lambda \ell^- \nu \Xi)$ is larger in the Monte Carlo than the value observed in the data (see Section 8). The fitted lifetime of $1.32^{+0.12}_{-0.11}$ ps is consistent with the true mean lifetime observed in the particular selected sample of 1.37 ps.

4.3 Result of the Decay Length Lifetime Fit to the Data

The result of the fit to the full data sample, shown in Fig. 3, gives $\tau = 1.10 \pm 0.12$ ps. The $\chi^2$ of the fit, as defined in Section 4.2.5, is 13.2 and 1.6 for the right-sign and wrong-sign candidates for an estimated 11 and 5 degrees of freedom, respectively. The values of all the parameters of the fit are shown in Table 1.

<table>
<thead>
<tr>
<th>$\tau$ (ps)</th>
<th>$k_1$</th>
<th>$g_2$</th>
<th>$k_2$</th>
<th>$L_+ (\text{cm})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.10 ± 0.12</td>
<td>1.34 ± 0.26</td>
<td>0.02 ± 0.02</td>
<td>26.9 ± 8.7</td>
<td>0.24 ± 0.02</td>
</tr>
<tr>
<td>$b_+$</td>
<td>$b_0$</td>
<td>$\bar{k}_1$</td>
<td>$\bar{f}_2$</td>
<td>$\bar{k}_2$</td>
</tr>
<tr>
<td>0.32 ± 0.03</td>
<td>0.13 ± 0.02</td>
<td>1.27 ± 0.13</td>
<td>0.21 ± 0.03</td>
<td>11.8 ± 1.2</td>
</tr>
</tbody>
</table>

Table 1: The model parameters found in the decay length fit to the data.

The likelihood function is found to be well-behaved and almost parabolic. By scanning across fixed lifetime values below and above the central value and allowing the other parameters to vary to maximize the likelihood, the 2 and 3 standard deviation points are found to occur at $(-0.23, +0.25)$ ps and $(-0.35, +0.39)$ ps away from the central value of 1.10 ps, respectively.
Figure 3: The distribution of measured decay lengths, shown with the result of the fit. The fitted distribution of the background in the right-sign sample is shown by the shaded area. The inset figure shows the distribution for the wrong-sign candidates. The underflow and overflow entries, shown in the first and last bins, have large decay length errors.

5 Impact Parameter Method for Lifetime Measurement

5.1 Fit of the Observed Impact Parameter Distribution

In this method, the average lifetime of b baryons is determined from a maximum likelihood fit to the impact parameter distribution of the leptons from $b$ decays using a method similar to that used by OPAL to determine the average inclusive $b$-hadron lifetime [4]. Only those lepton tracks that have at least one hit in the silicon microvertex detector were used since the error on the impact parameter measurement benefits from this added high-precision tracking information. After this requirement a data sample of 604 right-sign and 248 wrong-sign $A$-lepton combinations remains.

The impact parameter, $d_0$, is defined as the closest distance in the plane transverse to the beam axis between the lepton track and the primary vertex. The primary vertex is fitted for each event separately as described for the decay length method. The sign of the impact parameter is defined as positive if the angle in the $x$-$y$ plane between the vector from the primary vertex to the point of closest approach of the track and the axis of the jet including the lepton is less than $90^\circ$, otherwise it is defined as negative.
To obtain a lifetime using the impact parameter distribution, a model for the expected distribution is necessary. This model can be divided into two parts. The first describes the expected distribution of signal events and the second part describes the background. Since the impact parameter distribution obtained from background events is expected to be independent of the sign of the A-lepton correlation, the wrong-sign sample is used to define the background shape in the right-sign sample. A simultaneous fit to the impact parameter distributions of right-sign and wrong-sign A-lepton combinations is then performed to determine the average b-baryon lifetime.

5.1.1 Model for the Signal Events

The observed impact parameter distribution of leptons from true b-baryon decays is determined both by the average b-baryon lifetime and decay kinematics, and by detector resolution. In this analysis, the probability density function \( P_{\text{sig}} \) for the impact parameter distribution of the signal events is described by a convolution of the distribution expected from the underlying physics processes \( S_{\text{phys}} \) with a detector resolution function that is fitted simultaneously with the lifetime. The resolution function describes the impact parameter resolution of the lepton track.

The underlying physics distribution is the impact parameter distribution that would be obtained from a detector with perfect impact parameter resolution. The \( S_{\text{phys}} \) distributions are determined using samples of approximately 400000 unpolarized \( Z \to \Lambda_b^0 \to \Lambda \ell \) events. The events are processed using the fast simulation of the OPAL detector. The impact parameters are taken directly from the generated four-vector information before the detector simulation, but only lepton tracks from events that pass all kinematical and geometrical A-lepton selection criteria are entered into the distribution. Since the detector-related A identification variables have no influence on the underlying physics distribution, no efficiency corrections for these variables were applied. Lepton identification criteria are not imposed because the fast Monte Carlo simulation gives an inadequate description of the identification variables. Instead, the lepton impact parameters are weighted using tables of lepton identification efficiencies as functions of lepton momentum and transverse momentum with respect to the associated jet obtained from the full Monte Carlo simulation. The impact parameters are calculated relative to the true primary vertex, and their signs are determined using the jet axis reconstructed from charged tracks and unassociated electromagnetic clusters obtained after the detector simulation. This procedure is necessary because the sign of the impact parameters is determined by the other particles in the jet whereas the resolution function applies only to the lepton candidate track and therefore cannot account for signing errors due to imprecise estimates of the \( \Lambda_b^0 \) direction. The distribution is parametrised using a sum of exponential functions in order to facilitate an analytic convolution with the resolution function. Three exponential functions describing the negative part of the distribution and four exponential functions describing the positive part of the distribution were found to provide a good description. The underlying physics distribution given as a function of the “scaled” impact parameter expressed in terms of the impact parameter divided by the product of the speed of light and the average generated lifetime of the \( \Lambda_b^0 \) sample of \( \tau = 1.5 \) ps, is shown in Fig. 4 along with the result of the fit.

The resolution function is parametrised using a Gaussian, \( G \), of mean zero. The uncertainty of the impact parameter is taken as the sum in quadrature of the error from the track fit, which includes contributions due to multiple scattering, and the uncertainty from the primary vertex error ellipse:

\[
\sigma^2 = (\sigma_{\text{track}}^2 + \sigma_{\text{prim}}^2).
\]

The actual width of the Gaussian \( G \) used in the fit is \( a \cdot \sigma \). The parameter \( a \) is introduced to reduce the sensitivity of the fitted lifetime to systematic mis-estimation of the errors on the impact parameter, and to deviations of the real background from the background model described later. Thus the probability
Figure 4: The underlying physics distribution for the "scaled" impact parameter for leptons from unpolarized $\Lambda^0_b$ decays. The left plot shows the full range of the distribution whereas the right plot shows the central part. The curves are the result of the fit using a sum of exponentials as described in the text. The $\chi^2$ of the fit is 1.01/d.o.f.

density function for the impact parameter distribution of leptons from $\Lambda_b$ decays used in this analysis is the convolution of $S_{\text{phys}}(d_0; \tau)$ with $G(d_0, a\sigma)$,

$$P_{\text{wig}}(d_0, \sigma; \tau, a) = S_{\text{phys}}(d_0; \tau) \odot G(d_0, a\sigma),$$

where the parameters $\tau$ and $a$ are allowed to vary in the fit.

5.1.2 Model for the Impact Parameter Distribution of Background Events

The impact parameter distribution of background events is expected come from tracks that originate at the primary vertex and to tracks that arise from secondary decays of particles with a non-zero lifetime. The underlying physics distributions of tracks from the primary vertex can be parametrised as a $\delta$-function at zero. The impact parameters from tracks from secondary decays form an impact parameter distribution that can be expressed in terms of a sum of exponentials. These exponentials parametrise the underlying physics processes and particle compositions. Three exponentials have been chosen: one to describe the negative impact parameters and two to describe the positive impact parameters. This parametrisation of the underlying physics distributions is convoluted with a Gaussian with errors given by the measured errors of the impact parameters. The probability density function for the background can be written as

$$P_{\text{back}}(d_0, \sigma; A^+_1, b_1^+, A^+_2, b_2^+, A^-, b^-, b^0) = \frac{1}{b^0 + b_1^+ + b_2^+ + b^-} [b^0 G(d_0, \sigma) + b_1^+ C(A^+_1, d_0, \sigma) + b_2^+ C(A^+_2, d_0, \sigma) + b^- C(A^-, d_0, \sigma)],$$

where $C(A, d_0, \sigma)$ is the convolution of an exponential with a Gaussian $G(d_0, \sigma)$ of mean zero and standard deviation $\sigma$, $b^0$ is the fraction of tracks from the primary vertex and $b_1^+, b_2^+, b^-$ are the
fractions of tracks in the right-sign sample from secondary decays that can be described by convolutions of positive or negative exponentials with a Gaussian, respectively. The parameters $A_1^+$, $A_2^+$ and $A^-$ are the corresponding decay constants in the exponential functions. Since the composition and shape of the background in the right-sign sample are not known a priori, all fractions and decay constants are allowed to vary in the fit.

As in the decay length method, the number of background events in the right-sign sample is given by a binomial distribution based on the number of observed events in the wrong-sign sample, where in this case the wrong-sign or background probability is $p_n = (b^0+b^+_1+b^+_2+b^-)/(1+b^0+b^+_1+b^+_2+b^-)$. As previously, the probability density function for leptons in the right-sign sample is described by the sum of the signal and background PDF's, $P_{\text{sig}}$ and $P_{\text{back}}$, whereas leptons in the wrong-sign sample follow $P_{\text{back}}$ alone. The log likelihood function is maximized by allowing the lifetime $\tau$ and the parameters $(a, b^+_1, b^+_2, b^-, b^0, A_1^+, A_2^+, A^-)$ to vary.

5.1.3 Checks of the Fitting Procedure with Monte Carlo

The $A_0^0$ Monte Carlo samples generated with different lifetimes were used to check the probability density function $P_{\text{sig}}$ for the signal events. The Monte Carlo samples were split into subsamples of approximately 350 events each. The fitted lifetimes show good agreement with the average true lifetime of events in the specific subsample after the selection. The average differences between the fitted and generated lifetimes are $-0.006 \pm 0.033$ ps, $0.006 \pm 0.036$ ps and $0.014 \pm 0.144$ ps for the Monte Carlo samples generated with lifetimes of 0.7 ps, 1.4 ps and 2.8 ps, respectively.

To check that no additional bias exists in the fitting procedure when background is included, and that the statistical error of the fit is accurate, a simple Monte Carlo program was used to produce 200 samples of on average 600 events each, with impact parameters following a distribution arising from semileptonically decaying $A_0^0$ baryons with a lifetime of 1.4 ps. The majority of impact parameter values were smeared in each sample to increase the errors of the impact parameters by a scale factor of 1.2 in order to reproduce more accurately the impact parameter tracking error distribution observed in the data. In addition, a fraction of approximately 10% of impact parameters in each sample were smeared using a scale factor of 5.0 to simulate more realistically pattern recognition and tracking mistakes. For each $A_0^0$ sample, a background distribution was generated according to the model described above with the background parameters $b^+_1, b^+_2, b^-, b^0, A_1^+, A_2^+, A^-$ set to the same values as found from data.

The average difference between the fitted lifetimes and the generated lifetimes is $0.008 \pm 0.013$ ps, indicating no bias when the full fitting procedure including background is used. The distribution of lifetime residuals divided by errors is described by a Gaussian of width $1.07 \pm 0.10$, indicating that the statistical error is accurate. The average fitted value of the parameter $a$ is 1.80 with an rms width of 0.38, and the correlation coefficient between the fitted lifetime and this parameter using the simple Monte Carlo is $-0.121$. This demonstrates that the variable $a$ cannot be interpreted as a scale factor of the resolution.

As a consistency check, in the JETSET five-flavour hadronic Monte Carlo events a sample of 615 right-sign and 211 wrong-sign events was subjected to the requirement that the lepton has at least one hit in the silicon detector. The true mean lifetime of the sample after the selection is 1.37 ps. The fitted lifetime $\tau = 1.40^{+0.14}_{-0.13}$ ps is consistent with both the input lifetime of 1.4 ps and the true lifetime of the sample.
5.2 Result of the Impact Parameter Lifetime Fit to the Data

The result of the fit to the selected events in the data using an underlying physics function modelled using unpolarized $Λ_{13}^0$ decays is shown in Fig. 5. The fit gives a lifetime value of $\tau = 1.15^{+0.14}_{-0.13}$ ps. The $\chi^2$ of the fit is 24.2/23 d.o.f. The values of the other parameters in the fit are shown in Table 2.

<table>
<thead>
<tr>
<th>$\tau$(ps)</th>
<th>$a$</th>
<th>$A_1^+(cm^{-1})$</th>
<th>$A_2^+(cm^{-1})$</th>
<th>$A^-(cm^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.15$^{+0.14}_{-0.13}$</td>
<td>2.5 ± 0.3</td>
<td>89. ± 28.</td>
<td>17. ± 3.</td>
<td>20. ± 4.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b^0$</th>
<th>$b_1^+$</th>
<th>$b_2^+$</th>
<th>$b^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.07 ± 0.02</td>
<td>0.16 ± 0.03</td>
<td>0.13 ± 0.03</td>
<td>0.03 ± 0.01</td>
</tr>
</tbody>
</table>

Table 2: The parameter values found in the impact parameter fit to the data.

The likelihood function is found to be approximately parabolic. By fixing the lifetime at various points and allowing the fit to maximize the likelihood, the 1, 2 and 3 standard deviation points are found to occur at $(-0.13, +0.14), (-0.28, +0.30)$ and $(-0.40, +0.50)$ ps away from the central value of 1.15 ps.

Figure 5: The distribution of impact parameters is shown, along with the result of the fit. The fitted distribution of the background in the right-sign sample is shown by the shaded area. The inset figure shows the distribution for the wrong-sign candidates. The underflow and overflow entries are shown in the first and last bins.
6 Estimates of Systematic Uncertainties on Lifetime Results

The quoted statistical errors for both lifetime results already account for some systematic uncertainties because of the free parameters that are allowed to vary in the fits. For example, statistical uncertainties in the resolutions as well as statistical uncertainties in both the estimated normalization and shape of the background in the right-sign sample are already included. When all the background model parameters are fixed to their fitted values and the fits repeated, the central values of the lifetimes remain the same as expected, but for both lifetime methods, the statistical error decreases by 0.020 ps, corresponding to an additional error of about 0.07 ps added in quadrature. The systematic uncertainties and biases due to additional effects that were considered for the two lifetime methods are discussed below and shown in Table 3.

<table>
<thead>
<tr>
<th>Source</th>
<th>Systematic Error (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decay Length</td>
</tr>
<tr>
<td>Primary vertex estimate</td>
<td>±0.01</td>
</tr>
<tr>
<td>Background shape and normalization</td>
<td>±0.03</td>
</tr>
<tr>
<td>b-baryon decay model</td>
<td>±0.02</td>
</tr>
<tr>
<td>b-baryon polarization</td>
<td>+0.03 ± 0.03</td>
</tr>
<tr>
<td>Ξ0, content (b-baryon mass)</td>
<td>+0.02 ± 0.02</td>
</tr>
<tr>
<td>Decay length estimator</td>
<td>±0.03</td>
</tr>
<tr>
<td>b-baryon momentum estimate method</td>
<td>±0.01</td>
</tr>
<tr>
<td>b fragmentation</td>
<td>–</td>
</tr>
<tr>
<td>Physics distribution statistics</td>
<td>–</td>
</tr>
<tr>
<td>Resolution function</td>
<td>–</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>–</td>
</tr>
<tr>
<td>Silicon det. alignment and calib.</td>
<td>–</td>
</tr>
<tr>
<td>Total</td>
<td>+0.05 ± 0.06</td>
</tr>
</tbody>
</table>

Table 3: Table of systematic uncertainties and corrections for the decay length and impact parameter methods.

6.1 Primary Vertex Estimate

The primary vertex is determined using tracks in the event, excluding the lepton and tracks forming the A, and including the constraint of the average LEP beam spot measured over the span of several hundred events. To test the sensitivity of the lifetime measurements to the position of the primary vertex, the centroid of the LEP beam spot is moved in the x direction by 50 μm and in the y direction by 20 μm as well as increasing the beam size by a factor of two in each dimension. The centroid of the beam spot is known to typical precisions of 25 μm in the x direction and 10 μm in the y direction, and the width of the beam spot is known to better than 10 μm in both directions. The maximum lifetime shift observed is 0.01 ps for the decay length method and 0.007 ps for the impact parameter method.

In the data and the Monte Carlo, lifetime fits were also performed without including any prior knowledge of the average interaction point in the event. This results in a larger error ellipse for the primary vertex and a difference in fitted lifetimes of 0.025 ps for the decay length method. Knowledge of the average interaction point is used to reduce this bias, and any residual bias was investigated by finding the difference in position of the fitted interaction point projected along the direction of the jet axis between the cases of including and not including tracks in the event. A very small shift of
5 ± 1 μm was observed in the direction away from the hemisphere containing the A-lepton combination, presumably due to b-hadron secondary vertex tracks on the other side tending to pull the primary vertex. This 5 μm gives a lifetime difference of much less than 0.01 ps, and a systematic error of 0.01 ps for the decay length method is taken due to the uncertainty in the determination of the primary vertex.

To investigate a possible bias of the impact parameter method lifetime due to the use of the fitted primary vertex, the impact parameter with respect to the fitted vertex was compared with the impact parameter calculated with respect to the average interaction point. The impact parameter with respect to the average interaction point turns out to be on average 5 ± 3 μm smaller. Shifting each impact parameter by −5 μm results in a lifetime that is 0.02 ps smaller. The uncertainties of the primary vertex estimate position and size discussed above for the impact parameter method are added in quadrature to determine a systematic error of 0.02 ps.

### 6.2 Background Normalization and Shape

In addition to statistical fluctuations of the normalization and shape of the wrong-sign background, which are already included in the quoted statistical errors, systematic effects are also considered. It is assumed that the background enters the right-sign and wrong-sign distributions with equal probability. Using Monte Carlo hadronic event samples, the decay length and impact parameter distributions of the right- and wrong-sign background samples are found to be statistically consistent, and also give statistically consistent results for fitted lifetimes if their roles are reversed in the fit method.

As will be discussed in Section 8.2, the background of fragmentation Λ baryons combined with leptons from b-baryon decays preferentially populates the wrong-sign sample. Monte Carlo studies used for the product branching ratio determination indicate that (12 ± 2)% of the wrong-sign combinations are due to b-baryon decays. Repeating the lifetime analysis after scaling the background in the right-sign sample by 0.88 ± 0.02 results in lifetime shifts of only 0.001 ps for the decay length method, and 0.003 ps for the impact parameter method, which are ignored as systematic errors. Another check, in which the fit to the data is made by fixing the model parameters of the background shape and allowing only its normalization to vary, gives similar insignificant shifts.

Although the background considered above is seen to contribute unequally to the right- and wrong-sign samples, the effect on the lifetime measurements is negligible since the lifetime distributions are very close to those of the signals. As shown in the study of backgrounds in Section 8.2, the effects of related background asymmetries due to fragmentation Λ baryons, when combined with leptons from B meson decays which preferentially populate the right-sign sample, are small and can be ignored. The same is true for the predicted small fraction of background exclusive decay channels discussed in that section. The worst case is the background due to the exclusive decay channel Λ^+_c → Λ_c^+ν that enters only the wrong-sign sample at the level of (2.5 ± 0.3)% as estimated by Monte Carlo simulations. By performing lifetime fits on Monte Carlo samples with and without this background, lifetime differences of 0.005 ps or less are found.

Of more concern is the background due to fragmentation Λ baryons that combine with leptons from c-meson decays, which enter the wrong-sign sample more often. These events have a significantly different decay length distribution, but the maximum prediction of an excess of these events in the wrong-sign sample is 24 events for the decay length method. As a further check, the data are divided into two roughly equally sized and independent samples with p_L > 6.6 GeV/c and p_L < 6.6 GeV/c, in order to deplete and enrich, respectively, the contribution from fragmentation Λ baryons. The wrong-sign samples in the low momentum range show longer tails in both the decay length and impact parameter distributions compared with the wrong-sign samples in the high momentum range; however, the shapes of the wrong-sign samples are consistent within statistical fluctuations. Each data sample was fitted twice using the wrong-sign samples of both high and low momentum intervals to
study the effects of the different shapes of the wrong-sign distributions. Fitting the right-sign samples of both momentum ranges with the wrong-sign sample of the low $p_t$ momentum results in shorter lifetimes compared to the results of the fits to the right-sign samples using the wrong-sign sample of high $p_t$. Since the correct shape of the background in the data is not known exactly, the maximum differences of $0.03 \text{ps}$ for the decay length method and $0.04 \text{ps}$ for the impact parameter method are taken as systematic errors.

### 6.3 $b$-Baryon Decay Model

The enriched Monte Carlo events used to find the function $g(y)$ for the decay length method and the underlying physics distributions for the impact parameter method employed theoretical predictions [2] for a form factor to describe the energy transfer from the $b$ baryon to the $c$ baryon in the semileptonic decay of the $b$ baryon. No measurements have been made of the form factor, so differences in fitted lifetimes observed between the functions used for the central lifetime value, and those obtained using an alternate theoretical form factor [27], and those using no form factor, were used to estimate a systematic error due to this source. The maximum lifetime differences observed are $0.018 \text{ps}$ for the decay length method and $0.03 \text{ps}$ for the impact parameter method. These variations should also encompass the effects of some fraction of decays proceeding through higher mass charm baryon states. In addition, the decay branching ratios for $\Lambda_c$ and $\Lambda_c^+$ in the EURODEC [25] decay tables are varied, giving maximum lifetime shifts of $0.015 \text{ps}$. Combining errors in quadrature, a systematic error of $0.02 \text{ps}$ is taken for the decay length method and $0.03 \text{ps}$ for the impact parameter method to account for uncertainties in the $b$-baryon decay model.

### 6.4 $b$-Baryon Polarization

The $g(y)$ function and underlying impact parameter physics distributions were determined using a sample of unpolarized $\Lambda_c^0$ baryons. However, since it is expected that the $\Lambda_b$ baryons produced in $Z^0$ decays are polarized to some degree [27], separate underlying physics distributions are found for a longitudinal polarization of $0\%$ and the maximum possible polarization of $-94\%$ as expected for $b$ quarks in the Standard Model. When the polarized $\Lambda_c^0$ sample is used to define the $g(y)$ function and underlying physics distributions, the lifetime measurements increase by $0.06 \text{ps}$ for the decay length method and $0.13 \text{ps}$ for the impact parameter method. Leptons from polarized $\Lambda_c$-decays are preferentially emitted along the $\Lambda_c$ flight direction. This leads to smaller angles between the lepton and the $\Lambda_c$, and therefore to smaller expected impact parameters. The decay length is less sensitive to these changes. Since there is no published measurement of $b$-baryon polarization, systematic corrections of $+0.03 \pm 0.03 \text{ps}$ for the decay length method and $+0.065 \pm 0.065 \text{ps}$ for the impact parameter method are applied to the data to encompass the full range of possible polarizations. This range would also cover polarization effects of $\Xi_b$ baryons and other higher spin states, plus residual polarization transfer to the $\Lambda_c$ and $\Lambda$.

### 6.5 $b$-Baryon Mass and $\Xi_b$ Content

The mass of the $b$ baryon is used in the decay length analysis to convert from decay times to decay lengths. The JETSET default $\Lambda_b^0$ mass of $5.62 \text{ GeV}/c^2$ is used in the analysis, and most of the enriched Monte Carlo samples contain only $\Lambda_b^0$ decays and no other $b$ baryons. Monte Carlo studies with samples containing a mixture of $b$ baryons show that the analysis selects a mixture of $b$ baryons dominated by the $\Lambda_b^0$. Inputs to the model in the JETSET Monte Carlo from low-energy baryon measurements, assumed to be valid for heavier baryons at higher energies, result in the prediction that $12\%$ of $b$ baryons before the selection may be $\Xi_b$ baryons. This result is consistent with first measurements of this rate [30]. These baryons are expected [31] to have masses $0.2$–$0.3 \text{ GeV}/c^2$ larger
than the \( \Lambda^0_b \) mass, and the fraction is chosen to vary between the values of 0% and 24%. The overall b-baryon mass is therefore taken to be \( 5.7 \pm 0.1 \) GeV/c\(^2\). By repeating the decay length analysis using masses within this range, a systematic correction of \( +0.02 \pm 0.02 \) ps is assigned to the measurements to account for uncertainties in the b-baryon mass. This shift is verified by fitting to an enriched Monte Carlo sample containing only \( \Xi_b \) decays. Similarly, to estimate the effect of leptons coming from \( \Xi_b \) on the lifetime found using the impact parameter method, the fraction of \( \Xi_b \) in the sample used to determine the underlying physics distribution was varied in the above range and the resulting lifetime difference of 0.01 ps is used as a systematic error. The impact parameter method is much less sensitive to the value of the b baryon mass.

6.6 Bias of Decay Length Estimator

For the decay length method, the enriched \( \Lambda_b \) full Monte Carlo samples were first used to assess any systematic bias on the lifetime due to the selection criteria. From the difference between the true mean lifetime of the signal in the entire sample and the true mean lifetime after \( \Lambda \)-lepton combination selection, a negligible difference of less than 0.004 ps is observed.

The effect of the non-zero \( \Lambda^+_c \) lifetime on the decay length measurement was assessed using samples of 250,000 fast Monte Carlo events of the signal channel with the \( \Lambda^+_c \) lifetime \( \tau_{\Lambda_c} = 0.200^{+0.011}_{-0.010} \) ps \([22]\) varied within its errors. The maximum variation in fitted lifetime between this sample and a sample with zero \( \Lambda^+_c \) lifetime was 0.005 ps. The presence of the \( \Lambda^+_c \) therefore does not result in a significant bias.

The correction of the bias that depends upon \( |\phi_{lep} - \phi_{meas}| \), when the jet axis of the jet containing the lepton is used as a directional constraint, has already been discussed in Section 4.2.4 and is corrected for within the fitting procedure. This correction amounts to 6% of the lifetime, or about 0.07 ps in this case. The uncertainty in this correction due to statistical errors in the determination of the parameters of its functional form in the fast Monte Carlo is 0.015 ps. Two other decay length estimators are considered to check if the Monte Carlo samples reproduce the observed biases in the data and provide an adequate simulation of the effect. The first of these alternate decay length estimators uses the direction of the momentum sum of the \( \Lambda \) and lepton as a directional constraint instead of the jet axis and results in an observed bias in the Monte Carlo as high as 17%, while the second uses no directional constraint and is found to have little bias, but significantly poorer resolution. In both cases, the Monte Carlo fits reproduce the differences between the different lifetime estimators observed in the data to within 0.03 ps. The systematic error assigned to the decay length estimate is therefore taken to be the addition in quadrature of the errors above, which is 0.03 ps.

6.7 b-Baryon Momentum Estimate Method

The method used to estimate the b-baryon momentum for the decay length method was checked using full Monte Carlo samples by comparing the lifetime found using the true \( p_{\Lambda_b} \) distribution in the convolution to obtain decay times with the lifetime found using the reconstructed distribution of \( p_{\Lambda_b} \) using \( g(y) \). The observed lifetime difference of 0.01 ps is assessed as the systematic error due to the method to estimate the b-baryon momentum. In the enriched \( \Lambda^0_b \) samples, the true value of \( \langle p_{\Lambda_b} \rangle \) is 33.7 GeV/c, while the reconstructed value of \( \langle p_{\Lambda_b} \rangle \) in the same events used to determine \( g(y) \) is found to be 34.1 GeV/c.

6.8 b Fragmentation

The fragmentation parameter \( \epsilon_b \) in the Peterson fragmentation scheme \([24]\) was varied between 0.0025 and 0.0095 \([19]\). A maximum variation of the lifetime of 0.01 ps was found for the impact parameter method and assigned as a systematic error due to this source. No significant lifetime shift was observed.
for the decay length method since the technique used to estimate the b-baryon momentum uses observed track momentum and follows the changing momentum spectrum due to different fragmentation variables.

6.9 Underlying Physics Distribution Statistics

Each parameter of the functions describing the $\Lambda_c^0 \rightarrow \ell$ underlying physics distribution for the impact parameter method was varied by its statistical uncertainty. The maximum variation of 0.04 ps was conservatively taken as a systematic error.

6.10 Resolution Function

In the impact parameter analysis, results from the simple Monte Carlo study indicate that the fitted value of the parameter $a$ increases when background is included in the fit. To study the effect of the parameter $a$ on the lifetime, a second parameter $a_2$ for a fraction $f_2$ of events was introduced. The fitted values are $a = 2.4 \pm 0.4$, $a_2 = 7.2 \pm 5.4$ and $f_2 = 0.08 \pm 0.15$. These parameters are poorly measured and highly correlated indicating that the fit is unable to separate the two components of errors. However, the observed difference in the fitted lifetime of 0.01 ps is included as an estimate of the systematic error due to inadequate modelling of the detector resolution.

6.11 Lepton Efficiency

To study the effect of the lepton efficiency tables on the lifetime determined using the impact parameter method, an alternate underlying physics distribution was used in which electrons and muons were taken according to their relative fraction as seen in the data, assuming that the efficiency is flat over the entire $p$ and $p_t$ range. The difference in the fitted lifetime of 0.01 ps using this alternate physics distribution is included as a systematic error.

6.12 Silicon Microvertex Detector Calibration and Alignment

The effect of silicon microvertex detector misalignment and calibration uncertainties was studied using the measured distribution of the apparent separation at the interaction point of the two tracks in muon-pair events. The signing convention used is expected to result in a symmetric distribution centred at zero. Instead an average shift of $3.4 \pm 0.5 \mu m$ was found due to a combination of the radial position uncertainty of the ladders of the silicon detector, drift chamber calibration uncertainties and remnant shifts or rotations of one detector with respect to another. A study of this effect indicates that this translates into a shift of lifetime of 0.01 ps, which is taken as a systematic error for the impact parameter method. For the decay length method, since the $\Lambda$ typically has a long decay length, it is usually reconstructed outside the sensitive volume of the silicon microvertex detector and the vertex chamber, making the decay length much less sensitive to these alignment and calibration uncertainties. This has been checked in Monte Carlo simulations. Because the major axis of the $\Lambda\ell$ vertex error ellipse is nearly aligned with the lepton direction, the decay length error is dominated by the uncertainty of the projection of the $\Lambda$.

6.13 Consistency Checks

Further checks were performed to search for other systematic effects. The data were divided into two roughly equally-sized samples using various criteria, and the lifetimes for each sample were determined. Separation into high and low lepton momentum, high and low transverse momentum with respect to
the jet, positive and negative lepton electric charge, horizontal and vertical quadrants, high and low A momentum, data collected in 1990–1993 and data collected in 1994, A-electron and A-muon samples, and two bins according to the $\cos \theta$ of the lepton track were all investigated. The lifetime results between the pairs of statistically-independent subsamples were consistent.

7 Combination of Lifetime Results

After applying the above systematic corrections to the fitted lifetime values, the decay length method gives a value for the average lifetime of $b$ baryons of:

$$\tau = 1.15 \pm 0.12 \pm 0.06 \text{ ps},$$

where the first error is statistical and the second is systematic.

The impact parameter method gives

$$\tau = 1.21^{+0.15}_{-0.13} \pm 0.10 \text{ ps}.$$

Since in both cases the statistical fit errors are relative rather than absolute, they are adjusted appropriately when the systematic corrections are applied.

Although it is clear that the lifetime result using the decay length method is strongly correlated with the result of the impact parameter method, some gains can be made in the reduction of the total error when the two results are combined. Geometry demands that in some event topologies there can be a zero impact parameter but a non-zero decay length. On the other hand, the impact parameter method is better able to exploit the high precision measurements of the silicon microvertex detector. The two separate methods therefore provide a valuable cross check.

7.1 Statistical Correlation between Methods

The statistical correlation coefficient between the methods is found using various Monte Carlo event samples. The enriched signal Monte Carlo sample with $\tau = 1.4 \text{ ps}$ is split into subsamples of about 500 events each. The lifetime is fit using each of the two methods and a strong correlation is observed. The 0.7 ps and 2.8 ps enriched Monte Carlo samples are also employed. After checking that the impact parameter method applied to the enriched Monte Carlo samples gives results essentially proportional to the mean impact parameter, a sample of 500 000 fast Monte Carlo events was also used to calculate and check the correlation coefficient with high precision.

When the same A-lepton combinations are considered for each method, the statistical correlation coefficient is 0.71. About 83% of selected leptons have at least one silicon microvertex detector hit (as required by the impact parameter method) and the silicon microvertex detector was not operational in 1990, early in the 1991 run, and in the last 20% of the 1994 run. The decay length method considers these events, which are not used in the impact parameter method. The 604 right-sign and 248 wrong-sign combinations considered by the impact parameter method are a subset of the 874 right-sign and 384 wrong-sign combinations considered by the decay length method. A simulation of the wrong-sign background shape for each of the methods was also included in the fast Monte Carlo study, with the result that background dilutes the correlation coefficient very little because when the same wrong-sign combinations are considered by each method, the background shapes are also correlated. The overall coefficient of statistical correlation is found to be 0.56.
7.2 Calculation of Errors in Combination

The weight given to each of the two measurements is such that the total relative error $\sigma/\tau$ (statistical plus systematic error in quadrature) is minimized as outlined in Ref. [32]. The correlation coefficient of 0.56 is used to multiply the statistical errors in the off-diagonal terms in the covariance matrix while the systematic errors in the same category of the two methods are conservatively taken to be fully correlated. In the combination, the decay length method lifetime measurement is weighted by a factor of 0.76 and the impact parameter method measurement by 0.24. The systematic errors in the same category of the two methods are added linearly according to the weights and then combined in quadrature as shown in Table 4.

<table>
<thead>
<tr>
<th>Weight</th>
<th>0.76</th>
<th>0.24</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source of error</td>
<td>Decay Length</td>
<td>Impact Parameter</td>
</tr>
<tr>
<td>Primary vertex estimate</td>
<td>0.9%</td>
<td>1.7%</td>
</tr>
<tr>
<td>Background shape and normalization</td>
<td>2.3%</td>
<td>3.3%</td>
</tr>
<tr>
<td>b-baryon decay model</td>
<td>1.7%</td>
<td>2.5%</td>
</tr>
<tr>
<td>b-baryon polarization</td>
<td>2.6%</td>
<td>5.4%</td>
</tr>
<tr>
<td>$\Xi_b$ content (b-baryon mass)</td>
<td>1.7%</td>
<td>0.8%</td>
</tr>
<tr>
<td>Decay length estimator</td>
<td>2.8%</td>
<td>-</td>
</tr>
<tr>
<td>b-baryon momentum estimate method</td>
<td>0.9%</td>
<td>-</td>
</tr>
<tr>
<td>b fragmentation</td>
<td>-</td>
<td>0.4%</td>
</tr>
<tr>
<td>Physics distribution statistics</td>
<td>-</td>
<td>3.3%</td>
</tr>
<tr>
<td>Resolution function</td>
<td>-</td>
<td>0.8%</td>
</tr>
<tr>
<td>Lepton efficiency</td>
<td>-</td>
<td>0.6%</td>
</tr>
<tr>
<td>Silicon det., alignment and calib.</td>
<td>0.1%</td>
<td>0.8%</td>
</tr>
<tr>
<td>Total systematics</td>
<td>5.2%</td>
<td>8.6%</td>
</tr>
</tbody>
</table>

Table 4: Fractional systematic errors on each measurement of the b-baryon lifetime, and in combination.

The average b-baryon lifetime from the combination of the two methods is therefore:

$$\tau = 1.16 \pm 0.11 \pm 0.06 \text{ ps}.$$  

8 Product Branching Ratio

The product branching ratio is determined using:

$$f(b \to \Lambda_b) \cdot BR(\Lambda_b \to \Lambda\ell^-\nu X) = \frac{n_{\Lambda_b}}{2 \varepsilon_{\Lambda\ell} N_{\text{had}} \Gamma_{b\nu}/\Gamma_{b\text{had}}},$$  

(12)

where $n_{\Lambda_b}$ is the background-corrected number of identified $\Lambda\ell$ combinations arising from semileptonic b-baryon decays such as $\Lambda_b^0 \to \Lambda_c^+\ell^-\nu X$, $\Lambda_c^+ \to \Lambda X$, $\Lambda \to p\tau$; $\varepsilon_{\Lambda\ell}$ is the efficiency for identifying the correct tracks in the $\Lambda\ell$ combination from the above process in the hadronic event sample; $N_{\text{had}}$ is the number of hadronic events analyzed; and $\Gamma_{b\nu}/\Gamma_{b\text{had}}$ is the relative production rate of $b\nu$ events in hadronic $Z^0$ decays. The selection used to identify $\Lambda\ell$ combinations from b-baryon decay was described earlier in Section 3.1 with the reminder that more restrictive electron criteria than the neural net selection are applied to decrease the systematic error due to uncertainties in the electron identification efficiency.
This measurement depends on accurate measurements of the $\Lambda\ell$ selection efficiencies and backgrounds, which are first discussed in detail. After this the numbers of candidates and the calculated product branching ratio are given. The efficiency for the selection was determined using Monte Carlo simulations. The number of observed $\Lambda\ell$ combinations from $b$ baryons was estimated by subtracting the number of wrong-sign $\ell$-lepton combinations from the number of right-sign combinations and then correcting for any imbalance of the various backgrounds to the right- and wrong-sign samples.

8.1 Determination of Efficiency

Since the efficiencies for the selection criteria are correlated with one another, Monte Carlo simulated events were used to estimate the overall efficiency separately for $\Lambda e$ and $\Lambda\mu$ combinations. The branching ratio for $\Lambda - p\pi$ is included in the efficiency values. Corrections to the Monte Carlo estimate were determined as described in this section resulting in efficiencies of $\epsilon_{\Lambda e} = 3.9\%$ and $\epsilon_{\Lambda\mu} = 6.0\%$. Systematic errors arise from uncertainties in the simulation of the detector response in the detector simulation program and model uncertainties at the Monte Carlo generator level. The different sources of uncertainty in the efficiency are outlined and their effects on the overall efficiency are described below.

8.1.1 Lepton-specific Selection Efficiency Uncertainties

The electron selection efficiency has been studied using both data and Monte Carlo samples [16]. After applying corrections to the resolution in the detector simulation, the Monte Carlo reproduces this relative efficiency well. The relative systematic uncertainty in the electron identification efficiency for data collected between 1990 and 1992 is $2.5\%$ [16]. Further corrections to the electron identification efficiencies obtained using Monte Carlo simulations were found using similar methods with the data collected in 1993 and 1994. Relative corrections to the efficiencies of $(1.8 \pm 2.0)\%$ for the simulation of the 1993 data and $(4.4 \pm 2.0)\%$ for the simulation of the 1994 data were applied, leading to an overall systematic uncertainty of $\Delta\epsilon_{\Lambda e}/\epsilon_{\Lambda e} = 3.0\%$.

The determination of the efficiency for the muon identification is discussed in detail in Refs. [16, 26]. The efficiency obtained from Monte Carlo simulations is estimated to have a relative uncertainty of $1.7\%$. In addition, tracking errors affecting the muon impact parameter requirement and the matching efficiency were found to be described in the Monte Carlo simulation within a systematic uncertainty of $1.6\%$ leading to an overall systematic uncertainty of $\Delta\epsilon_{\Lambda\mu}/\epsilon_{\Lambda\mu} = 2.3\%$.

The rates for selected electron and muon candidates were compared between different years of data taking and were shown to have systematic fluctuations of less than $1\%$, which are well contained in the assigned systematic errors. Table 5 summarizes the systematic errors on the efficiencies for detecting $\Lambda e$ or $\Lambda\mu$ combinations, including the uncertainty contribution arising from the limited Monte Carlo sample sizes.

8.1.2 Uncertainty in $\Lambda$ Selection Efficiency

Most of the selection criteria used in the $\Lambda$ identification algorithm are based on tracking quantities measured in the $r-\phi$ plane of the central detector. The sensitivity of the $\Lambda$ selection efficiency to uncertainties in the azimuthal angle and impact parameter tracking resolutions was tested by varying the smearing factors described in Section 3.2 between 1.0 and 1.6 for $f_{\phi}$, between 1.0 and 1.8 for $f_{d}$, and between 1.5 and 1.7 for $f_{r}$. The observed change in selection efficiency of $\Delta\epsilon_{\Lambda}/\epsilon_{\Lambda} = 3.0\%$ was independent of $\Lambda$ momentum, and was taken as a systematic error due to tracking uncertainties.
Table 5: Uncorrelated systematic errors on the efficiencies used for the product branching ratio analysis. All numbers are relative to the efficiency obtained from the Monte Carlo simulation.

<table>
<thead>
<tr>
<th>Source</th>
<th>Systematic Error, $\Delta \varepsilon_{M}/\varepsilon_{M}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta e$</td>
</tr>
<tr>
<td>Monte Carlo Statistics</td>
<td>2.0%</td>
</tr>
<tr>
<td>Lepton Identification</td>
<td>3.0%</td>
</tr>
<tr>
<td>Total</td>
<td>3.6%</td>
</tr>
</tbody>
</table>

Systematic effects due to the additional criteria of requiring good $z$-information for the tracks, demanding consistency of the measured $dE/dz$ of the proton candidate with the proton hypothesis, the $K_S^0$ rejection cut, and the $\Lambda$ invariant mass cut were estimated by comparing data and Monte Carlo in different momentum intervals. An empirical function that models the signal as well as the background shape was fitted to the $p_T$ invariant mass distribution separately in both the data and the Monte Carlo events. The number of signal candidates satisfying the selection requirements and the number of candidates rejected by the requirements were found. Relative efficiencies determined in this way separately in both the data and Monte Carlo samples were then compared.

The observed mass resolution is wider in the data than in the Monte Carlo samples, mostly due to the better $p_T$ resolution in the Monte Carlo. Following the mass window cut, the efficiency was found to be $(5.5 \pm 0.6)\%$ lower in the data than in the Monte Carlo for the region $p_T > 4$ GeV/c used in this analysis. A correction of $\delta \varepsilon_{M}/\varepsilon_{M} = (-5.5 \pm 0.6)\%$ is therefore applied to the overall efficiency.

8.1.3 Overall Selection Efficiencies and Other Systematic Uncertainties

The combined $\Lambda$-lepton cuts and the momentum cuts are based on kinematic quantities which are well simulated by the Monte Carlo. The efficiency of the entire selection was studied using both the unpolarized and the maximally-polarized Monte Carlo samples separately. Polarization was found to have only a minor effect on the efficiency. The efficiency obtained with $-47\%$ polarization is used for the central value of the efficiency and the maximal deviation of $\Delta \varepsilon_{M}/\varepsilon_{M} = 0.9\%$ between the corresponding $0\%$ and $-94\%$ polarized samples is assigned as the systematic uncertainty due to unknown $b$-baryon polarization.

As described in Section 6.3, the effect of the $\Lambda_b$ decay modelling was studied by using Monte Carlo samples to simulate different form factors. Differences in efficiencies between the central value using the form factor of Ref. [2] and those obtained by using an alternative theoretical form factor [27], or no form factor at all, were used to estimate a systematic error due to this source. The maximum observed difference in efficiency of $4.5\%$ is assigned as the systematic uncertainty.

The effect of uncertainties in $b$-quark fragmentation for the determination of the total efficiency was studied by reweighting the Monte Carlo samples using different $c_b$ parameters of the Peterson fragmentation function [24] from that which was used for their generation. The selection efficiency obtained with the value of $c_b = 0.0055$ was used for the central value and the maximal difference in efficiency of $3.0\%$ obtained with values of $c_b = 0.0025$ and $c_b = 0.0095$ [19] is assigned as the systematic error due to the uncertainty in fragmentation.

In the generation of the Monte Carlo samples the value $m_{\Lambda_0} = 5620$ MeV/$c^2$ was used. To study the effects on the selection efficiency of different choices of the $b$-baryon masses as discussed in Section 6.5, Monte Carlo studies were performed by varying the default mass of each $b$-baryon by
±100 MeV/c², resulting in an observed change in efficiency of up to 1.8%, which is included as a systematic error.

Simulated semileptonic \( \Lambda_b \) decays were always of the form \( \Lambda_b^0 \rightarrow \Lambda_c^+ \ell^- \bar{\nu}_\ell \). In principle, one would also expect to find decays of the form \( \Lambda_b^0 \rightarrow Y_\gamma \ell^- \nu_\ell \) in which \( Y_\gamma \) is an excited \( c \) baryon state, or decays involving additional pions. However, decays including additional pions should occur with only small probability. Most likely are decays into \( \Sigma_c^+ \) or \( \Sigma_c^0 \). From simple spin arguments one expects a ratio of \( \Sigma_c^+ : \Sigma_c^0 = 1 : 2 \). The decays \( \Lambda_b \rightarrow \Lambda_c^+ \) and \( \Lambda_b \rightarrow \Sigma_c^+ \) are assumed to occur equally often, because of the nearly equal rates of the analog \( \Lambda_c^+ \rightarrow \Lambda \pi^+ \) and \( \Lambda_c^+ \rightarrow \Sigma^0 \pi^+ \) decays. A \( \Sigma_c^+ \) decays electromagnetically into \( \Sigma_c^+ \gamma \) followed by \( \Sigma_c^+ \rightarrow \Lambda_c^+ \pi^0 \). Monte Carlo simulations were used to estimate the effect on the selection efficiency. In specially-generated Monte Carlo samples, such \( \Lambda_b^0 \) decays were simulated using the EURODEC program with appropriately modified decay tables. A decrease in efficiency of \( (2.6 \pm 0.8)\% \), where the error is due to Monte Carlo statistics, was found using the above ratios. The selection efficiency has been corrected by \( \delta e_{\Lambda_b} = (1.3 \pm 1.3)\% \) to encompass the full range of possible decay rates.

In the Monte Carlo samples, it was found that 12% of all semileptonic \( b \)-baryon decays are \( \Xi_b \) decays. The selection efficiency for \( \Lambda \)-lepton pairs from \( \Xi_b \) baryons is expected to be smaller than for those from \( \Lambda_b^0 \) decay chains since roughly 50% of the \( \Xi_b \) baryons will decay via the chain \( \Xi_b \rightarrow \Xi_c \rightarrow \Xi \rightarrow \Lambda \). The \( \Xi \) baryons have lifetimes comparable to that of the \( \Lambda \) itself and will therefore decay into a \( \Lambda \) at large radii in the detector, leading to an overall smaller selection efficiency for the \( \Lambda \). The effect on the efficiency was studied by allowing the \( \Xi_b \) rate in the Monte Carlo to vary between 0% and 24%. Changes of \( \Delta e_{\Lambda_b}/e_{\Lambda_b} = 2.4\% \) were found in comparison to the value obtained with the default 12% \( \Xi_b \) content. This variation is assigned as the systematic error due to the unknown \( \Xi_b \) content. A \( \Xi_b \) content of 12% is used for the central value of the efficiency.

The branching ratios of the decay modes \( \Lambda_c^+ \rightarrow \Lambda \chi \) are not well known. Different decay chains could lead to different momentum distributions of the resulting \( \Lambda \) and therefore to different selection efficiencies. In order to check the effects of different decay modellings, \( \Lambda_c^+ \) decays simulated with EURODEC using the updated decay tables described in Section 3.2 were compared to those simulated with JETSET default decay tables. The resulting observed difference in efficiency of \( \Delta e_{\Lambda_c}/e_{\Lambda_c} = (1.1 \pm 1.9)\% \), where the error is due to Monte Carlo statistics, is small and is conservatively assigned as the systematic error due to uncertainties in the \( \Lambda_c^+ \) decay modelling.

In summary the efficiencies obtained for the \( \Lambda \)-electron and \( \Lambda \)-muon samples are:

\[
e_{\Lambda e} = 0.0378 \pm 0.0014 \pm 0.0028; \quad e_{\Lambda \mu} = 0.0602 \pm 0.0017 \pm 0.0044,
\]

where the first error represents the combined uncertainty due to limited Monte Carlo statistics and the lepton identification specific uncertainty shown in Table 5, and the second error represents all the other systematic uncertainties in the efficiency determination as summarized in Table 6. The first errors are assumed to be uncorrelated to each other while the second errors are fully correlated.

8.2 Background

There are several background sources that have a signature similar to that of the signal. Some of these backgrounds contribute equally to the right-sign and wrong-sign sample and are therefore easily accounted for by subtracting the number of events in the wrong-sign sample from the number in the right-sign sample. Other backgrounds contribute differently to the right-sign and the wrong-sign samples. For these, a correction to the background subtraction method was found and applied in the calculation of the product branching ratio. These are expressed in terms of the right- versus wrong-sign imbalance, \( (n_r - n_w)/n_{\Lambda_b} \), where \( n_r \) and \( n_w \) are the numbers of events due to each background in the right-sign and wrong-sign samples, respectively. The following background sources were considered and are summarized in Table 7.
Table 6: Corrections to the Monte Carlo prediction and systematic errors on efficiency used for the product branching ratio analysis. All numbers are relative to the efficiency obtained from the Monte Carlo simulation.

8.2.1 Fragmentation A Background

Fragmentation A baryons combined with leptons from semileptonic c- or b-hadron decays are found to be one of the largest sources of background. In the framework of string fragmentation and the "popcorn" model [33], as implemented in the JETSET Monte Carlo program, it is expected that these backgrounds contribute differently to the right-sign and wrong-sign samples. Take as an example a b-baryon semileptonic decay \( B \rightarrow A \pi \) followed by \( A \rightarrow eX \). In a string-like model, an anti-baryon is necessarily formed in the fragmentation process and will tend to have fairly high momentum since it will be among the first few particles formed in the fragmentation chain. If it is an \( \bar{A} \) and passes the kinematic cuts, then the fragmentation \( \bar{A} \ell \bar{\nu} \) combination will enter the wrong-sign sample and not the right-sign sample. If a c-meson decays semileptonically into a \( \ell^+ \) and a \( A \bar{A} \) baryon pair is formed during fragmentation, the \( \Lambda \) will tend to have a higher momentum than the \( \bar{X} \) and have a higher selection probability resulting in a preferential population of the wrong-sign sample with this background. Similar arguments hold true for fragmentation A baryons combined with leptons from B-meson or c-baryon decay that tend to contribute more to the right-sign sample. The imbalances predicted by Monte Carlo studies are shown in Table 7.

To study modelling effects, these background source Monte Carlo studies were repeated using the JETSET input parameters given in [34], corresponding to 0% popcorn and a 95% popcorn model parameter [33]. The popcorn parameter is the probability that mesons are produced between baryon pairs and therefore determines the degree of correlation between the baryon pairs and the momentum spectrum of fragmentation A baryons. To keep the baryon production rates in agreement with the data, the parameters controlling strange diquark production and the spin-1 versus spin-0 production were also adjusted accordingly [34]. The result of these popcorn model parameter variations is included in the total error for the fragmentation A background imbalance in Table 7. An imbalance of \( (n_\pi - n_\omega)/n_{A_b} = (-11.8 \pm 1.3 \pm 2.6)\% \) is predicted, due to this specific background. The first error accounts for limited Monte Carlo statistics and the second error is the systematic uncertainty reflecting the difference seen between the default 50% and 95% probability values for popcorn.
As a check of the accuracy of the Monte Carlo estimate, the data sample was searched for pairs of candidates that had the same lepton but different \( \Lambda \) candidates. Five such events were found, and as expected, they all had one \( \Lambda \) and one \( \bar{\Lambda} \) candidate. Monte Carlo simulation predicts \( 6.4 \pm 0.7 \) such events.

<table>
<thead>
<tr>
<th>Background</th>
<th>Imbalance</th>
<th>Correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fragmentation ( \Lambda ) plus:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \ell ) from B meson</td>
<td>(+ (2.5 \pm 1.0)%)</td>
<td></td>
</tr>
<tr>
<td>( \ell ) from c baryon</td>
<td>(+ (1.2 \pm 0.2)%)</td>
<td></td>
</tr>
<tr>
<td>( \ell ) from b baryon</td>
<td>(- (11.9 \pm 0.6)%)</td>
<td></td>
</tr>
<tr>
<td>( \ell ) from c meson</td>
<td>(- (3.4 \pm 0.6)%)</td>
<td></td>
</tr>
<tr>
<td>Subtotal:</td>
<td></td>
<td>(- (11.8 \pm 1.3 \pm 2.6)%)</td>
</tr>
<tr>
<td>Exclusive Backgrounds:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Lambda_b \rightarrow \Lambda_{c+} \ell^- \bar{\nu} )</td>
<td>(+ (1.8 \pm 0.2)%)</td>
<td></td>
</tr>
<tr>
<td>( \bar{\Lambda} \rightarrow Y_c N \ell^- X )</td>
<td>(+ (1.4 \pm 1.4)%)</td>
<td></td>
</tr>
<tr>
<td>( \bar{B} \rightarrow \Lambda p X )</td>
<td>Negligible</td>
<td></td>
</tr>
<tr>
<td>( \Lambda_{c+} \rightarrow \Lambda \ell^+ \nu )</td>
<td>(- (2.5 \pm 0.3)%)</td>
<td></td>
</tr>
<tr>
<td>Subtotal:</td>
<td></td>
<td>(+ (1.9 \pm 1.6)%)</td>
</tr>
<tr>
<td>Combinatorials and Fakes:</td>
<td></td>
<td>(+ (1.1 \pm 0.5)%)</td>
</tr>
</tbody>
</table>

Table 7: Corrections to the wrong-sign subtraction method obtained for different classes of backgrounds. The error on the correction for the fragmentation \( \Lambda \) plus lepton includes varying the 'popcorn' parameter as described in the text. The percentages are each with respect to the number of real identified \( \Lambda \ell \) combinations from \( b \) baryons in each class and are additive.

8.2.2 Exclusive Decay Channel Background

In addition to the fragmentation \( \Lambda \) background, several exclusive decay channels which contribute unequally to the right-sign and wrong-sign samples must be considered. The contributions from these exclusive decay channels, which are described below and listed in Table 7, are small compared to the previously described fragmentation backgrounds.

Semileptonic decay of a \( b \) baryon into a \( \tau \) which then decays leptonically is not counted as a signal combination, but still populates only the right-sign sample. Differences in phase space for \( b \rightarrow \tau \) decays and the leptonic \( \tau \) branching ratios are well-known and the indicated imbalance is estimated using Monte Carlo events. The same sample is used to find the contribution from \( \Lambda_b \rightarrow \Lambda_{c+} \Xi^- \) followed by \( \Xi^- \rightarrow \ell^- X \). Since little is known about the branching ratio for \( \Lambda_b \rightarrow \Lambda_{c+} \Xi^- \), a systematic uncertainty of 50% is taken for the branching ratio used in the simulation.

The process \( \bar{B} \rightarrow Y_c N \ell^- \bar{\nu} \), where \( Y_c \) is a \( c \) baryon and \( N \) is an anti-baryon, is a potential background that has not been observed. An upper limit of \( BR(\bar{B} \rightarrow \bar{p} e^+ \nu X) < 0.16\% \) (90\% C.L.) has been measured by the ARGUS collaboration [35]. Using the ansatz:

\[
BR(\bar{B} \rightarrow \Lambda \ell^- X)/BR(\bar{B} \rightarrow p \ell^- X) = BR(\bar{B} \rightarrow \Lambda X)/BR(\bar{B} \rightarrow p X),
\]

and the measurements \( BR(\bar{B} \rightarrow \Lambda X) = (4.0 \pm 0.5)\% \), and \( BR(\bar{B} \rightarrow p X) = (8.0 \pm 0.5)\% \) [22] as input parameters for a Monte Carlo simulation, an upper limit on the contribution of this background to
the right-sign sample is found to be 2.8%, and a correction of (1.4 ± 1.4)% is applied to encompass the entire possible range.

A potential background can result from \( B \to \Lambda pX \) where the \( p \) is subsequently misidentified as a lepton. By studying the \( dE/dx \) distributions in the general Monte Carlo sample, this misidentification probability was determined to be small. From Monte Carlo studies using the measurement of \( BR(B \to \Lambda pX) = (2.5 \pm 0.4)\% \) [22], the contribution to the \( \Lambda \mu \) signal is predicted to be of the order of 0.2 events, and for the \( \Lambda e \) signal it is even smaller. This background is therefore negligible.

The contribution to the wrong-sign sample by semileptonically decaying \( c \) baryons is kept small by the \( \Lambda \ell \) invariant mass criterion. The systematic error on this imbalance is small since most \( b \) baryons decay via \( c \) baryons into \( \Lambda \) baryons, and decay modelling effects cancel out in the calculation of the ratio.

A combined imbalance of \((+1.9 \pm 1.6)\%\) is predicted for the exclusive decay channels considered.

### 8.2.3 Combinatorial Background and Backgrounds from Fakes

Another background is due to random combinations of tracks. Fakes due to leptons or \( \Lambda \) baryons that have been misidentified are also present. The total contribution of these backgrounds is of similar size to the contribution from the fragmentation \( \Lambda \) baryons, but in contrast these backgrounds are assumed to contribute equally to the right-sign and wrong-sign samples. This hypothesis has been tested with the fully-simulated hadronic Monte Carlo sample and is found to be correct within the statistical uncertainty. Cross-checks in the data side-bands of the \( pT \) invariant mass distribution also verify the hypothesis.

A potential background arises if the lepton from the semileptonic \( \Lambda_b \to \Lambda \ell X \) decay and one of the tracks from the \( \Lambda \to p \pi \) decay have been correctly identified, but the second track (usually the \( \pi \)) is misidentified. Since the presence of a \( \Lambda \) or \( \bar{\Lambda} \) is distinguished by the charge of the proton candidate, such events would preferentially populate the right-sign sample. In the determination of the efficiency, only combinations where all three of the proton, pion, and lepton tracks are correctly identified are considered as signal. The magnitude of the effect was studied by searching for 'double' \( \Lambda \ell \) combinations associated with the same jet in the data sample where two \( \Lambda \ell \) combinations include the same lepton and either the same proton but different pion tracks, or the same pion but different proton tracks. Monte Carlo studies show that in 63% of cases where a \( \Lambda \ell \) combination with a fake pion track is selected, a candidate including the correct pion is selected too, resulting in two combinations. From the occurrences of such double combinations in the data, a contribution to the right-sign sample of 5 ± 2 events from this background is estimated, leading to a predicted imbalance of \((+1.1 \pm 0.5)\%\).

Contributions from hadronic decays of \( b \) baryons where leptons are produced via decays of secondary particles into leptons pairs (from, e.g., \( J/\psi \to \ell^+ \ell^- \)) are small, but it has been checked that these backgrounds contribute to the right-sign and wrong-sign samples equally.

### 8.2.4 Total Background Correction

A summary of all classes of backgrounds is shown in Table 7. The total correction to the wrong-sign subtraction method of \( \delta = (n_r - n_w)/n_T = (-8.8 \pm 3.3)\% \) is found. In this total correction, \( n_w \) is the total number of events in the wrong-sign sample, and \( n_r \) is the total number of background events in the right-sign sample.
8.3 Product Branching Ratio Result

In the data sample collected by OPAL in the years 1990 to 1994, 268 right-sign $\Lambda e^-$ and 466 right-sign $\Lambda\mu^-$ combinations were found, while in the wrong-sign sample 128 $\Lambda e^+$ and 199 $\Lambda\mu^+$ combinations were identified. The number of observed $\Lambda\ell$ combinations, $n_{\Lambda_{\bar{b}}}$, from $b$-baryon semileptonic decays is calculated, taking into account the expected imbalance between the backgrounds in the right- and wrong-sign samples, $\delta = (-8.8 \pm 3.3)\%$, by using $n_{\Lambda_{\bar{b}}} = (N_r - N_w)/(1 + \delta)$, where $N_r$ and $N_w$ are the numbers of observed events in the right-sign and wrong-sign sample, respectively. The resulting numbers of signal events are:

$$n_{\Lambda_{\bar{b}}} = 154 \pm 22 \pm 5; \quad n_{\Lambda_{\bar{b}}}^d = 293 \pm 28 \pm 10,$$

where the first errors are statistical and the second errors are due to the background correction.

Using Eq. 12 and the OPAL measurement of $\Gamma_{b\ell\Pi}/\Gamma_{had} = 0.2171 \pm 0.0030$ [16], the following results are obtained:

$$f(b \to \Lambda_{\bar{b}}) \cdot BR(\Lambda_{\bar{b}} \to \Lambda e^-\nu X) = (2.59 \pm 0.37 \pm 0.23) \cdot 10^{-3},$$

$$f(b \to \Lambda_{\bar{b}}) \cdot BR(\Lambda_{\bar{b}} \to \Lambda\mu^-\nu X) = (3.10 \pm 0.30 \pm 0.27) \cdot 10^{-3},$$

where the first errors are due to limited statistics and the second to systematic uncertainties. The systematic uncertainties are dominated by the uncertainties in the determination of the selection efficiencies.

The results for electrons and muons are expected to be equal. Taking all correlations into account, the $\chi^2$ of the two measurements is found to be 1.1. Combining the results, taking into account their common systematic errors, the result

$$f(b \to \Lambda_{\bar{b}}) \cdot BR(\Lambda_{\bar{b}} \to \Lambda\ell^-\nu X) = (2.91 \pm 0.23 \pm 0.25) \cdot 10^{-3}$$

is obtained, where the symbol $\ell$ represents either an electron or muon, and where the first error is statistical and the second systematic.

As a cross check, the electron analysis was repeated using the more efficient neural net electron selection (see Section 3.1). The result is consistent with that given above, but despite the smaller statistical error, the total error is larger due to the larger systematic uncertainties for the neural net selection efficiency.

This combined result supersedes the previously published OPAL result [9] of $(2.9 \pm 0.5 \pm 0.7) \cdot 10^{-3}$ which was based on only the 1990–1991 data. Repeating the present analysis on this earlier data set gives a result of $(3.4 \pm 0.6 \pm 0.3) \cdot 10^{-3}$. The largest differences with respect to the previous method are due to inclusion of the correction for the imbalance in the background estimate $(+9.6\%)$ and the use of a form factor to model the energy transfer from the $\Lambda_{\bar{b}}$ to the $\Lambda_c$ in the determination of the overall efficiency $(+5\%)$.

9 Discussion and Conclusions

The OPAL measurement of the average $b$-baryon lifetime is updated using two different methods. A sample of $\Lambda$-lepton combinations with correlations between $\Lambda$ baryon number and lepton charge, indicating the presence of a semileptonic $b$-baryon decay, is first isolated. The observed decay length distribution between the primary vertex and the $\Lambda$-lepton vertex and the impact parameter distribution of the leptons are used to determine the average $b$-baryon lifetime:

$$\tau = 1.16 \pm 0.11 \pm 0.06 \text{ ps},$$
where the first error is statistical and the second systematic.

This result represents a substantial improvement over the previously published OPAL result of $\tau = 1.05^{+0.23}_{-0.30} \pm 0.08$ ps [10]. Figure 6 compares this result to other OPAL measurements [7] of lifetimes of exclusive B mesons, to an OPAL lifetime measurement obtained from a sample of $\Lambda_c$-lepton combinations that provides a purer sample of $\Lambda_c^0$ decays [6], and to the OPAL inclusive $b$ hadron lifetime measurement [4]. The presented result is consistent with results from other experiments [8] and is also more precise. When OPAL's $\Lambda_c^0$ lifetime measurement [6] is combined with the presented result, an average lifetime of $1.16 \pm 0.11$ ps is found, where the error is the combined statistical and systematic uncertainty. A trend towards shorter lifetimes of $b$ baryons compared with lifetimes of other $B$ mesons is evident.
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Figure 6: The average $b$-baryon lifetime presented here compared to other OPAL $b$ hadron lifetime measurements.

A similar sample of $\Lambda$-lepton combinations is used to determine the product branching ratio

$$f(b \rightarrow \Lambda_b) \cdot BR(\Lambda_b \rightarrow \Lambda \ell^- \nu X) = (2.91 \pm 0.23 \pm 0.25) \cdot 10^{-3},$$

where the symbol $\ell$ represents either an electron or a muon and $f(b \rightarrow \Lambda_b)$ is the fraction of $b$ quarks from $Z^0$ decays forming $b$ baryons. This result supersedes the previously published OPAL result [9], and is consistent with results from other experiments [8]. Using the measured branching ratio $BR(\Lambda_c^+ \rightarrow \Lambda X) = (35 \pm 11)\%$ [22], one obtains: $f(b \rightarrow \Lambda_b) \cdot BR(\Lambda_b \rightarrow \Lambda_c^+ \ell^- \nu X) = (8.3 \pm 2.8) \cdot 10^{-3}$, under the assumption that all semileptonically decaying $b$ baryons decay into $c$ baryons as an intermediate state, and that the $c$ baryons have the same branching ratios into $\Lambda$ as the $\Lambda_c^+$. Typical theoretical estimates of $BR(\Lambda_b \rightarrow \Lambda_c^+ \ell^- \nu X)$ range from 2.45\% [2] to 10–13\% [27] indicating the strong need for a measurement of this branching ratio to allow the reliable extraction of $f(b \rightarrow \Lambda_b)$ from the measured product branching ratio. Further measurements of such quantities as $BR(\text{hadron} \rightarrow \Lambda X)$ and $BR(\Lambda_b \rightarrow \Lambda \ell^- \nu X)$ are important to place constraints on $f(b \rightarrow \Lambda_b)$ and $BR(\Lambda_b \rightarrow \Lambda_c^+ \ell^- \nu X)$.  
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A popcorn model has been implemented in JETSET, where the frequency for the process baryon-meson-antibaryon is regulated in JETSET by the parameter PARJ(5), such that the probability is given by \( \text{PARJ}(5)/(0.5 + \text{PARJ}(5)) \).
