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Abstract

A measurement of the forward-backward asymmetries of $e^+e^-\rightarrow Z^0\rightarrow b\bar{b}$ and $e^+e^-\rightarrow Z^0\rightarrow c\bar{c}$ using electrons and muons produced in semileptonic decays of bottom and charm hadrons is presented. Two new variables designed to optimize flavour separation are used in a maximum likelihood fit to a sample of events containing one or two identified leptons, allowing the simultaneous extraction of the $b$ and $c$ quark forward-backward asymmetries as well as the average $B^0$-$\bar{B}^0$ mixing. Using all data collected by OPAL up to the end of 1994, the asymmetries are measured to be:

\begin{align*}
A^b_{FB} &= (5.5 \pm 2.4 \pm 0.3)\% \\
A^c_{FB} &= (9.06 \pm 0.51 \pm 0.23)\% \\
A^b_{FB} &= (11.7 \pm 2.0 \pm 0.3)\%
\end{align*}

at $\sqrt{s} = 89.52$ GeV,

\begin{align*}
A^b_{FB} &= (-7.5 \pm 3.4 \pm 0.6)\% \\
A^c_{FB} &= (6.00 \pm 0.67 \pm 0.52)\% \\
A^b_{FB} &= (14.1 \pm 2.8 \pm 0.9)\%
\end{align*}

at $\sqrt{s} = 91.24$ GeV,

For the average $B^0$-$\bar{B}^0$ mixing a value of:

\[ \Delta = 0.1107 \pm 0.0062 \pm 0.0055, \]

is obtained, where in each case the first error is statistical and the second systematic.
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1 Introduction

The measurement of the forward-backward asymmetries of heavy quarks, \( A_{FB}^q \) (\( q=b,c \)), provides an important test of the Standard Model. It allows the determination of \( \sin^2 \theta_W \) to high precision [1] and, in case of a deviation from the Standard Model, may constrain its extensions.

The forward-backward asymmetry of \( e^+e^- \rightarrow Z^0 \rightarrow q\bar{q} \) is induced by the parity violating nature of the neutral weak current, which manifests itself as an odd contribution in \( \cos \theta \) in the differential cross-section:

\[
\frac{d\sigma}{d\cos \theta} \propto 1 + \cos^2 \theta + \frac{8}{3} A_{FB}^q \cos \theta,
\]

where \( \theta \) denotes the angle between the outgoing quark and the incoming electron flight direction. The asymmetry \( A_{FB}^q \) is related to the vector, \( g_V \), and axial-vector, \( g_A \), couplings of the \( Z^0 \) to the electron and quark \( q \). At the \( Z^0 \) resonance, it has the approximate form:

\[
A_{FB}^q \approx \frac{3}{4} \frac{2 g_{Ae} g_{Ve}}{g_{Ae}^2 + g_{Ve}^2} \frac{2 g_{Aq} g_{Vq}}{g_{Aq}^2 + g_{Vq}^2}.
\]

The asymmetry for \( b\bar{b} \) events is diluted by the effect of mixing in the \( B^0\bar{B}^0 \) system, which arises from box diagrams involving mainly virtual top quarks [2]. The average mixing parameter, \( \chi \), is the probability that a produced \( b \) hadron decays as its antiparticle. It relates the observed \( b \) quark asymmetry \( A^b_{FB} \) to the theoretical asymmetry \( A^b_{FB} \) through:

\[
A^b_{FB} = (1 - 2\chi) A^b_{FB}^{obs}.
\]

OPAL and other LEP experiments [3, 4], have already reported on several measurements of \( A^b_{FB} \) and \( A_{FB} \), making use of three distinct techniques: prompt leptons [5], fully reconstructed \( D^* \) mesons [6], and a jet-charge algorithm combined with a lifetime tag [7].

The measurement presented here uses leptons produced in semileptonic decays of \( b \) and \( c \) hadrons, usually referred to as ‘prompt’ leptons. These leptons are known to offer one of the most efficient means of tagging at the same time the flavour and the charge of the primary quark. Though similar in many aspects to the previous such measurement performed by OPAL [5], this analysis uses a nearly 10 times larger data sample and benefits from three important modifications:

- The electron identification algorithm is new, and was designed to optimize both the efficiency and the uniformity of the geometrical acceptance of the selection.
- The \( B^0\bar{B}^0 \) mixing parameter is measured together with the asymmetries, by considering simultaneously events with one or two identified leptons. Fitting at the same time for asymmetries and mixing allows all correlations to be taken into account.
- Flavour separation between the different sources of prompt leptons has been significantly improved by the use of optimized variables. These variables, which combine jet-shape, lifetime and kinematical information are provided by neural network algorithms.

This paper is organized as follows. A brief description of the event selection and the simulated data sample used in this analysis is given in section 2. The new electron identification algorithm is presented in section 3, while section 4 summarizes the results for both lepton selections. Section 5 introduces the two new variables designed to improve flavour separation. The fitting method, results and systematic uncertainties are presented respectively in sections 6, 7 and 8.
2 Event Selection and Simulation

2.1 Event Selection

This analysis is performed on all data collected by OPAL during five years of running, from 1990 to 1994. The OPAL detector has been described elsewhere [8]. It is equipped with a silicon microvertex detector, a vertex chamber, a jet chamber and z-chambers, positioned inside a solenoid that provides a uniform magnetic field of 0.435 T. The coil is surrounded by a lead-glass electromagnetic calorimeter with a presampler, a hadron calorimeter and muon chambers.

The multihadronic event selection has been described in detail in a previous publication [9]. In addition, each event has to contain at least seven charged tracks satisfying minimal quality requirements. A total of about 3.6 million events are selected, 90% of which were recorded on the $Z^0$ peak (table 1).

For each event, the thrust axis is calculated from both charged tracks and electromagnetic calorimeter energy clusters not associated to tracks. Only events with $|\cos \theta_{b\text{rust}}| < 0.95$ are considered. Jets are reconstructed using a cone jet-finding algorithm [10] by combining all charged tracks and unassociated electromagnetic calorimeter energy clusters. This algorithm is preferred over the more standard JADE algorithm [11] for this measurement because it leads to a higher probability of correct assignment of tracks to secondary b vertices within a jet.

Leptons are searched for in each jet using the algorithms described below. Only events where one lepton or two ‘opposite-jet’ leptons have been identified are used. For dilepton events, the two jets containing the leptons are considered as ‘opposite’ if their axes do not belong to the same thrust hemisphere. Table 1 summarizes the total number of hadronic $Z^0$ decays passing the multihadronic event selection as well as the number of events containing one candidate electron or muon or two opposite-jet leptons.

<table>
<thead>
<tr>
<th>Mean Energy</th>
<th>Total number of $Z^0$ decays</th>
<th>Single electron events</th>
<th>Single muon events</th>
<th>Dilepton events</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘peak-2’</td>
<td>$\langle \sqrt{s} \rangle = 89.52$ GeV</td>
<td>132k</td>
<td>6 383</td>
<td>6 783</td>
</tr>
<tr>
<td>‘peak’</td>
<td>$\langle \sqrt{s} \rangle = 91.24$ GeV</td>
<td>3305k</td>
<td>157 069</td>
<td>172 595</td>
</tr>
<tr>
<td>‘peak+2’</td>
<td>$\langle \sqrt{s} \rangle = 92.94$ GeV</td>
<td>190k</td>
<td>8 837</td>
<td>10 223</td>
</tr>
</tbody>
</table>

Table 1: Total number of multihadronic events and number of single and dilepton events remaining after the lepton selection. $\langle \sqrt{s} \rangle$ denotes the mean centre-of-mass energy for the selected events.

2.2 Simulation

Simulated data satisfying the same event and lepton selection criteria as the real data are used to predict the distributions of the variables over which the fit is performed. All the Monte Carlo samples were generated with the same version of the JETSET 7.3 program [12] whose parameters have been tuned to OPAL data [13], and passed through the detector simulation program [14], providing a total of 3 million fully simulated multihadronic events.

The fragmentation of heavy quarks is described in the simulation by the fragmentation function of Peterson et al. [15], with parameters $\alpha_b=0.0055$ and $\alpha_c=0.070$, corresponding to mean scaled energies of $\langle x_E \rangle_b = 0.70$ and $\langle x_E \rangle_c = 0.49$. The semileptonic decay model of Altarelli et al. [16] with parameters fixed by CLEO, DELCO and MARKIII data [17–19] is used to predict the lepton momentum in the rest frame of b and c hadrons.
3 Electron Identification Using a Neural Network

3.1 Description of the Algorithm

The electron selection is based on a set of twelve physical quantities measured for each track in the central tracking chambers, the presampler and the lead-glass electromagnetic calorimeter:

- $p$, the track momentum;
- $\cos \theta$, the cosine of the polar angle of the track $^{1}$;
- $dE/dx$, the specific ionization energy loss of the track in the central tracking chamber;
- $\sigma(dE/dx)$, the estimated error on $dE/dx$;
- $E/p$, the energy in the electromagnetic calorimeter cluster associated to the track divided by the track momentum;
- the total number of lead-glass blocks in the electromagnetic cluster;
- $E_{\text{cone}}/p$, where $E_{\text{cone}}$ is the sum of the energy deposited in the lead-glass blocks whose centre is contained within a cone of half angle 30 mrad around the track direction;
- the number of lead glass blocks in the cone;
- $E_{\text{cone}}/(E_{\text{cone}}+\Delta E)$, where $\Delta E$ is the energy contained in all blocks adjacent to the blocks used to calculate $E_{\text{cone}}$;
- $\theta_{\text{track}}-\theta_{\text{cluster}}$, the difference in $\theta$ between the track position extrapolated to the electromagnetic calorimeter and the centre of the electromagnetic cluster;
- $\phi_{\text{track}}-\phi_{\text{cluster}}$, the difference in $\phi$ between the track position extrapolated to the electromagnetic calorimeter and the centre of the electromagnetic cluster;
- the multiplicity of the presampler cluster associated to the track.

The high level of complementarity and redundancy between these variables, provided by several independent subdetectors, ensures a good efficiency and rejection over the whole detector. A powerful multidimensional algorithm is needed in order to make optimal use of all the available information. These quantities are therefore used as input to a neural network $^{[21]}$ which provides the final classification.

The chosen set of inputs has been selected from a much larger set of potentially discriminating or meaningful variables. While most of those retained have intrinsic separating power between hadrons and electrons (such as $dE/dx$, $E/p$, ...), some variables which are not discriminating in themselves (e.g., the momentum $p$ and the polar angle $\cos \theta$ of the track) are nevertheless useful in that they contain important information about existing correlations between all inputs.

The network used is of the feed-forward type with one hidden layer made of 15 nodes. It was trained on simulated data to discriminate between electrons and hadrons, in the momentum range $p > 2 \text{ GeV}/c$. At the end of this learning phase, the network’s output can be computed for any track in real data events. This output, denoted $\text{NET}_{el}$, is a real function of the inputs whose value, ranging from 0 to 1, is a measure of the probability that the track being considered is an electron.

$^{1}$The OPAL coordinate system is cylindrical, with the $z$ axis along the $e^-$ beam direction and polar and azimuthal angle $\theta$ and $\phi$. 
3.2 Performance

This electron selection has been designed specifically for analyses where a high and smooth efficiency over the whole acceptance is needed, while a precise knowledge of its absolute value is not required. A first version of this algorithm has in fact already been used in several OPAL measurements, for instance in [20].

The simulation which is used to predict the efficiency and misidentification probability of the algorithm was checked in bins of momentum and polar angle. A study of a nearly pure sample of electrons obtained from photon conversions showed that in the momentum range \( p > 2 \) GeV/c, Monte Carlo estimates of efficiencies are reliable with an accuracy of \( \pm 2.5\% \) (figure 1).

A test sample of pions obtained by kinematical identification of \( K^0 \rightarrow \pi^+\pi^- \) decays also allowed a direct comparison of misidentification probabilities between data and Monte Carlo (figure 1). The Monte Carlo prediction was found to be reliable with a relative uncertainty of \( \pm 15\% \).

Figure 2 compares the \( \text{NET}_{el} \) distributions measured in the Monte Carlo and in the data for all tracks with momentum greater than 2 GeV/c. Sensible cut values on the output vary between 0.8 and 0.95. In figure 3, the efficiency to identify prompt electrons in the same momentum range is plotted as a function of the polar angle \( \theta \) of the track. The \( |\cos \theta| \) distribution of all candidate electrons selected in the data by the cut \( \text{NET}_{el} > 0.95 \) is also indicated.

4 Lepton Selection

4.1 Electron selection

Tracks with momentum greater than 2 GeV/c are considered as electrons if their network output \( \text{NET}_{el} \) is greater than 0.95 (figure 2). This cut has been chosen so as to minimize the sensitivity to uncertainties in the background level while ensuring a high efficiency (approximately 71\%).

After the electron selection, electrons from photon conversion are the dominant background to prompt electrons. They are tagged and rejected using an algorithm that tries to associate any given candidate electron track with all possible partner tracks in the event. The decision whether a pair of tracks forms a vertex compatible with a photon conversion relies on the measurement of nine quantities:

- the distance in \( r, \phi \) between the two tracks at their point of tangency;
- the radius of the first measured hit of both tracks, as well as the radius of their common vertex;
- the invariant mass of the pair assuming both tracks to be electrons and the impact parameter of the parent photon with respect to the primary vertex of the event;
- the two track momenta;
- the output \( \text{NET}_{el} \) of the partner track.

These quantities are fed into a separate neural network which achieves a tagging efficiency of \((90 \pm 2)\%\). The error is systematic and was derived from studies of photon conversions in radiative muon pair events. Most electrons from Dalitz decays, which represent a small contribution compared to photon conversions, are also rejected. Less than 4\% of prompt electrons are wrongly tagged as conversions.

4.2 Muon selection

The muon identification is the same as in [22]. It relies mainly on the quality of the match between a track segment reconstructed in the muon chambers and the extrapolation of a track reconstructed in the central detector. A loose cut on \( dE/dx \) is also used to reduce the kaon background. For this measurement, muons are selected in the full \( \cos \theta \) range, and are required to have \( p > 4 \) GeV.
The muon tagging efficiency and background level were tested using various samples of identified muons and hadrons: muon pairs from $Z^0$ decays and two-photon scattering, as well as pions from $K^0$ and three-prong $\tau$ decays. In all cases, the simulation was found to give reliable predictions of the performances of the muon identification procedure. In the chosen momentum range, the tagging efficiency was estimated to be $(78 \pm 2)\%$, and the remaining hadronic background $(25 \pm 4)\%$, where the error is systematic.

4.3 Summary

Table 2 shows the composition of the electron and muon samples separately after all selections. Three main sources of prompt leptons are distinguished on the basis of the weakly decaying hadron: ‘right sign’ $b$ decays, globally referred to as ‘$b\to\ell^-$’ (which include $b\to\tau\to\ell^-$ and $b\to\tau\to\ell^-$ decay chains); $c$ decays, denoted ‘$c\to\ell^+$’, and cascade decays, referring to the process ‘$b\to c\to\ell^+$’.

The ‘non-prompt’ background consists of leptons other than those produced in $b$ and $c$ hadron decays: electrons originating from photon conversion, Dalitz or light quark decays, muons produced in decays in flight of kaons and pions, etc.

<table>
<thead>
<tr>
<th></th>
<th>electrons</th>
<th>muons</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b\to\ell^-$</td>
<td>43.3 %</td>
<td>37.6 %</td>
</tr>
<tr>
<td>$c\to\ell^+$</td>
<td>21.1 %</td>
<td>19.2 %</td>
</tr>
<tr>
<td>$b\to c\to\ell^+$</td>
<td>14.8 %</td>
<td>10.0 %</td>
</tr>
<tr>
<td>non-prompt</td>
<td>11.9 %</td>
<td>9.2  %</td>
</tr>
<tr>
<td>hadrons</td>
<td>8.9 %</td>
<td>24.6 %</td>
</tr>
<tr>
<td>total</td>
<td>172 289</td>
<td>189 601</td>
</tr>
</tbody>
</table>

Table 2: Estimated composition of the single electron and muon samples after the lepton selection.

5 Variables for Flavour Separation

Candidate leptons are classified into four distinct types, numbered as follows:

1. $b\to\ell^-$,
2. $c\to\ell^+$,
3. $b\to c\to\ell^+$,
4. non-prompt leptons and misidentified hadrons.

The separation of these different contributions has been previously performed using the two variables that best describe the kinematical properties of the candidate lepton: its momentum $p_t$ and transverse momentum $p_t$ with respect to the nearest jet axis. In direct decays the lepton momentum reflects the hard fragmentation of the primary meson and is thus particularly efficient for separating contributions 1 and 2 from the others. The large mass of the $b$ quark also induces high lepton energies in the rest frame of the decaying $b$-hadrons, which translates, unaffected by the boost along the quark (jet) direction, into hard $p_t$ spectra characteristic of direct and cascade $b$ decays (classes 1 and 3), as can be seen from figure 4.

Charge conjugates are implied by default for all decay chains: for instance $b\to\ell^-$ refers also to $\bar{b}\to\ell^+$, $b\to\tau\to\ell^-$ to $\bar{b}\to c\to\ell^+$, etc.
Various combinations of these two basic variables have been used in the past, either to reduce the dimensionality of a fit [23] or to optimize the separation between two given classes [3]. As was recently demonstrated [24], the use of additional new variables, i.e. other than purely kinematical ones, can significantly improve the separation between the different lepton sources, provided these variables are properly combined.

For the measurement of the b and c quark asymmetries, it is especially important to separate direct b and c decays (types 1 and 2) from each other, and from all other contributions. Cascade decays dilute both the asymmetries and mixing, and are thus considered as being part of the background for flavour separation. In order to optimize the separation, as much of the available information as possible is used, including jet and vertex properties which have already proven efficient in heavy-flavour tagging techniques. Here, many of these variables are combined with $p$ and $p_t$ with the help of neural networks, and the optimal combination giving the best separation is retained.

To isolate b decays from all other sources, a variable denoted NET$_b$ is constructed from a set of 5 discriminating variables:

- $p$, the track momentum;
- $p_t$, the transverse momentum with respect to the nearest jet axis (with the lepton excluded from the jet axis calculation);
- $E_{\text{sub-jet}}$, the energy of the lepton sub-jet;
- $E_{\text{vis}}$, the total visible energy of the jet;
- $(\sum p_t)_{\text{jet}}$, the scalar sum of the transverse momentum of all tracks within the jet.

The concept of a lepton sub-jet as used here was first introduced in [24]. In each jet containing a candidate lepton, an iterative procedure is used to construct a sub-jet which, in simple terms, consists of tracks which are nearer the lepton direction than the jet axis. The presence of a sub-jet is more especially characteristic of cascade decays, and the sub-jet energy can be used as a measure of the lepton isolation which, unlike $p_t$, does not depend on the lepton momentum.

The total jet energy $E_{\text{vis}}$ is useful since b jets where the b hadron has decayed semileptonically tend to have lower visible energy due to the emission of an energetic neutrino. The variable $(\sum p_t)_{\text{jet}}$ characterizes both the width and multiplicity of the jet, which are known to differ significantly for b quarks compared to lighter quarks [25].

To separate direct c decays from the cascade and non-prompt contributions, the optimal discriminating variable called NET$_c$ is constructed by combining 5 (only 3 for muons) additional measured quantities to the 5 previously listed:

- $(L/\sigma_L)_{1,2}$, the decay length significance of the jet containing the lepton (jet number 1) as well as that of the other most energetic jet in the event (jet number 2);
- $d/\sigma_d$ the impact parameter significance of the lepton with respect to the primary vertex;
- the outputs NET$_{el}$ and NET$_{cv}$ of the electron and photon conversion neural net taggers respectively (for electrons only).

Secondary vertices are reconstructed for each jet in the event using the same algorithm as in [7]. The decay length significance is defined as the distance $L$ of the secondary vertex from the primary vertex, divided by the estimated error $\sigma_L$ on $L$, which comes from the uncertainties in the primary and secondary vertex positions. For each track, the impact parameter significance is the ratio of the distance $d$ between the primary vertex and the track at the point of closest approach, to the error $\sigma_d$ on this distance. Both the decay length and the impact parameter are defined in the $r$-$\phi$ plane only. $(L/\sigma_L)_{1,2}$ are useful to separate c meson decays from both cascade and light meson decays which have
very different lifetimes, while the impact parameter allows the distinction between secondary tracks and tracks from fragmentation.

Although the variables NET$_b$ and NET$_c$ have already been used to remove the bulk of the hadronic and photon conversion components, they remain useful for further separation of prompt electrons from these two types of background.

Figure 5 shows the expected distribution for the four types of candidate electrons in the plane of the two separating variables called respectively NET$_b$ and NET$_c$. The direct b and c decay contributions are clearly separated from each other and from other contributions. The comparison with figure 4 demonstrates the gain resulting from the use of additional variables. Table 3 shows the typical composition of the samples enriched in leptons from either direct b or c decays. These samples contain respectively $52\%$ and $21\%$ of all $b\rightarrow \ell^-$ and $c\rightarrow \ell^+$ passing the lepton selection. The NET$_b$ and NET$_c$ distributions obtained from data and from Monte Carlo are represented in figure 6.

<table>
<thead>
<tr>
<th>b→\ell^− enriched</th>
<th>c→\ell^+ enriched</th>
</tr>
</thead>
<tbody>
<tr>
<td>NET$_b$ &gt; 0.8</td>
<td>NET$_b$ &lt; 0.3 and NET$_c$ &gt; 0.7</td>
</tr>
<tr>
<td>b→\ell^−</td>
<td>85.3%</td>
</tr>
<tr>
<td>c→\ell^+</td>
<td>3.5%</td>
</tr>
<tr>
<td>b→c→\ell^+</td>
<td>4.3%</td>
</tr>
<tr>
<td>others</td>
<td>6.9%</td>
</tr>
</tbody>
</table>

Table 3: Composition of b→\ell^− and c→\ell^+ enriched samples.

6 The Fitting Method

In each event, the thrust axis is used to estimate the quark direction, and the quark charge is inferred from the lepton charge $Q_\ell$. The observable $y$ is defined as $-Q_\ell \cdot \cos \theta_{\text{thrust}}$, where $\cos \theta_{\text{thrust}}$ denotes the cosine of the thrust axis oriented positively along the lepton direction. An event with $y > 0$ ($y < 0$) is said to be forward (backward). The asymmetries $A_{FB}^b$ and $A_{FB}^c$ are extracted from single lepton events using a binned maximum likelihood fit, by comparing the differential forward-backward asymmetry as a function of $|y|$ measured in the data to the expected asymmetry. Dilepton events are explicitly excluded from the single lepton sample. The average mixing parameter $\chi$ is obtained simultaneously by counting the number of like-sign events in the dilepton sample.

The total likelihood to be maximized is the product:

$$L = L_{\text{single}} \times L_{\text{double}},$$

where the likelihood for single-lepton events has the form:

$$L_{\text{single}} = \prod_{\text{NET}_b, \text{NET}_c} \prod_{b|\ell} (n_F + n_B)! \times \left(\frac{1 + A_{FB}}{2}\right)^{n_F} \times \left(\frac{1 - A_{FB}}{2}\right)^{n_B}.$$

The quantities $n_F$ and $n_B$ are respectively the number of forward and backward events in a bin of NET$_b$, NET$_c$ and $|y|$. The number of forward events $n_F$ follows a binomial distribution of probability $(1 + A_{FB})/2$ where $A_{FB}$ is the expected forward-backward asymmetry in the bin considered:

$$A_{FB}(\text{NET}_b, \text{NET}_c, |y|) = \sum_{i=1}^{4} f_i(\text{NET}_b, \text{NET}_c, |y|) A_{FB}^i \frac{8}{3} \frac{|y|}{1 + |y|^2}.$$

$^{3}$10 x 10 bins in the (NET$_b$,NET$_c$) plane and 10 bins along $|y|$ are used.
In this expression, \( f_i \) denotes the predicted fraction of lepton of type \( i \) and \( A_{FB}^i \) represents the corresponding theoretical asymmetry:

\[
\begin{align*}
A_{FB}^b &= \begin{cases} 
(1-2\chi) & \text{for } b\to\ell^- , \\
- & \text{for } \ell^+ , \\
- (1-2\chi) & \text{for } b\to c\ell^+ , \\
0 & \text{for background} .
\end{cases} \\
A_{FB}^c &= \begin{cases} 
\frac{A_{FB}^b}{A_{FB}^c} & \text{for } c\to\ell^+ , \\
0 & \text{for background} .
\end{cases}
\end{align*}
\]

The fractions \( f_i \) are derived from the knowledge of the misidentification probability of the lepton selection algorithms, the partial widths \( \Gamma_{b\ell^-} \) and \( \Gamma_{c\ell^+} \) and the semileptonic decay branching ratios, and from the \((NET_b, NET_c)\) distribution taken from the simulation. \( A_{FB}^b, A_{FB}^c \) and \( \chi \) are the only free parameters. \( \chi \) is constrained by the likelihood computed from dilepton events:

\[
L_{\text{double}} = \frac{(n_{l\pm\ell\pm} + n_{l\pm\ell\mp})!}{n_{l\pm\ell\pm}! n_{l\pm\ell\mp}!} R^{n_{l\pm\ell\pm}} (1-R)^{n_{l\pm\ell\mp}},
\]

where \( n_{l\pm\ell\pm} \) and \( n_{l\pm\ell\mp} \) are respectively the number of like-sign and opposite-sign events. \( n_{l\pm\ell\pm} \) obeys a binomial law of parameter \( R \), which is a function of \( \chi \):

\[
R = 2f_{11}\chi(1-\chi) + f_{12}(\chi^2 + (1-\chi)^2) + f_{14}/2 + 2f_{33}\chi(1-\chi) + f_{34}/2 + (f_{24} + f_{44})/2 .
\]

The notation \( f_{ij} \) is used for the fraction of dilepton events containing one lepton of type \( i \) and one lepton of type \( j \) \((i = 1,4 \text{ and } j = 1,4)\). Events of type \( f_{13} \) are the dominant background to events with both leptons from direct \( b \) decays \((f_{11})\) and reduce the sensitivity of \( R \) to the mixing parameter. To minimize this effect, as well as to reduce systematic uncertainties, cascade decays are rejected from the dilepton sample by requiring that both leptons satisfy: \( NET_b > 0.8 \). This cut has been chosen so as to minimize the total error (statistical plus systematic) on the mixing measurement. The composition of the dilepton sample after this cut is indicated in table 4 separately for \( ee, em \) and \( mm \) events.

<table>
<thead>
<tr>
<th>( (b\to\ell^-, b\to\ell^-) )</th>
<th>( (b\to\ell^-, b\to c\ell^+) )</th>
<th>( (b\to c\ell^+, b\to c\ell^+) )</th>
<th>( \text{others} )</th>
<th>( ee )</th>
<th>( \mu\mu )</th>
<th>( em )</th>
</tr>
</thead>
<tbody>
<tr>
<td>89.6 %</td>
<td>85.5 %</td>
<td>89.6 %</td>
<td>7.7 %</td>
<td>7.5 %</td>
<td>5.5 %</td>
<td>0.2 %</td>
</tr>
<tr>
<td>Total events</td>
<td>626</td>
<td>920</td>
<td>1449</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Estimated composition of the 3 dilepton samples after requiring \( NET_b > 0.8 \) for both leptons.

7 Fit Results

The fit results based on the full lepton sample are given in table 5. The fit has also been performed separately for electrons and for muons. All results are consistent within their statistical errors. Note that the mixing is always measured from the entire data sample, including off-peak dilepton events. The correlation matrices are given in table 6.

The fit method is illustrated in figure 7 for the \( b\to\ell^- \) and \( c\to\ell^+ \) enriched samples defined in table 3. The observed asymmetry \((n_F - n_B)/(n_F + n_B)\) is compared to the fitted function \( 8A_{FB}(\delta y)/3(1 + \delta y^2) \) in bins of \( |\delta y| \). When fitting the \( b\to\ell^- \) enriched sample, the \( c \) asymmetry is fixed to its Standard Model
value. Similarly, for the $c\rightarrow \ell^+$ enriched sample, the $b$ asymmetry is kept constant. The results are in good agreement with those obtained from the full range fit, as can be seen from table 7.

As a simple cross-check, the measurement of $A_{FB}^b$ and $\bar{\chi}$ has been repeated using only high $p_t$ leptons, ($p_t > 1.2$ GeV/$c$ where $p_t$ is computed with respect to the nearest jet including the lepton), with the $c$ asymmetry being fixed as previously to its Standard Model value. In this case, the fractions $f_i$ are simple constants, and the fit does not rely on the modelling of the $\text{NET}_b$ and $\text{NET}_c$ variables. As can be seen from table 7, the fitted values are also in good agreement with our previous results, though with larger statistical errors.

<table>
<thead>
<tr>
<th>Full range fit</th>
<th>Electrons</th>
<th>Muons</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>peak $A_{FB}^b$</td>
<td>8.33±0.73</td>
<td>9.48±0.73</td>
<td>9.06±0.51</td>
</tr>
<tr>
<td>$A_{FB}^c$</td>
<td>5.80±0.88</td>
<td>5.65±0.96</td>
<td>6.00±0.67</td>
</tr>
<tr>
<td>peak-2 $A_{FB}^b$</td>
<td>1.9±3.4</td>
<td>8.7±3.5</td>
<td>5.5±2.4</td>
</tr>
<tr>
<td>$A_{FB}^c$</td>
<td>-6.0±4.5</td>
<td>-9.0±4.8</td>
<td>-7.5±3.4</td>
</tr>
<tr>
<td>peak+2 $A_{FB}^b$</td>
<td>8.6±3.0</td>
<td>14.6±2.8</td>
<td>11.7±2.0</td>
</tr>
<tr>
<td>$A_{FB}^c$</td>
<td>13.9±3.7</td>
<td>14.0±4.0</td>
<td>14.1±2.8</td>
</tr>
<tr>
<td>all $\bar{\chi}$</td>
<td>0.1213±0.0106</td>
<td>0.1082±0.0101</td>
<td>0.1107±0.0062</td>
</tr>
</tbody>
</table>

Table 5: Comparison of the electron, muon and combined results for the full range fit. The asymmetries (in %) are measured at the three centre-of-mass energy points denoted peak, peak-2 and peak+2 (table 1), whereas the mixing $\bar{\chi}$ is obtained using the full data sample. Errors are statistical only.

<table>
<thead>
<tr>
<th>peak</th>
<th>$A_{FB}^b$</th>
<th>$A_{FB}^c$</th>
<th>$\bar{\chi}$</th>
<th>peak-2</th>
<th>$A_{FB}^b$</th>
<th>$A_{FB}^c$</th>
<th>$\bar{\chi}$</th>
<th>peak+2</th>
<th>$A_{FB}^b$</th>
<th>$A_{FB}^c$</th>
<th>$\bar{\chi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{FB}^b$</td>
<td>1.00</td>
<td>0.18</td>
<td>0.29</td>
<td>$A_{FB}^b$</td>
<td>1.00</td>
<td>0.20</td>
<td>0.04</td>
<td>$A_{FB}^b$</td>
<td>1.00</td>
<td>0.19</td>
<td>0.09</td>
</tr>
<tr>
<td>$A_{FB}^c$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>$A_{FB}^c$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>$A_{FB}^c$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 6: Statistical correlation matrices at each centre-of-mass energy.

<table>
<thead>
<tr>
<th></th>
<th>Full range fit</th>
<th>$b\rightarrow \ell^-$ enriched</th>
<th>$c\rightarrow \ell^+$ enriched</th>
<th>High $p_t$ fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>peak $A_{FB}^b$</td>
<td>9.06±0.51</td>
<td>8.98±0.57</td>
<td>9.1 (fixed)</td>
<td>9.28±0.67</td>
</tr>
<tr>
<td>$A_{FB}^c$</td>
<td>6.00±0.67</td>
<td>6.0 (fixed)</td>
<td>7.78±1.10</td>
<td>6.0 (fixed)</td>
</tr>
<tr>
<td>peak-2 $A_{FB}^b$</td>
<td>5.5±2.4</td>
<td>6.4±2.7</td>
<td>5.4 (fixed)</td>
<td>1.6±3.3</td>
</tr>
<tr>
<td>$A_{FB}^c$</td>
<td>-7.5±3.4</td>
<td>-3.3 (fixed)</td>
<td>-8.9±5.6</td>
<td>-3.3 (fixed)</td>
</tr>
<tr>
<td>peak+2 $A_{FB}^b$</td>
<td>11.7±2.0</td>
<td>11.9±2.3</td>
<td>11.4 (fixed)</td>
<td>11.4±2.7</td>
</tr>
<tr>
<td>$A_{FB}^c$</td>
<td>14.1±2.8</td>
<td>11.9 (fixed)</td>
<td>3.4±4.7</td>
<td>11.9 (fixed)</td>
</tr>
<tr>
<td>all $\bar{\chi}$</td>
<td>0.1107±0.0062</td>
<td>0.1110±0.0062</td>
<td>0.1104±0.0062</td>
<td>0.1049±0.0090</td>
</tr>
</tbody>
</table>

Table 7: Comparison of the results obtained from the full range fit, the $b\rightarrow \ell^-$ and $c\rightarrow \ell^+$ enriched samples and the high $p_t$ fit. Whenever $A_{FB}^b$ or $A_{FB}^c$ are kept fixed, the indicated value corresponds to the Standard Model prediction as calculated by ZFITTER [26], with $m_{t\text{top}}=180$ GeV/$c^2$ and $m_{t\text{top}}=300$ GeV/$c^2$. Errors are statistical only.
8 Systematic Uncertainties

Three types of systematic uncertainties have been considered: those coming from the models and theoretical predictions used in the measurement, those induced by detector effects, and finally various possible systematic effects related to the fitting method.

8.1 Phenomenological models and theoretical predictions

The first type of systematic effect comes from the use of phenomenological models to describe the fragmentation of heavy quarks as well as the semileptonic decays of heavy mesons. These also include uncertainties in the values of $Z^0$ partial decay widths and semileptonic decay branching ratios taken either from theoretical predictions or independent measurements [27].

Fragmentation

In the simulation, the fragmentation of heavy quarks is described by the fragmentation function of Peterson et al. [15]. The parameters controlling the shape of the fragmentation function were set respectively to $q_0=0.0055$ and $c_0=0.070$ for $b\bar{b}$ and $c\bar{c}$ events, corresponding to LEP average values of the mean scaled energy $\langle x_E \rangle_b = 0.70$ and $\langle x_E \rangle_c = 0.49$ [3, 6, 23, 28].

Systematic uncertainties are obtained by varying the fragmentation parameters between 0.0025 and 0.0095 for $b$ quarks and between 0.050 and 0.100 for $c$ quarks. The chosen range of variation for $q_0$ and $c_0$ corresponds to an uncertainty of $\pm 0.02$ for both $\langle x_E \rangle_b$ and $\langle x_E \rangle_c$, which is significantly larger than the experimental error on present measurements, and also accounts for uncertainties in the choice of the model itself.

Semileptonic decay models

The semileptonic decays of heavy hadrons are described by the free-quark model of Altarelli et al. (ACCMM) [16] which has two free parameters: the Fermi momentum $p_F$ and the mass of the quark produced in the decay of the heavy hadron: $m_c$ or $m_s$. For $b$ decays, values of $p_F=298$ MeV/$c$ and $m_c=1673$ MeV/$c^2$ have been obtained from a fit to CLEO data [17], while for $c$ decays, the combined measurements of DELCO [18] and MARK III [19] have been used to derive values of $p_F=467$ GeV/$c$ and $m_s=0.001$ GeV/$c^2$.

Systematic uncertainties arising from the choice of the semileptonic decay model are treated differently for $b$ and $c$ hadron decays by varying either the model or its parameters:

- For $b\rightarrow \ell^-\nu$ decays, the form-factor model of Isgur et al. [29] provides an alternative parametrization of the lepton momentum in the rest frame of the decaying $B$ hadron. This model (ISGW) has no free parameter but was found to describe CLEO data better when the fraction of $b$ decays to $D^{(*)}$ was set to 32% instead of 11% as calculated in [29]. This modified model, denoted ISGW*, is thus also used as a possible alternative.

- Uncertainties affecting the modelling of $c\rightarrow \ell^+\nu$ decay can be estimated by using various versions of the ACCMM model based on different sets of values for the fitted parameters $m_s$ and $p_F$. The results using the central values $m_s=0.001$ GeV/$c^2$ and $p_F=0.467$ GeV/$c$ are compared to the results obtained with:
  
  - $m_s=0.001$ GeV/$c^2$ and $p_F=0.353$ GeV/$c$ (ACCMM1),
  - $m_s=0.153$ GeV/$c^2$ and $p_F=0.467$ GeV/$c$ (ACCMM2),

  where the chosen range of variation reflects the uncertainty in the fitted values of $m_s$ and $p_F$.

  These models are varied independently for direct $b$ and $c$ decays. For cascade decays $b\rightarrow c\rightarrow \ell^+$, the $D$ momentum spectrum measured by CLEO [30] is combined with the $c\rightarrow \ell^+$ model to generate the
lepton momentum distribution. Uncertainties in the CLEO $b \to D$ spectrum are negligible compared to the effect of varying $m_N$ and $p_T$.

**Branching ratios**

The values of $\text{BR}(b \to \ell^-)$ and $\text{BR}(b \to c \to \ell^\pm)$ given in table 8 are derived from independent measurements performed by ALEPH, OPAL and DELPHI [3,23,31], which are combined using the procedure described in [1]. Part of this procedure is to propagate through the measurements a consistent choice of input parameters for systematic errors. In the measurements of $\text{BR}(b \to \ell^-)$ and $\text{BR}(b \to c \to \ell^\pm)$, an important part of the error is due to the choice of semileptonic decay model. This error is indicated in parentheses in table 8. It is taken into account in a self-consistent manner by using the branching ratios which correspond to each choice of semileptonic decay model as the model is varied. The first part of the error (i.e., not due to the models) is then used to estimate the additional systematic error due to the uncertainty in $\text{BR}(b \to \ell^-)$ and $\text{BR}(b \to c \to \ell^\pm)$, excluding the model uncertainty.

$\text{BR}(c \to \ell^\pm)$ is taken from lower energy experiments. Measurements from ARGUS, PEP and PETRA [32] are combined to give $\text{BR}(c \to \ell^\pm)=0.02$. The value of $\text{BR}(b \to \tau \to \ell^-)$ is derived from the $b \to \tau$ decay rate measured by ALEPH [33] and from world average values of the tau leptonic branching ratios [34]. The JETSET 7.3 prediction [12] for $\text{BR}(b \to \tau \to \ell^-)$ of 1.3% is used for the central value, and the error of 0.5% allows for $(15 \pm 5)\%$ of $b$-quark decays to produce a $\tau$ anti-quark, and a 15% uncertainty in the semileptonic branching ratio of the resulting charm hadrons.

<table>
<thead>
<tr>
<th>Branching ratios (in %)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{BR}(b \to \ell^-)$</td>
<td>10.90 $\pm$ 0.32 ($\equiv$ 0.21)</td>
</tr>
<tr>
<td>$\text{BR}(b \to c \to \ell^\pm)$</td>
<td>8.30 $\pm$ 0.47 ($\equiv$ 0.19)</td>
</tr>
<tr>
<td>$\text{BR}(b \to \tau \to \ell^-)$</td>
<td>1.30 $\pm$ 0.50</td>
</tr>
<tr>
<td>$\text{BR}(b \to \tau \to \ell^-)$</td>
<td>0.70 $\pm$ 0.20</td>
</tr>
<tr>
<td>$\text{BR}(c \to \ell^\pm)$</td>
<td>9.80 $\pm$ 0.50</td>
</tr>
</tbody>
</table>

Table 8: Values of branching ratios used for the semileptonic decays of heavy quarks. For $\text{BR}(b \to \ell^-)$ and $\text{BR}(b \to c \to \ell^\pm)$, the first quoted error is the total experimental error, without the error due to the semileptonic decay model which is given in parentheses (the $+1\sigma$ numbers correspond to a change of model from ACCMM to ISGW).

**Partial widths**

The ratios $R_b = \Gamma_b / \Gamma_{\text{hadron}}$ and $R_c = \Gamma_c / \Gamma_{\text{hadron}}$ are fixed at their Standard Model values ($R_b^{\text{SM}} = 0.2155$ and $R_c^{\text{SM}} = 0.172$) as predicted by ZFITTER [26]. The dependence of the fitted asymmetries on $R_b$ and $R_c$ can be parametrized in the form:

\[
\begin{align*}
\Delta A^b_{\text{FB}} &= a_b(R_q) \frac{\Delta R_q}{R_q^{\text{SM}}} \\
\Delta A^c_{\text{FB}} &= a_c(R_q) \frac{\Delta R_q}{R_q^{\text{SM}}}
\end{align*}
\]

where $\Delta R_q = R_q - R_q^{\text{SM}}$ for $q=b,c$. The values of the coefficients $a_b(R_q)$ and $a_c(R_q)$ are given in table 9 for the on-peak and off-peak results. The average mixing parameter $\bar{\chi}$ is essentially insensitive to small variations of $R_b$ or $R_c$. 

13
<table>
<thead>
<tr>
<th></th>
<th>on-peak</th>
<th>peak-2</th>
<th>peak+2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{b} (R_{b})$</td>
<td>-0.009</td>
<td>-0.004</td>
<td>-0.015</td>
</tr>
<tr>
<td>$a_{c} (R_{b})$</td>
<td>+0.031</td>
<td>-0.023</td>
<td>+0.061</td>
</tr>
<tr>
<td>$a_{b} (R_{c})$</td>
<td>+0.009</td>
<td>+0.003</td>
<td>+0.014</td>
</tr>
<tr>
<td>$a_{c} (R_{c})$</td>
<td>-0.030</td>
<td>+0.024</td>
<td>-0.061</td>
</tr>
</tbody>
</table>

Table 9: Values of the coefficients $a_{b} (R_{b})$ and $a_{c} (R_{a})$ showing the dependence of the fitted asymmetries on $R_{b}$ and $R_{c}$.

### 8.2 Detector effects

A second type of systematic effect comes from uncertainties in the lepton selection as well as in the distributions of the variables used in the fit which are mainly caused by uncertainties in the modelling of the detector’s response.

#### Lepton backgrounds

For electrons, the hadronic background is estimated from the misidentification probability predicted by the simulation which has been shown to reproduce the data over the full range of momentum and polar angle. The resulting Monte Carlo prediction is reliable to ±15%.

The estimation of the number of untagged conversions in the data is based on the observed number of tagged conversions after the electron selection and on the knowledge of the tagging efficiency of the conversion finder. This efficiency ($\approx 90\%$) measured from the simulation, was found to be correct to 2% using photon conversions in radiative muon pairs and by studying the effect of variations of the tracking resolution in the simulation. This uncertainty translates into a ±20% systematic error on the remaining fraction of untagged conversions.

For the muon selection, the hadronic background level is understood to within ±15%. An error of ±10% is also assigned to the fraction of non-prompt muons (muons from pion and kaon decays in flight).

#### Source dependence

The electron and muon selections are both more efficient for isolated leptons, resulting in a greater efficiency for leptons produced in direct $b$ decays compared to the other sources. This source dependence is particularly important for electrons, since most input variables used in NET$_{41}$ are very sensitive to the presence of nearby tracks.

Using electrons from photon conversions, this source dependence has been checked to be correctly simulated by comparing the efficiency of the electron selection in the data and in the simulation, in bins of the variables known to be the most sensitive to isolation. No deviation larger than the global ±2.5% uncertainty on the prompt electron efficiency was observed. Checks were also performed using isolated electrons produced in two photon events $\gamma \gamma \rightarrow e^+ e^-$, and confirmed that the efficiency obtained from the simulation is accurate within this uncertainty. The systematic error associated to the modelling of source dependence is thus estimated by varying individually the efficiency for each source of prompt electrons by ±2.5%.

#### Tracking resolution

The tracking resolution is known to be too optimistic in the Monte Carlo samples used in this analysis. A smearing algorithm has thus been applied before fitting, affecting especially the decay length and impact parameter distributions. The total effect of this smearing is used to estimate the systematic uncertainty due to the tracking resolution in the simulation.
Input modelling
Some input variables used in the two neural networks NET\textsubscript{b} and NET\textsubscript{c} (like $E_{\text{vis}}^\text{jet}$, $L/\sigma_{\text{d}}$) are sensitive to effects which have not been accounted for yet. These effects are globally referred to as “detector effects”, though they can be due either to imperfections in the detector simulation or to physics (jet multiplicity, D mesons lifetimes...).

Some simple corrections (scaling factors) are derived for each of these variables by comparing the corresponding distribution for the whole lepton sample in the data and in the simulation. For instance the sub-jet energy is scaled up by a factor 1.01 in the simulation, and the variable ($\sum p_t$)\textsubscript{jet} by a factor 1.02. The same scaling factors were always found to be valid for both electrons and muons. When for a given input this correction allows to improve the agreement of the NET\textsubscript{b} or NET\textsubscript{c} distributions between data and Monte Carlo, it is applied before fitting. In any case, the whole effect of the correction is used to estimate the systematic uncertainty due to the modelling of this variable.

8.3 Other systematic effects
Composition dependence on $\cos \theta_{\text{thr}}$
In equation (3), the simulation is needed to predict the dependence of the relative fractions $f_i$ on $|y| = |\cos \theta_{\text{thr}}|$. This dependence comes primarily from the fact that the performances of both the electron and muon selections vary with $\theta$. For instance, the electron sample has significantly higher hadronic background in a small region of $|\cos \theta|$ where the barrel and endcap overlap ($0.7 < |\cos \theta| < 0.8$). The number of conversions also increases with $|\cos \theta|$ due to the increasing amount of material. This $\cos \theta$ dependence induces a slight variation of the composition with $y$. Since it is difficult to check how well this variation is reproduced in the simulation, a 100% uncertainty is assigned to the Monte Carlo prediction, by comparing the results obtained with or without $\theta$ dependence.

The degradation of the tracking resolution with increasing $|y|$ values also affects the shape of the (NET\textsubscript{b}, NET\textsubscript{c}) distribution, especially through the use of variables such as $(L/\sigma_L)_{1,2}$ and $d/\sigma_d$. Two different parametrizations of the (NET\textsubscript{b}, NET\textsubscript{c}) distribution obtained respectively for $|y| < 0.7$ and $|y| > 0.7$ are used. The validity of these parametrizations is tested by varying the binning in $|y|$.

Monte Carlo statistics
Though the Monte Carlo and data samples used in this analysis have about the same number of events, statistical fluctuations in the Monte Carlo are reduced compared to data due to the additional binning of the data in $|y|$. To estimate the effect of these fluctuations the fit has been performed using 3 sub-samples of the entire Monte Carlo sample. The maximum difference between the results obtained with these sub-samples and with the whole sample is taken as the systematic uncertainty due to limited Monte Carlo statistics.

Sensitivity to time-dependent mixing
The presence of lifetime information in NET\textsubscript{c} (decay length and impact parameter significance) might make the measurement of $A_{FB}^{b}$ and $A_{FB}^{c}$ sensitive to time-dependent mixing. Since this information is very diluted, the effect is expected to be small and is not corrected for. Still, it can be seen in the simulation that the fraction of mixed leptons (leptons coming from mixed B mesons) increases slightly at lower NET\textsubscript{c} (which corresponds in this case to longer decay lengths).

The simulation is used to estimate the effect of this variation. Monte Carlo tracks are randomly re-mixed in bins of NET\textsubscript{c} so as to make the mixing constant as a function of NET\textsubscript{c}, without changing its average value. The fit is then performed on the re-mixed Monte Carlo sample and the values obtained for $A_{FB}^{b}$ and $A_{FB}^{c}$ are compared with those fitted from the original Monte Carlo sample. In order not to be sensitive to statistical fluctuations introduced by the random re-mixing itself, this procedure is repeated one hundred times, and the averages of the one hundred measurements of $A_{FB}^{b}$ and $A_{FB}^{c}$ are compared with the original values. The difference, found to be very small, is used as a
systematic uncertainty.

**Background asymmetry**

The hadronic and non-prompt background have been assumed to have no asymmetry in the fit (equation (4)). This assumption has been checked and confirmed in different momentum ranges using the simulation. The background asymmetry has also been estimated directly from the data using only tracks which did not pass the lepton selection, or using all tracks in the momentum range \( p > 2 \text{ GeV}/c \) or \( p > 4 \text{ GeV}/c \) weighted by the fake probability predicted by the simulation in a given \( (p, \mathbf{p}) \) bin. All these tests indicated that the upper limit for any possible residual asymmetry of the background is 0.5%. A \( \pm 0.5\% \) error was thus assigned to the background asymmetry.

A detailed list of systematic effects is given in tables 10 and 11.

<table>
<thead>
<tr>
<th>Sources of systematic errors</th>
<th>( A_{FB}^b(%) )</th>
<th>( A_{FB}^c(%) )</th>
<th>( \overline{X} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitted value</td>
<td>0.09</td>
<td>0.60</td>
<td>0.1107</td>
</tr>
<tr>
<td>Statistical error</td>
<td>( \pm 0.51 )</td>
<td>( \pm 0.67 )</td>
<td>( \pm 0.0062 )</td>
</tr>
<tr>
<td>Systematic error</td>
<td>( \pm 0.23 )</td>
<td>( \pm 0.52 )</td>
<td>( \pm 0.0055 )</td>
</tr>
</tbody>
</table>

**Total other systematics**

<table>
<thead>
<tr>
<th>Sources of systematic errors</th>
<th>( A_{FB}^b(%) )</th>
<th>( A_{FB}^c(%) )</th>
<th>( \overline{X} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total models</td>
<td>( \pm 0.17 )</td>
<td>( \pm 0.27 )</td>
<td>( \pm 0.0031 )</td>
</tr>
<tr>
<td>BR(b( \rightarrow \ell^- ))+0.32%</td>
<td>-0.01</td>
<td>+0.11</td>
<td>+0.0011</td>
</tr>
<tr>
<td>BR(b( \rightarrow \ell^+ ))+0.47%</td>
<td>-0.03</td>
<td>-0.06</td>
<td>-0.0024</td>
</tr>
<tr>
<td>BR(b( \rightarrow \tau^- \lepton ))+0.50%</td>
<td>-0.01</td>
<td>+0.17</td>
<td>+0.0017</td>
</tr>
<tr>
<td>BR(b( \rightarrow \tau^- \lepton ))+0.20%</td>
<td>+0.00</td>
<td>+0.07</td>
<td>+0.0007</td>
</tr>
<tr>
<td>Total branching ratios</td>
<td>( \pm 0.06 )</td>
<td>( \pm 0.27 )</td>
<td>( \pm 0.0032 )</td>
</tr>
<tr>
<td>Electron background increase</td>
<td>+0.02</td>
<td>+0.04</td>
<td>-0.0003</td>
</tr>
<tr>
<td>Muon background increase</td>
<td>+0.05</td>
<td>+0.12</td>
<td>-0.0005</td>
</tr>
<tr>
<td>Conversion fraction increase</td>
<td>+0.04</td>
<td>+0.09</td>
<td>-0.0004</td>
</tr>
<tr>
<td>Decay fraction increase</td>
<td>+0.02</td>
<td>+0.04</td>
<td>-0.0002</td>
</tr>
<tr>
<td>Source dependence</td>
<td>+0.03</td>
<td>+0.09</td>
<td>+0.0007</td>
</tr>
<tr>
<td>Tracking Resolution</td>
<td>-0.06</td>
<td>+0.01</td>
<td>+0.0011</td>
</tr>
<tr>
<td>Input corrections</td>
<td>+0.03</td>
<td>-0.02</td>
<td>-0.0007</td>
</tr>
<tr>
<td>Total detector effects</td>
<td>( \pm 0.11 )</td>
<td>( \pm 0.19 )</td>
<td>( \pm 0.0018 )</td>
</tr>
<tr>
<td>( \theta ) dependence</td>
<td>+0.06</td>
<td>-0.11</td>
<td>+0.0007</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>+0.07</td>
<td>+0.06</td>
<td>+0.0027</td>
</tr>
<tr>
<td>Time dependent mixing</td>
<td>+0.04</td>
<td>+0.04</td>
<td>+0.0000</td>
</tr>
<tr>
<td>Background asymmetry +0.5%</td>
<td>+0.01</td>
<td>+0.27</td>
<td>+0.0000</td>
</tr>
<tr>
<td>Total other systematics</td>
<td>( \pm 0.09 )</td>
<td>( \pm 0.30 )</td>
<td>( \pm 0.0027 )</td>
</tr>
</tbody>
</table>

Table 10: Sources of systematic errors for the on-peak measurement.
<table>
<thead>
<tr>
<th></th>
<th>peak-2</th>
<th></th>
<th>peak+2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A_{FB}^b(%)$</td>
<td>$A_{FB}^c(%)$</td>
<td>$A_{FB}^b(%)$</td>
<td>$A_{FB}^c(%)$</td>
</tr>
<tr>
<td>Fitted value</td>
<td>5.55</td>
<td>-7.52</td>
<td>11.70</td>
<td>14.08</td>
</tr>
<tr>
<td>Statistical error</td>
<td>±2.39</td>
<td>±3.38</td>
<td>±2.02</td>
<td>±2.80</td>
</tr>
<tr>
<td>Systematic error</td>
<td>±0.28</td>
<td>±0.56</td>
<td>±0.33</td>
<td>±0.87</td>
</tr>
</tbody>
</table>

**Sources of systematic errors**

<table>
<thead>
<tr>
<th>Source Description</th>
<th>peak-2</th>
<th></th>
<th>peak+2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$b\rightarrow\ell^-$ (ACCMM to ISGWW**)</td>
<td>+0.07</td>
<td>+0.07</td>
<td>+0.05</td>
<td>+0.32</td>
</tr>
<tr>
<td>$c\rightarrow\ell^+$ (ACCMM to ACCMM1)</td>
<td>-0.05</td>
<td>+0.01</td>
<td>+0.13</td>
<td>-0.15</td>
</tr>
<tr>
<td>$\langle x_E \rangle_b - 0.02$</td>
<td>-0.15</td>
<td>-0.19</td>
<td>-0.06</td>
<td>+0.09</td>
</tr>
<tr>
<td>$\langle x_E \rangle_c + 0.02$</td>
<td>+0.03</td>
<td>-0.10</td>
<td>-0.21</td>
<td>+0.25</td>
</tr>
<tr>
<td><strong>Total models</strong></td>
<td>±0.17</td>
<td>±0.23</td>
<td>±0.26</td>
<td>±0.44</td>
</tr>
<tr>
<td>$BR(b\rightarrow\ell^-)+0.32%$</td>
<td>+0.03</td>
<td>-0.01</td>
<td>-0.03</td>
<td>+0.18</td>
</tr>
<tr>
<td>$BR(b\rightarrow c\rightarrow\ell^+)+0.47%$</td>
<td>-0.09</td>
<td>-0.13</td>
<td>-0.02</td>
<td>-0.05</td>
</tr>
<tr>
<td>$BR(b\rightarrow\tau\rightarrow\ell^-)+0.50%$</td>
<td>+0.05</td>
<td>-0.02</td>
<td>-0.04</td>
<td>+0.28</td>
</tr>
<tr>
<td>$BR(b\rightarrow\tau\rightarrow\ell^-)+0.20%$</td>
<td>+0.02</td>
<td>-0.01</td>
<td>-0.02</td>
<td>+0.11</td>
</tr>
<tr>
<td>$BR(c\rightarrow\ell^+)+0.50%$</td>
<td>+0.02</td>
<td>+0.12</td>
<td>+0.08</td>
<td>-0.32</td>
</tr>
<tr>
<td><strong>Total branching ratios</strong></td>
<td>±0.11</td>
<td>±0.18</td>
<td>±0.10</td>
<td>±0.48</td>
</tr>
<tr>
<td>Electron background increase</td>
<td>+0.01</td>
<td>-0.03</td>
<td>+0.03</td>
<td>+0.06</td>
</tr>
<tr>
<td>Muon background increase</td>
<td>+0.02</td>
<td>-0.11</td>
<td>+0.07</td>
<td>+0.26</td>
</tr>
<tr>
<td>Conversion fraction increase</td>
<td>+0.04</td>
<td>-0.05</td>
<td>+0.07</td>
<td>+0.17</td>
</tr>
<tr>
<td>Decay fraction increase</td>
<td>+0.01</td>
<td>-0.03</td>
<td>+0.03</td>
<td>+0.08</td>
</tr>
<tr>
<td>Source dependence</td>
<td>+0.03</td>
<td>+0.08</td>
<td>+0.04</td>
<td>+0.17</td>
</tr>
<tr>
<td>Tracking resolution</td>
<td>+0.01</td>
<td>-0.14</td>
<td>-0.06</td>
<td>+0.03</td>
</tr>
<tr>
<td>Input corrections</td>
<td>-0.04</td>
<td>-0.05</td>
<td>+0.02</td>
<td>+0.06</td>
</tr>
<tr>
<td><strong>Total detector effects</strong></td>
<td>±0.12</td>
<td>±0.30</td>
<td>±0.13</td>
<td>±0.39</td>
</tr>
<tr>
<td>$\theta$ dependence</td>
<td>+0.14</td>
<td>+0.30</td>
<td>+0.09</td>
<td>-0.19</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>+0.12</td>
<td>+0.14</td>
<td>+0.08</td>
<td>+0.28</td>
</tr>
<tr>
<td>Time dependent mixing</td>
<td>+0.04</td>
<td>+0.04</td>
<td>+0.04</td>
<td>+0.04</td>
</tr>
<tr>
<td>Background asymmetry +0.5%</td>
<td>+0.00</td>
<td>+0.27</td>
<td>+0.01</td>
<td>+0.28</td>
</tr>
<tr>
<td><strong>Total other systematics</strong></td>
<td>±0.16</td>
<td>±0.36</td>
<td>±0.12</td>
<td>±0.43</td>
</tr>
</tbody>
</table>

Table 11: Sources of systematic errors for the two off-peak measurements.
9 Conclusion

Using all data collected by OPAL between 1990 and 1994, the b and c quark forward-backward asymmetries have been measured at three centre-of-mass energy points on and around the Z\(^0\) peak, and were found to be:

\[
A_{FB}^b = (5.5 \pm 2.4 \pm 0.3 \%) \quad A_{FB}^c = (-7.5 \pm 3.4 \pm 0.6 \%) \quad \text{at } \langle \sqrt{s} \rangle = 89.52 \text{ GeV},
\]

\[
A_{FB}^b = (9.06 \pm 0.51 \pm 0.23\%) \quad A_{FB}^c = (6.00 \pm 0.67 \pm 0.52\%) \quad \text{at } \langle \sqrt{s} \rangle = 91.24 \text{ GeV},
\]

\[
A_{FB}^b = (11.7 \pm 2.0 \pm 0.3 \%) \quad A_{FB}^c = (14.1 \pm 2.8 \pm 0.9 \%) \quad \text{at } \langle \sqrt{s} \rangle = 92.94 \text{ GeV}.
\]

The average b mixing has been extracted simultaneously with the asymmetries and was measured to be:

\[
\bar{\chi} = 0.1107 \pm 0.0062 \pm 0.0055.
\]

In each case, the first quoted error is statistical while the second is systematic.

These measurements of \(A_{FB}^b\) and \(A_{FB}^c\) supersede the previous measurements with leptons by OPAL [5]. They are compatible with other measurements from LEP experiments [3–7, 34] and with the Standard Model predictions (figures 8 and 9).

Assuming the Standard Model and \(m_H=300 \text{ GeV/c}^2\), the measurements of \(A_{FB}^b\) and \(A_{FB}^c\) at \(\langle \sqrt{s} \rangle = 91.24 \text{ GeV}\) lead to the value of \(m_{top}\):

\[
m_{top} = 179 \pm 23(\text{stat}) \pm 12(\text{syst}) \pm 22(m_H) \text{ GeV/c}^2
\]

where the last error corresponds to a variation of \(m_H\) between 60 and 1000 GeV/c\(^2\). This is in good agreement with the combined CDF and D0 average of: \(m_{top} = 180 \pm 12 \text{ GeV/c}^2\) [35].
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Figure 1: Comparison of the normalized NET$_{el}$ distribution (a) for electrons tagged as conversions and (b) for pions from K$^0$ decays, in data (points with error bars) and in the simulation (histogram).
Figure 2: Distributions of the output of the neural network $\text{NET}_{\text{el}}$ used in the electron selection, for data (points) and Monte Carlo (histogram), normalized to the same number of entries, for all tracks with $p > 2$ GeV/c. The distribution for all MC electrons (shaded area) is clearly peaked at 1.
Figure 3: (a) Efficiency of the electron selection for all Monte Carlo prompt electrons with $p > 2$ GeV/$c$ as a function of the polar angle $\theta$, (b) $|\cos \theta|$ distribution of candidate electrons in the data. The shaded area represents the hadronic background contribution as predicted by the simulation.
Figure 4: Distributions of candidate electrons from different sources in the \( (p, p_t) \) plane taken from the simulation. The area of each square is proportional to the number of events in that region.
Figure 5: Distributions of candidate electrons from different sources in the $(NET_b, NET_c)$ plane taken from the simulation. The area of each square is proportional to the number of events in that region.
Figure 6: Distributions of the separating variables NET\textsubscript{b} and NET\textsubscript{c} for electrons (top) and muons (bottom). The predicted Monte Carlo distributions (histogram) are superimposed on the distributions measured in the data (points). The contributions of candidate leptons from different sources are also indicated.
Figure 7: The ratio \((n_F - n_B)/(n_F + n_B)\) as a function of \(|y| = |\cos \theta_{\text{thrust}}|\) in the \(b\rightarrow \ell^-\) and \(c\rightarrow \ell^+\) enriched samples. The curves are fitted to this ratio with the form \(8 A_{FB} |y| / (1 + y^2)\). The solid curves correspond to the fitted values of \(A^b_{FB}\) and \(A^c_{FB}\) given in table 7 and the dotted curves to one standard deviation from the fitted value.
Figure 8: Measurements of $A_{FB}^{b}$ and $A_{FB}^{c}$ as a function of the $e^+e^-$ centre-of-mass energy $\sqrt{s}$. The curve corresponds to the Standard Model prediction with $m_Z=91.187$ GeV/$c^2$, $m_{t_{op}}=180$ GeV/$c^2$, $m_H=300$ GeV/$c^2$ and $\alpha_s=0.125$. 
Figure 9: One standard deviation contour (39% probability content) for $A^b_{FB}$ and $A^c_{FB}$. The thick line is the Standard Model prediction for $m_Z = 91.187$ GeV/$c^2$, $m_H = 300$ GeV/$c^2$, $\alpha_s = 0.125$ and $m_{t_{\text{top}}} = 180 \pm 12$ GeV/$c^2$. The thin line is obtained for $m_{t_{\text{top}}} = 180$ GeV/$c^2$ and $m_H$ varying between 60 and 1000 GeV/$c^2$. 