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Measurement of cross-sections and asymmetries in $e^+e^-$ collisions at 130-140 GeV centre-of-mass energy

The OPAL Collaboration

Abstract

Production of events with multihadronic and leptonic final states has been measured in $e^+e^-$ collisions at centre-of-mass energies significantly above the $Z^0$ mass, using the OPAL detector at LEP. A substantial production rate of radiative $Z^0\gamma$ events was observed, as expected, together with events with less energetic initial-state photons. The cross-sections and leptonic forward-backward asymmetries were measured and compared with Standard Model expectations. In a model-independent fit to the $Z^0$ lineshape, the hadronic cross-section and lepton asymmetries presented here provide constraints on the size of the $\gamma Z^0$-interference term which are complementary to those afforded by LEP data accumulated at the $Z^0$ resonance.
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1 Introduction

Measurements are presented of cross-sections and forward-backward asymmetries in $e^+e^-$ collisions at centre-of-mass energies, $\sqrt{s}$, from 130 to 140 GeV. The data were recorded by the OPAL experiment at LEP in October and November 1995, during the so-called LEP 1.5 run. These are the highest energy $e^+e^-$ collision data yet available and the first at energies well above the $Z^0$ resonance. Cross-sections were measured and compared with Standard Model expectations, for multihadronic, $e^+e^-, \mu^+\mu^-$ and $\tau^+\tau^-$ final states, as were the forward-backward asymmetries for the leptonic final states.

A feature of $e^+e^-$ collision data at these centre-of-mass energies is a tendency for radiative return to the $Z^0$. If one or more initial-state radiation photons are emitted which reduce the effective centre-of-mass energy of the subsequent $e^+e^-$ collision, $\sqrt{s}$, to the region of the $Z^0$ resonance, the cross-section is greatly enhanced. A separation can be made between these radiative events and non-radiative events for which $\sqrt{s} \approx \sqrt{s}$. The properties of the radiative data are expected to be similar to those measured in $Z^0$ decays during the earlier LEP 1 running, modified only by the boost due to recoil against hard initial-state radiation. The non-radiative data are expected to have somewhat different properties, reflecting the substantially increased relative importance of photon-exchange processes above the $Z^0$ resonance. The similar size of the photon-exchange and $Z^0$-exchange amplitudes in the non-radiative data at 130-140 GeV allows constraints to be placed on the size of the interference terms between $\gamma$ and $Z^0$ amplitudes, complementing the measurements made at the $Z^0$ resonance.

2 Data and simulation

The OPAL detector is fully described elsewhere [1–4]. The data used in this analysis were recorded at nominal $e^+e^-$ centre-of-mass energies of 130, 136 and 140 GeV. Integrated luminosities of 2.7, 2.6 and 0.04 pb$^{-1}$, respectively, were included in the analysis from the three energy points. The average centre-of-mass energies of the $e^+e^-$ system were estimated to be 130.26 GeV and 136.23 GeV during the nominal 130 and 136 GeV data-taking periods [5], with a common systematic uncertainty of 0.06 GeV. Since the luminosity collected at 140 GeV was very low the analysis at that centre-of-mass energy is not discussed in any detail, but cross-sections are quoted where the statistics permit.

For Monte Carlo simulation studies of $e^+e^-$ → hadrons we used the PYTHIA [6] program with input parameters optimized by a study of global event shape variables and particle production rates in $Z^0$ decay data [7]. For $e^+e^- \rightarrow e^+e^-$ we used the BABAMC [8] Monte Carlo program and for $e^+e^- \rightarrow \mu^+\mu^-$ and $e^+e^- \rightarrow \tau^+\tau^-$ the KORALZ program [9]. Two-photon background processes were simulated using PYTHIA at low $Q^2$ and TWOGEN [10] at high $Q^2$, and background from the process $e^+e^- \rightarrow \gamma\gamma$ using the RADCOR [11] program. All samples were processed through the OPAL detector simulation program [12].

3 Measurement of the luminosity

The luminosity recorded by the OPAL detector was measured using small-angle Bhabha scattering, $e^+e^- \rightarrow e^+e^-$, in the forward calorimetry. Independent measurements were available from two separate devices: a high precision silicon-tungsten luminometer, covering angles from the beam between 25 and 59 mrad, and a lead-scintillator sampling calorimeter instrumented with streamer tubes, covering the region from 40 to 150 mrad.

The silicon-tungsten luminometer [4] consists of two finely segmented silicon tungsten calorimeters placed around the beam pipe, symmetrically on the left and right sides of the OPAL detector, 2.4 m
away from the interaction point. Each calorimeter is composed of a stack of 19 silicon wafers interspersed with 18 tungsten plates. The sensitive area of each silicon wafer extends from 62 to 142 mm from the beam axis and is segmented into 32 pads radially and 32 in azimuth around the beam. The radial position of electron showers in the calorimeter can be determined with very little systematic uncertainty, allowing a luminosity measurement of 0.1% precision to be achieved [13]. A simpler analysis is reported here since such a precise luminosity measurement is not needed. Furthermore, the acceptance of the luminometer was reduced at the trigger level by a prescaling factor of 16 in order to increase the experimental live time as far as possible.

Bhabha scattering events were selected by requiring a high energy cluster in each end of the detector, using asymmetric acceptance cuts. The inner and outer radial acceptance cuts delimited a region between 31 and 52 mrad on one side of the calorimeter, while for the opposite calorimeter a wider zone between 27 and 56 mrad was used. Two luminosity measurements were formed with the narrower acceptance on one or the other side. The final measurement was the average of the two and has no first-order dependence on beam offsets or tilts. The relative error on the luminosity measurement obtained was 1.0%, dominated by the statistics of the data (0.9%). The principal systematic uncertainties were Monte Carlo statistics (0.25%) and theoretical knowledge of the cross-section (0.25%). The Monte Carlo program BHLUMI 4.02a was used for calculating the Bhabha cross-section at these energies [14].

The acceptance of the larger forward detector was lower than in previous publications because of the addition of the silicon-tungsten luminometer on the inside front edge of the device. The selection of Bhabha events within the calorimeter acceptance was similar to that used in previous publications [15–17]. For this analysis, however, the overall acceptance of the calorimeter was measured by normalizing to the precisely known cross-section for hadronic events at the $Z^0$ peak, using LEP 1 data collected earlier in 1995. Small corrections were derived from Monte Carlo simulations [14], using observed detector resolutions, to reflect small changes in the detector acceptance between 91 GeV and 130-140 GeV centre-of-mass energies. The main sources of systematic uncertainty on the luminosity measured in the forward detector arose from the knowledge of the multihadron acceptance for the 1995 LEP 1 data and the energy dependence of the forward detector acceptance. A total systematic uncertainty of 0.8% was estimated, which together with a 0.6% statistical error gives a total luminosity uncertainty from the forward detector of 1.0%.

The luminosity measurements from the silicon-tungsten luminometer and from the forward detector are consistent, differing by $(1.8 \pm 1.3)\%$. The mean of the luminosity measurements from the two devices was used in this analysis and a total luminosity error of 1.0% was applied, which is small compared to the statistical uncertainties on the other event samples. A further check was made using Bhabha scattering events recorded within the electromagnetic calorimeter, as described in section 5. Using events within the region $|\cos \theta| < 0.96$, where $\theta$ is the polar angle relative to the $e^-$ beam direction, the luminosity measurements have been checked with a precision of 2.6%.

4 Hadronic events

Hadronic events were selected from the data using the same criteria as in earlier OPAL studies of hadronic $Z^0$ decays [17]. Although these criteria have not been optimized for the higher energy data, studies using the PYTHIA Monte Carlo program show that they have an efficiency at $\sqrt{s} = 130$ GeV of $(96.6 \pm 0.2)\%$ and at $\sqrt{s} = 136$ GeV of $(96.1 \pm 0.2)\%$ for events with $s/s > 0.01$, with a bias between radiative and non-radiative events of less than 3%. The cut on visible energy was tightened from $0.10 \sqrt{s}$ to $0.14 \sqrt{s}$ in order to reduce the background from two-photon processes from $4.7\%$ to $(2.6 \pm 0.9)\%$, with a further loss in efficiency of $1.3\%$ at $\sqrt{s} = 130$ GeV and $1.6\%$ at $\sqrt{s} = 136$ GeV. The numbers of events selected using these cuts at the three centre-of-mass energy points are shown in table 1, together with the corresponding cross-sections.
The effective centre-of-mass energy, $\sqrt{s'}$, of the $e^+e^-$ collision was estimated for each hadronic event as follows. The “Durham” jet finding scheme [20] was used to form the particles into two jets with polar angles $\theta_1$ and $\theta_2$. The energy of a possible undetected initial-state photon along the beam direction was estimated, assuming massless three-body kinematics, as $\sqrt{s} \cdot |\sin(\theta_1 + \theta_2)|/(|\sin(\theta_1 + \theta_2)| + \sin \theta_1 + \sin \theta_2)$. An alternative procedure was to use the measured energy and momentum by performing a kinematic fit to a system of jets and an unmeasured photon along the beam direction, imposing constraints of energy and momentum conservation. The two procedures were found to yield very similar results. However, in approximately 20% of radiative events the photon was detected directly in the electromagnetic calorimeter. Such photons were identified by requiring them to conform to the expected transverse shower shape and to be isolated by observing no more than 1 GeV in a cone of half-angle 200 mrad. The photon energy, $E_\gamma$, was derived from the event kinematics or the energy found in the calorimeter, whichever was the larger, and was used to compute $s' = s - 2E_\gamma\sqrt{s}$. The typical resolution on $\sqrt{s'}$ is $\sim 3$ GeV.

The distribution of $\sqrt{s}$ estimated in this way, uncorrected for resolution, is shown in figures 1(a) and (b) for 130 and 136 GeV centre-of-mass energy, respectively. For comparison, the predictions of PYTHIA are superimposed. By making a cut on this distribution the cross-section for the “non-radiative” events, with only a little initial-state radiation, can be derived. This sample was defined by $s'/s > 0.8$; in figures 1(a) and (b) the Monte Carlo contribution having the generated value of $s'/s > 0.8$ is shaded. The selection has an efficiency of approximately 84% for events with true $s'/s > 0.8$, a background from events with $s'/s < 0.8$ of approximately 12%, and a residual background from other processes of 3%. The mean effective centre-of-mass energy in the non-radiative 130 and 136 GeV samples, estimated from PYTHIA, was found to be approximately 129 and 134 GeV, respectively, rather close to the full centre-of-mass energy. The measured non-radiative cross-sections, after correction for acceptance and resolution, are shown in table 1. The total and non-radiative cross-sections are shown in figure 2 and compared to the Standard Model expectations which are shown as solid curves. The uncertainty on the cross-sections is dominated by the statistics of the selected multihadron samples (> 3% in all cases), with systematic contributions from the luminosity uncertainty (1.0%) and the multihadron selection. The main systematic uncertainties in the selection of the inclusive sample (total systematic error 1.4%) come from the knowledge of the two-photon background contamination (0.9%) and from detector stability (1.0%). In the non-radiative sample, systematic uncertainties arise from the modelling of the separation of the radiative and non-radiative events, estimated to be at the level of 4% by comparing different separation methods (3%) and different Monte Carlo initial-state radiation treatments (2%). In both the total and non-radiative samples the measured cross-sections are in agreement with the Standard Model predictions, with the 130 GeV non-radiative cross-section showing the largest deviation, being two standard deviations below the expectation.

5 $e^+e^-$ final state

Events containing $e^+e^-$ in the final state were selected following [15]. In particular, the acollinearity angle, $\theta_{acol}$, between the electrons was required to satisfy $\theta_{acol} < 10^\circ$, which corresponds quite closely to the $s'/s > 0.8$ cut used for the hadronic channel for the angular region considered here. The total numbers of events selected with the observed electron within the polar angle range $|\cos \theta_e| < 0.7$ are shown in table 1 for centre-of-mass energies of 130 and 136 GeV, together with the corresponding cross-sections. They are compared with the predictions of the ALIBABA [19] program in figure 2. The systematic uncertainty on the electron acceptance was estimated to be 1.2%, dominated by the knowledge of inefficiencies in the selection, primarily from the association of a charged track with an electromagnetic cluster. To increase the acceptance for radiative events in the central part of the detector a second sample was selected by loosening the acollinearity cut to $\theta_{acol} < 90^\circ$ and requiring that both electron and positron be observed within $|\cos \theta| < 0.7$. The cut on the sum of
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numbers of events in the forward and backward \( \cos \theta_{-} \) hemispheres. The asymmetries in the region \( | \cos \theta_{-} | < 0.7, \ \theta_{\text{acol}} < 10^\circ \), were \( 0.80 \pm 0.06 \pm 0.02 \) and \( 0.75 \pm 0.07 \pm 0.02 \) at 130 and 136 GeV, respectively, where the errors are statistical and systematic. The average of these values over the two energies is \( 0.78 \pm 0.04 \pm 0.02 \) (mean centre-of-mass energy 132.8 GeV). This is compared with measurements at the Z\footnotesize
mass resonance and with the predictions of ALIBABA \footnotesize[19] in figure 3(a). Figure 3(c) shows the angular distribution of the scattered electron compared with the expectation from ALIBABA.

A further selection of \( e^+e^- \) events has been made over the extended range \( | \cos \theta | < 0.96 \), which is
expected to be even more dominated by the $t$-channel process. For this selection it was required that the summed electromagnetic energy scaled by the centre-of-mass energy be larger than 0.7, that both $e^+$ and $e^-$ satisfy $|\cos \theta| < 0.96$ and that $\theta_{\text{acol}} < 10^\circ$. Further, explicit requirements that there be charged tracks reconstructed in the event were dropped, thus avoiding acceptance uncertainties from the modelling of the fraction of electromagnetic showers which start before or within the tracking chambers. This is more of a problem in the endcap regions of the detector, because more material is traversed than in the barrel acceptance. The selection therefore included $(3.1 \pm 0.1)$% background from the $\gamma\gamma$ final state. The main systematic uncertainty in the selection arises from how well the edge of the acceptance is modelled. This was checked by comparing the polar angles measured from the electromagnetic calorimeter cluster position with the reconstructed central detector track direction, where such a track was found. Based on this study an uncertainty of 0.8% in the measured cross-section was estimated. The total systematic error on this electron selection is 1.3%. The observed numbers of events and cross-sections are listed in table 1, corrected for the main background from the $\gamma\gamma$ final state [11]. The expected cross-sections at the three energies are also given in the table. The good agreement between data and predictions provides a further consistency check of the measured luminosity.

6 $\mu^+\mu^-$ and $\tau^+\tau^-$ final states

The selection of $\mu^+\mu^-$ events followed that described in previous publications [15] and was estimated to have an efficiency of $(82.8\pm0.3)$% at $\sqrt{s} = 130$ GeV and $(81.8\pm0.3)$% at $\sqrt{s} = 136$ GeV, for events with $s'/s > 0.01$. The value of $s'$ was estimated event-by-event from the polar angles of the two muons relative to the beam axis, as for the hadronic events. The distributions of $\sqrt{s'}$ obtained are shown in figures 1(e) and (f) for the 130 and 136 GeV data, respectively. The residual background in the sample was estimated to be $(8.2\pm1.4)$% at $\sqrt{s} = 130$ GeV and $(9.5\pm1.7)$% at 136 GeV, almost all from two-photon scattering processes. A non-radiative event sample was selected by requiring that the reconstructed $s'$ satisfy $s'/s > 0.8$. The absolute efficiency of the selection of non-radiative events with true $s'/s > 0.8$ was estimated to be $(91.5\pm0.3)$% at 130 GeV and $(90.8\pm0.3)$% at 136 GeV. The residual background in the sample from other channels was estimated to be $(1.6\pm0.2)$%, all $\tau$-pairs. The residual background from $\mu^+\mu^-$ events with lower $s'/s$ values was estimated to be approximately 10%. The numbers of selected events and the cross-sections derived are shown in table 1. The measured cross-sections are compared with the predictions of the ZFITTER program [18] in figure 2. There is reasonable agreement. Statistical errors dominate the experimental precision. The main sources of systematic error come from the luminosity measurement and the limited Monte Carlo statistics available to evaluate both the acceptance and the background.

The forward-backward asymmetry was evaluated from the measured $\cos \theta$ of the $\mu^-$ using a counting method. Monte Carlo events were used to correct for efficiency and background, including feed-through of muon pair events with lower $s'/s$ into the non-radiative sample. The asymmetries obtained, corrected to full acceptance and averaged over the two energies, are $0.28\pm0.09$ for the inclusive sample, and $0.65\pm0.12$ for the $s'/s > 0.8$ sample. These results are shown in figure 3(b), where they are compared with the values measured at the $Z^0$ resonance and with the Standard Model expectations. The distribution of $\cos \theta$ for the $\mu^-$ in the non-radiative sample is shown in figure 3(d), illustrating the substantial asymmetry.

An inclusive sample of $\tau^+\tau^-$ events was selected using the cuts described in [17] after loosening the acollinearity cut to $\theta_{\text{acol}} < 60^\circ$, and, in addition, requiring a large visible energy in the event and a large missing transverse momentum relative to the beam axis. The total visible energy in the event was required to exceed $0.3\sqrt{s}$. Requirements were placed on the magnitude and direction of the reconstructed missing momentum vectors. The magnitude of the vector sum of the transverse momenta of the charged tracks and calorimeter clusters in the event, $p_t^{\text{miss}}$, was required to exceed $0.08\sqrt{s}$. This
sum was re-evaluated using only calorimeter clusters and required to exceed \(0.04\sqrt{s}\). The polar angles, \(\theta\), of the two missing momentum vectors with respect to the beam direction, evaluated firstly using only charged tracks and secondly only calorimeter clusters, were both required to satisfy \(|\cos \theta| < 0.95\). These extra requirements were found to reduce substantially the large background from two-photon processes. The absolute efficiency of the selection was estimated to be \((35.8\pm0.3)\%\) at \(130\) GeV and \((34.9\pm0.4)\%\) at \(136\) GeV, for events with \(s'/s > 0.01\). The residual background in the sample was estimated to be \((3.6\pm1.8)\%\), almost all from two-photon scattering processes. The numbers of selected events and corresponding measured cross-sections are shown in table 1, and the distributions of \(\sqrt{s}\), reconstructed from the \(\tau\) directions, as for the other channels, are shown in figures 1(g) and (h).

The background from two-photon processes to \(\tau^+\tau^-\) events with \(s'/s > 0.8\) is much less problematic than for the inclusive sample, since the signal events are more collinear. The selection of the non-radiative sample was therefore able to proceed with less modification to the criteria of [17]: the only changes were that the total visible energy cut was raised to \(0.35\sqrt{s}\) and a missing momentum cut, \(p_T^{\text{miss}} > 0.08\sqrt{s}\), was applied. The absolute efficiency of the selection was estimated to be \((49.6\pm0.6)\%\) at \(130\) GeV and \((50.7\pm0.8)\%\) at \(136\) GeV, for events with true \(s'/s > 0.8\). The residual background in the sample from other channels was \((4.8\pm2.2)\%\), and the background from lower \(s'/s\) approximately 7\%. The corresponding measured cross-sections are shown in table 1 and figure 2.

The forward-backward asymmetry was measured in these \(\tau\)-pair events using a counting method, correcting for acceptance and background as for the muon-pair events. The result in the inclusive sample, averaging over the 130 and 136 GeV data, is \(0.31\pm0.16\), consistent with Standard Model expectations. The observed \(\cos \theta_{\tau^-}\) distribution in the non-radiative sample is shown in figure 3(e). It is evident that all the selected events in the data have \(\cos \theta_{\tau^-} > 0\), so that the asymmetry of the observed events is unity. This would translate into a larger, unphysical, corrected asymmetry if the usual procedure were adopted. To assess whether the observed forward-backward division of events is consistent with Standard Model expectations a comparison was instead made at the level of observed events. In the forward hemisphere \(17.4\pm0.6\) events are expected from signal and background combined, and 19 observed, while in the backward hemisphere \(4.3\pm0.5\) are expected and none observed, taking the Standard Model prediction for the asymmetry. Given this expectation, the probability of obtaining no events in the backward hemisphere is 1.5\%.

Combined asymmetries from the \(\mu^+\mu^-\) and \(\tau^+\tau^-\) channels were obtained, assuming \(\mu-\tau\) universality, by forming a weighted average of the corrected numbers of forward and backward events observed in the two channels. A combined asymmetry of \(0.29\pm0.08\) was obtained for the sample with \(s'/s > 0.01\) and \(0.73\pm0.09\) for \(s'/s > 0.8\).

7 Influence on precise electroweak measurements

The cross-section and asymmetry measurements presented in this paper are all consistent with the Standard Model expectations, as illustrated in figures 2 and 3 and table 1. The non-radiative data can be used to constrain the size of the interference terms between photon-exchange and \(Z^0\)-exchange processes, which have amplitudes of similar magnitude at \(\sqrt{s} = 130-140\) GeV.

In previous publications by OPAL [15–17], and the other LEP collaborations [21], LEP 1 cross-section and forward-backward asymmetry data, recorded at centre-of-mass energies within a few GeV of the \(Z^0\) mass, have been used to fit the \(Z^0\) lineshape and determine standard electroweak parameters such as the mass, \(m_Z\), and width, \(\Gamma_Z\), of the \(Z^0\) resonance. The hadronic \(\gamma Z^0\)-interference term has normally been kept fixed in these lineshape fits to the value expected within the Standard Model. An alternative, model-independent fitting technique follows the S-matrix approach, developed in [22,23].
and used in [24, 25]. The size of the hadronic $\gamma Z^0$-interference term is given by the $j_{\text{tot}}^{\text{had}}$ parameter. In the Standard Model $j_{\text{had}}^{\text{tot}} = 0.22$, for a top quark mass of 180 GeV and a Higgs mass of 300 GeV. Allowing $j_{\text{had}}^{\text{tot}}$ to vary freely in a fully model-independent fit leads to only a poor constraint on $j_{\text{had}}^{\text{tot}}$ and a large negative correlation between $j_{\text{had}}^{\text{tot}}$ and $m_{Z}$, resulting in a significantly larger uncertainty on $m_{Z}$ than when the interference term is fixed [24,26]. The error can be reduced by including in the lineshape fit cross-section measurements made at centre-of-mass energies far away from the $Z^0$ resonance, as has recently been done by the TOPAZ Collaboration [25] using data recorded at $\sqrt{s} = 57.77$ GeV.

We have performed $Z^0$ lineshape fits to OPAL data, using the ZFITTER [18] and SMATASY [23] programs, in which the hadronic $\gamma Z^0$-interference term has been left free. The results for $j_{\text{tot}}^{\text{had}}$ and $m_{Z}$ are given in table 2. The first fit used only LEP 1 data, recorded by OPAL between 1989 and 1992 [15–17] and consisting of a total integrated luminosity of approximately 47 pb$^{-1}$, with 9 pb$^{-1}$ acquired at off-peak centre-of-mass energy points within ±3 GeV of $m_{Z}$. The second fit included also the LEP 1.5 measurements of non-radiative hadronic cross-sections at energies of 130 and 136 GeV as presented in this paper. The LEP 1.5 data significantly improve the precision of the measurement of $j_{\text{had}}^{\text{tot}}$ and also reduce the error on $m_{Z}$ and the correlation of $j_{\text{had}}^{\text{tot}}$ and $m_{Z}$, as illustrated in figure 4. The fitted value of $j_{\text{had}}^{\text{tot}}$ including the LEP 1.5 data is seen to lie approximately two standard deviations below the Standard Model prediction, following from the slightly lower than expected non-radiative hadronic cross-sections observed (table 1). The fitted value of $m_{Z}$ obtained when $j_{\text{had}}^{\text{tot}}$ is fixed at its Standard Model value is $m_{Z} = 91.181 \pm 0.009$ GeV. When the analysis of the full LEP 1 data sample is completed, the error on $m_{Z}$ from the Standard Model fit should be significantly reduced.

The dependence of lepton-pair forward-backward asymmetries on centre-of-mass energy near to $m_{Z}$ is determined by the size of the leptonic $\gamma Z^0$-interference term in the cross-section. As can be seen from figure 3(b), the energy-dependence of the leptonic forward-backward asymmetry changes for $\sqrt{s} > 110$ GeV. At $\sqrt{s} = 130\text{-}140$ GeV the size, rather than the energy-dependence, of the non-radiative asymmetry is determined almost entirely by the leptonic $\gamma Z^0$-interference term. In the S-matrix approach, this is given by the $j_{\ell}^{\text{fb}}$ parameter. In the Standard Model $j_{\ell}^{\text{fb}} = 0.799$, for a top quark mass of 180 GeV and a Higgs mass of 300 GeV. Table 2 gives the values of $j_{\ell}^{\text{fb}}$ extracted from OPAL data. The first fit used only LEP 1 data from 1989 to 1992 [15–17]. The second fit included also the LEP 1.5 non-radiative forward-backward asymmetry extracted from the combined $\mu^+\mu^-$ and $\tau^+\tau^-$ samples. The LEP 1.5 data give a more precise determination of $j_{\ell}^{\text{fb}}$, and a central value which is consistent with the Standard Model prediction at the level of 1.7 standard deviations. The uncertainties on other electroweak parameters determined by the different fitting procedures are very little affected by the inclusion of these high-energy data.

Between 1993 and 1995 OPAL recorded a further 125 pb$^{-1}$ of LEP 1 data, of which more than 36 pb$^{-1}$ were at two off-peak centre-of-mass energy points approximately 1.8 GeV above and below $m_{Z}$. These data are still being analysed but will give increased sensitivity to the size of the $\gamma Z^0$-interference terms, particularly $j_{\ell}^{\text{fb}}$. The uncertainty on $j_{\text{had}}^{\text{tot}}$ will not improve greatly when adding the additional off-peak data because they were collected at only two off-peak energy points. Using all OPAL LEP 1 data, the final errors on $m_{Z}$, $j_{\text{had}}^{\text{tot}}$ and $j_{\ell}^{\text{fb}}$ are expected to be approximately ±0.010 GeV, ±0.60, and ±0.023, respectively, from this S-matrix approach. Combination of these data with the LEP 1.5 data can be expected to reduce these $m_{Z}$ and $j_{\text{had}}^{\text{tot}}$ errors to ±0.008 GeV and ±0.40 respectively, with no significant change to the $j_{\ell}^{\text{fb}}$ error. The LEP 1.5 data will therefore continue to provide a useful further constraint on $j_{\text{had}}^{\text{tot}}$ compared to that from the LEP 1 data alone.

The parameter $j_{\text{had}}^{\text{tot}}$ is equal to $j_{\text{had}}^{\text{tot}}$ as defined by equation (43) in reference [23]. The parameters $j_{\text{tot}}^{\text{had}}$, used in [24], and $j_{\text{tot}}^{\text{had}}$, used in [25], are also equal to $j_{\text{had}}^{\text{tot}}$.

The parameter $j_{\ell}^{\text{fb}}$ is equal to $j_{\text{had}}^{\text{tot}}$, as defined by equation (43) in reference [23]. In previous OPAL publications [15–17] we have used $C_{\pi}^{\text{sz}}$ to parametrize this leptonic interference term. The approximate relationship is $C_{\pi}^{\text{sz}} = 0.313 j_{\ell}^{\text{fb}}$. A more general conversion between the two parametrizations is discussed in section 3.2 of [23]. Note, however, that $C_{\gamma\pi}$ and the other $C$-parameters, as defined in [23], are a factor of 4 smaller than those used by OPAL.
Table 2: Fitted values of the hadronic $\gamma Z^0$-interference parameter, $j^{\text{tot}}_{\text{had}}$, the $Z^0$ mass, $m_Z$, and the leptonic $\gamma Z^0$-interference parameter, $j^{\text{fb}}_\ell$, using different OPAL data samples. The $m_Z$ values are quoted for the $s$-dependent $Z^0$-width.

8 Conclusions

Production of events with multihadronic and leptonic final states has been measured in $e^+e^-$ collisions at centre-of-mass energies significantly above the $Z^0$ mass. The measured values are all consistent with the Standard Model expectations. In model-independent fits the hadronic cross-section and leptonic forward-backward asymmetries presented here provide complementary constraints on the size of the $\gamma Z^0$-interference term compared to those afforded by LEP 1 data. The results presented are consistent with those recently reported by the L3 Collaboration [27].
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Figure 1: Distributions of $\sqrt{s'}$ at $\sqrt{s} = 130$ and 136 GeV, for (a) and (b) hadronic events; (c) and (d) electron pair events; (e) and (f) muon pair events; and (g) and (h) tau pair events. The points shown are the data. Open histograms are the predictions of Monte Carlo, including background, with the shaded area, where drawn, representing the prediction for events with $s'/s > 0.8$. The positions of the cuts used to separate non-radiative events are shown by arrows.
Figure 2: Measured total cross-sections ($s'/s > 0.01$) for different final states from LEP 1 and LEP 1.5 data. The cross-sections for $\mu^+\mu^-$ and $\tau^+\tau^-$ production have been reduced by a factor of ten for clarity. The curves show the predictions of ZFITTER for multihadron (solid) and muon-pair (dashed) final states and that of ALIBABA for the $e^+e^-$ final state (dotted). In the case of multihadrons, muon and tau pairs, cross-section expectations and measurements are shown at high energies also for $s'/s > 0.8$. 
Figure 3: (a) Measured forward-backward asymmetry for electron pairs selected with $|\cos \theta_{e^-}| < 0.7$ and $\theta_{\text{acol}} < 10^\circ$, as a function of $\sqrt{s}$. The curve shows the prediction of ALIBABA. (b) Measured asymmetries for all $(s'/s > 0.01)$ and non-radiative $(s'/s > 0.8)$ samples as functions of $\sqrt{s}$ for $\mu^+\mu^-$ and $\tau^+\tau^-$ events. The measurements are separated horizontally for clarity. The curves show ZFITTER predictions for $s'/s > 0.01$ (solid) and $s'/s > 0.8$ (dotted), as well as the Born-level expectation without QED radiative effects (dashed). The expectation for $s'/s > 0.8$ lies close to the Born curve. The observed distributions of $\cos \theta$ of the outgoing lepton are shown in (c) to (e), for $s'/s > 0.8$ in (d) and (e). The predicted curve in (c) comes from ALIBABA, the histograms in (d) and (e) show the expected distributions from Monte Carlo simulated events. The arrows in (c) show the positions of the cuts at $|\cos \theta_{e^-}| = \pm 0.7$. The high energy data from $\sqrt{s} = 130$-136 GeV have been combined for this figure.
Figure 4: One and two standard deviation (39% and 86% probability content) contours in the $J_{\text{had}}^\text{tot}$ vs. $m_Z$ plane derived from published OPAL LEP 1 data alone (dotted) and including also the higher energy LEP 1.5 data reported here (solid). The central values are shown as a cross and star, respectively. The Standard Model expectation $J_{\text{had}}^\text{tot} = 0.22 \pm 0.02$ (for a top mass range 170-190 GeV and a Higgs mass range of 100-1000 GeV) is shown as the horizontal band.