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Abstract

The properties of hadronic $Z^0$ decays with final state photons, measured with OPAL at LEP, have been compared with predictions from two different matrix element calculations of $\mathcal{O}(\alpha\alpha_s)$. Two calculations, GNJETS and EEPRAD, have been investigated which use different schemes to restrict the phase space around the poles of the cross section. Assuming the E0-JADE jet definition, both calculations describe the data well in large regions of phase space for $y_{cut}$ values around 0.06. For very large and very small jet-photon masses some deviations from the predictions have been found, indicating the importance of higher order corrections.

Significant differences between the calculations are only apparent in the predicted rate of 1-jet plus photon events. The rate is higher in GNJETS which reproduces the data better than EEPRAD.
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1 Introduction

Photon bremsstrahlung from quarks can be used to examine the strength and structure of the strong and electroweak sectors of the standard model [1–6]. These tests, however, require reliable and unambiguous theoretical predictions. Furthermore, final state photons must be considered as background in any search for new phenomena with quarks and photons in the final state, also requiring a reliable prediction of the $q\bar{q}\gamma$ cross section.

QCD shower models are very successful in simulating inclusive hadronic $Z^0$ decays and they are also able to describe the general event shapes of final state photon events [4,6]. However, their implementation requires several parameters and certain technical assumptions. It has been found that the predictions of the absolute cross section for final state photons differ significantly among the different models [3,4]. The reasons for these differences between the models are still under investigation and therefore their use for precision measurements is limited.

Matrix element calculations describe photon radiation from quarks from the first principles of QED and QCD and do not involve models, but they are unable to describe the detailed properties of events. Recently, matrix element calculations in $\mathcal{O}(\alpha_s^3)$ have been evaluated by Monte Carlo methods [7–10], which are compared to a measurement of event properties of final state photon events in this paper. This comparison aims at testing whether these calculations can reproduce the global event configuration and hopes to identify those phase space regions where the lowest order $\alpha_s$ approximation leads to reliable predictions and those where higher order corrections have to be taken into account. The value of the lowest order $\alpha_s$ which gives the best description of the data is used as an indicator to assess the possible importance of higher order QCD corrections.

Compared to previous OPAL investigations of final state photon events [2–5] the endcap region of the detector has been included for photon detection, extending the polar detection limit for photons closer to the beam direction. An improved understanding of the detector and the background allows the requirements on the minimum photon energy and the isolation of the photon in the event selection to be relaxed. This leads to a larger photon acceptance and a reduction of the corrections which, together with the increased statistics, allows a detailed investigation of large phase space regions.

After a short description of the detector components essential for this analysis there follows in sections 3 and 4 a summary of the event selection procedure and the background estimate. In section 5 the correction procedure used to prepare the event sample for a comparison with the matrix element calculations is described. In section 6, the essential features of matrix element Monte Carlos are introduced and the adjustment of their internal parameters restricting the phase space for photon emission is summarised. Results are presented for the comparison of properties of final state photon events with the matrix element predictions in section 7 and some conclusions are drawn in section 8.
2 The OPAL Detector

A detailed description of the OPAL detector can be found elsewhere [11]. Here we only review the central detector and the electromagnetic calorimeter, which are essential for this analysis. The central detector consists of a system of cylindrical tracking chambers surrounded by a solenoidal coil with a uniform magnetic field of 0.435 T. The tracking system provides the measurement of the momenta of charged particles. The detection efficiency for charged particles is almost 100% within the polar angle range $|\cos \theta| < 0.92$ where $\theta$ denotes the track angle with respect to the beam direction.

The barrel part of the electromagnetic calorimeter covers the entire azimuth, and the polar angle range $|\cos \theta| < 0.82$. It consists of 9440 lead glass blocks of 24.6 radiation lengths depth, almost pointing towards the interaction region and each subtending an angular region of approximately $40 \times 40$ mrad$^2$. The two endcap calorimeters each consist of 1132 lead glass blocks oriented parallel to the beam axis and of about 22 radiation lengths depth. They cover the polar angle region of $0.82 \leq |\cos \theta| \leq 0.98$. Deposits of energy in adjacent blocks are grouped together to form ‘clusters’ of electromagnetic energy.

3 The Selection of Events with Final State Photons

The analysis is based on an integrated luminosity of approximately 46 pb$^{-1}$, collected with the OPAL detector [11] at LEP in 1991 and 1992. The data were recorded at centre-of-mass energies between 88.28 GeV and 94.28 GeV around the $Z^0$ resonance.

With the requirements used in the OPAL analysis of the electroweak parameters of the $Z^0$ [12] a sample of $1.12 \times 10^6$ hadronic $Z^0$ decays has been selected with an acceptance, estimated from Monte Carlo studies, of $0.984 \pm 0.004$. The background fraction from $\tau$ pairs and two photon processes was found to be less than 0.003.

The selection of events with final state photons requires a well measured photon candidate. Most of the hadronic background, simulating photons, is expected in the vicinity of jets. Therefore, high energy isolated clusters in the electromagnetic calorimeter have been selected with the following requirements:

- The photon candidate has to be within a fiducial volume of the lead glass calorimeter ($|\cos \theta| < 0.72$ or $0.82 \leq |\cos \theta| \leq 0.92$). The intermediate region $0.72 \leq |\cos \theta| \leq 0.82$ has not been used, as the response of the calorimeters is substantially degraded by the presence of up to 8 radiation lengths of material in front of the lead glass.
- The photon energy has to be larger than 5 GeV.
- No track with a transverse momentum with respect to the beam direction of more than 250 MeV/c or any additional cluster with an electromagnetic energy exceeding 250 MeV is allowed within an isolation cone of half-angle 10 degrees around the flight direction of the photon candidate.
The photon candidate has to be separated from any jet. To this end, all tracks and clusters in an event except the photon candidate are combined into jets. Jets are constructed by iteratively combining the pair of particles or combinations of particles that have the smallest value of

\[ y_{ij} = \frac{M_{ij}^2}{E_{vis}^2} \]

in each iteration. The particles are combined as long as \( y_{ij} \) is smaller than a specified value \( y_{cut} \). The quantity \( M_{ij} \) is calculated using the JADE E0 scheme [13] with \( M_{ij}^2 \) given by \( 2E_i E_j (1 - \cos \alpha_{ij}) \), where \( E_i \) and \( E_j \) are the energies and \( \alpha_{ij} \) is the opening angle of these pairs. The visible energy \( E_{vis} \) is calculated from all tracks and clusters including the photon candidate.

In a second step \( y_{\gamma, jet} \) is calculated by pairing the photon candidate with each jet. At this stage the jet energies and \( E_{vis} \) of the event are corrected for double counting of tracks and clusters from the same particle, as described in [14].

An event is accepted if \( y_{\gamma, jet} \) of the photon with each jet is larger than the same \( y_{cut} \) as used for the jet finding.

To suppress further background from hadrons, the cluster properties are required to agree with those expected from a single photon. Due to the detector geometry these requirements are different for the barrel and endcap region. For the barrel region the requirements are the same as in [2-5]. Briefly, the number of lead glass blocks per cluster has to be less than 16. The energy weighted width of the cluster has to be smaller than 30 mrad and a cluster shape variable has to have a value consistent with those arising from real photon clusters [3]. These requirements result in a photon detection efficiency of 0.936 ± 0.016, measured with photons from radiative lepton pairs and two photon production events (for details see [3]). No dependence of the efficiency on the photon energy has been found.

In the endcap region (0.82 ≤ |\( \cos \theta \)| ≤ 0.92) the cluster width has to be smaller than 45 mrad and at least 70% of the cluster energy must be deposited in two blocks. The detection efficiency has been found to be 0.912±0.020 for photons below 30 GeV and between 0.84 and 0.87 for photon energies above 30 GeV.

Additional losses are due to photon conversions in the central detector. For a photon traversing the detector perpendicular to the beam direction these amount to 6.3±1.2 %.

For the three \( y_{cut} \) values 0.02, 0.06 and 0.2, which will be considered in detail in the following analysis, the number of photon candidates selected was 2857, 1706 and 719, respectively.

4 The Background to the Photon Sample

There are two kinds of background to the direct photon sample: hadronic background mainly from high energy \( \pi^0 \) decays faking a single photon; and photons from initial state radiation. The background from both sources has been determined as described below and has been subtracted for each bin of the studied distributions.
From isospin symmetry it is expected that the number of neutral, positively and negatively charged pions is equal, allowing an estimate of the hadronic background to be made from the data. The strategy is to translate the number of isolated charged tracks in the data into an estimator for the number of neutral hadrons faking a photon. This method has been used in our previous publications [2–5]. A sample of well measured, isolated charged tracks has been selected with the same energy and isolation requirements as for the photon candidates. This sample has been corrected for the selection efficiency and for tracks accompanied by an unresolvable neutral particle. Assuming a charged particle composition of 70% pions, 20% kaons and 10% protons, consistent with [15], and correcting for the rejection probability of the cluster shape variables as a function of the energy, the number of charged particles has been converted into a background from isolated neutral hadrons. To account for the uncertainties in the composition of the charged particle yield and the fraction of decays violating isospin symmetry, a systematic error of 50% has been assigned for this background estimate. For the distributions discussed in this paper the background has been estimated individually for each bin. Typically the hadronic background amounts to 11% of the photon candidates for both the barrel and endcap regions.

The background from initial state radiation has been estimated using the first order QED calculation of [16] as implemented in JETSET 7.3 [17] taking into account the distribution of the centre-of-mass energy of the data. In the barrel region, this background decreases as a function of $y_{cut}$ and varies between 7% and 3% of the photon candidates. In the endcap region, about 15% of the photon candidates are from initial state radiation, independent of $y_{cut}$.

5 The Acceptance and Hadronisation Correction

The matrix element calculations predict the cross section of direct photon events with 1 to 3 parton jets, each having a minimum jet-photon mass according to a given $y_{cut}$. The Monte Carlo implementations of these calculations provide only the four-vectors of the photon and up to three partons. Before making a comparison, the data must be corrected to the parton level using QCD shower models. The validity of this approach for hadronic $Z^0$ decays with direct photons has been discussed in detail in [5, 18]. For this study the corrections are based on the JETSET [17], ARIADNE [19] and HERWIG [20] models, which simulate events with photon bremsstrahlung from quarks and give a very good description of the properties of inclusive hadronic $Z^0$ decays $^1$. The models are used to determine bin by bin corrections for background subtracted distributions, with the bin widths chosen so as to have only small bin to bin migrations between the measured and the corrected distributions.

For an observable $x$, the correction $c(x)$ factorises into a contribution $c_{\text{det}}(x)$ describing the detector effects and into a contribution $c_{\text{parton}}(x)$ to correct the event to the parton level accounting for the isolation requirement and hadronisation effects

$^1$The version of the QCD shower models used are JETSET 7.3, ARIADNE 4.02 and HERWIG 5.5. For JETSET and ARIADNE the parameters have been chosen according to [21]. The HERWIG model has been used with the standard parameters. The respective cut-off parameters defining the termination of the perturbative shower phase were set to 1 GeV/$c^2$. 
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Here \( N_{\text{det}} \) denotes the number of events accepted at the detector level fulfilling the same requirements as the data. The events at the hadron level \( N_h \) have no detector simulation. They must have a photon with an energy of at least 5 GeV, fulfilling the isolation requirement, and \( y_{\gamma,\text{jet}} \) has to be larger than \( y_{\text{cut}} \) for all jets. The generated events at the parton level \( N_p \) have been selected by requiring a minimum photon energy of 5 GeV and \( y_{\gamma,\text{jet}} > y_{\text{cut}} \) for all jets constructed directly from the partons, but without any cone isolation requirement. Typical values are, in addition to the photon identification efficiency discussed above, 1.1 for the detector correction factors \( c_{\text{det}} \) and 1.07 for the parton correction \( c_{\text{parton}} \).

It should be noted that in this analysis the parton correction is much smaller than in our previous publications, as the isolation angle is smaller and the cross section has not been extrapolated to photon energies below the experimental cut.

For the detector correction the generated events have been passed through a detailed simulation of the OPAL detector [22]. Possible systematic uncertainties due to imperfections in simulating the detector response and due to differences in the modelling of the photon emission will be discussed in the following subsections.

### 5.1 Systematic Uncertainties from the Detector Simulation

The uncertainties on the measurement of direct photon events due to possible imperfections in the detector simulation have been addressed in detail in our previous publications [4, 5]. A misrepresentation of the jet energies can introduce a bias in the event selection. Assuming kinematics for massless jets, the jet energies of two jet plus photon events can be reconstructed from the photon energy and the three angles between the jets and the photon. These reconstructed jet energies \( E_{\text{recon}} \) have been compared with directly measured jet energies \( E_{\text{meas}} \). To check how well the simulation reproduces the quality of the jet energy measurement, the shift,

\[
\delta E = \frac{E_{\text{recon}} - E_{\text{meas}}}{E_{\text{meas}}}.
\]

has been compared between data and events with full detector simulation using JETSET [17] as event generator. The difference of the average shifts has been found to be \( 0.016 \pm 0.020 \). Similarly, a potential shift of the jet angles can be estimated, as discussed in our previous publication [5], yielding \( \delta \alpha = 0.2 \pm 0.4 \) degrees. Here \( \delta \alpha \) is the difference between data and simulation of the determination of the jet angle. To take these effects into account, uncertainties due to shifts of 1.6% of the energy and 0.2 degrees of the jet angles were included in the systematic error for each bin.

For this analysis, event samples generated with ARIADNE [19] and HERWIG [20] as input were also available. As the detector simulation for all samples is the same the correction factors agree within their statistical errors, as expected. Therefore all three samples have been used together for the determination of the detector corrections.
5.2 Systematic Uncertainties from the Modelling of the Photon Emission

As detailed in our previous publications [4, 5] potential systematic misrepresentations of the photon emission have been investigated by studies of the particle and energy flow around the photon candidate. The parton correction splits into two parts, one accounting for the losses due to the isolation requirement and a second one for the hadronisation effects on the jet axis determination. At $y_{cut}$ values 0.02, 0.06 and 0.2, a fraction of 7%, 6% and 10% of the events are rejected due to the isolation requirement, respectively. A systematic uncertainty of 25% has been assigned to these losses as discussed in [3]. For the hadronisation correction a systematic error of 3% has been assigned [18], which agrees with QCD studies of inclusive hadronic $Z^0$ decays [23]. The quadratic sum of these two uncertainties leads to a typical systematic error of 3.5 - 5%, which is assumed to be uncorrelated between the different bins and is assigned to each bin of the distributions under study.

6 The Matrix Element Calculations

Since the first measurement of final state photon radiation at LEP [2], when JETSET was the only available model, several theoretical predictions have been developed. With the addition of direct photon radiation to ARIADNE and HERWIG, all the commonly used QCD shower models now have the option of simulating quark bremsstrahlung. In the QCD shower approach the final state is obtained iteratively, using a collection of theoretically predicted parton branchings. An alternative ansatz to describe photon radiation from quarks are matrix element calculations. Recently, Monte Carlo methods to evaluate the $O(\alpha s^2)$ matrix element calculations have been developed by Kramer and Spiesberger [8], Glover and Stirling [9] and by Kunszt and Trocsanyi [10], yielding predictions with at most three partons and a photon in the final state.

As the matrix element calculations are of finite order perturbation theory, cuts on the phase space have to be introduced to avoid singularities in the cross section. In lowest order QED, singularities in the cross section arise from photons collinear to either the quark or the antiquark and from soft photons. In particular, the prediction of the rate of 1-jet plus photon events, in which all partons are combined into a single jet, depends on the restriction of the phase space for collinear photon emission. The selection procedure excludes the photon from the jet definition, therefore non-isolated photons are not rejected automatically. For example, if a quark radiates a collinear high energy photon, this low energy quark and the antiquark can be combined into a single jet with a jet-photon mass larger than the required $y_{cut}$.

In the first order in $\alpha_s$ additional singularities arise from soft or collinear gluon radiation, which can be treated so that they cancel against contributions from virtual gluon corrections. The limited order in $\alpha_s$ also implies that configurations with more than three jets and a photon, which occur at very low values of $y_{cut}$, are not predicted by the calculation.

The matrix element calculations apply two different approaches to avoid the photon-quark singularities. EEPRAD [9] of Glover and Stirling and the calculation of Kunszt and Trocsanyi
[10] use cuts on the photon energy and the quark-photon angle. GNJETS [8] has the alternative option to restrict the minimum photon-quark mass. To compare the two different approaches we compare GNJETS and EEPRAD with the data.

In EEPRAD the minimum photon energy has been set to 5 GeV, the same value as in the data. For the isolation angle 10 degrees has been chosen. This is formally the same value as for the data, however in the calculation the isolation is with respect to the partons. There is no unambiguous relation between the isolation angles with respect to particles and partons. Fragmentation effects lead to a broadening of the distribution of particles relative to the individual parton direction and it is therefore the jets which correspond more closely to the parton structure than the hadrons. In general, the cross section and event configuration depend on the value of the cut-off parameters chosen, which is discussed in detail in [18]. The dependence of the absolute cross section on the isolation angle is relatively small, because an increase of the 1-jet and 3-jet rates as a function of the isolation angle is compensated for by a decrease of the 2-jet rate.

In GNJETS the energy and isolation cuts are combined by the requirement of a minimum mass \( y_\gamma \) of the photon with the quark or the antiquark. The dependence of the cross section and jet rates on this cut has been studied in detail in [18]. For this calculation a compensation of changes in the 1-jet and 2-jet rates has been again observed, reducing the dependence of the absolute cross section on this variable.

As discussed in detail in [18], there is a range of \( y_\gamma \) values for which the prediction is rather independent of the actual value of \( y_\gamma \). Firstly, the value of \( y_\gamma \) must be significantly lower than the lowest experimental \( y_{cut} \) value, which is 0.02 for this analysis. On the other hand it must be higher than the hadron masses, corresponding to a \( y_\gamma \) value of approximately \( 10^{-4} \), to avoid non-perturbative QCD effects becoming important, since these are not included in the calculation. For this analysis the value of \( y_\gamma \) has been chosen to be \( 10^{-3} \), well within the above range.

In both calculations, the singularities due to the soft and collinear gluon contributions are eliminated by integrating over a small phase space region containing the singularity and by combining the result with the virtual corrections to the direct photon cross section. These two contributions only cancel if the phase space for the gluon is not restricted, which contradicts the requirement for perfect isolation of the photon. Therefore in EEPRAD low energy gluons are allowed inside the isolation cone if the gluon-photon mass is below a small value \( y_0 \). In GNJETS quarks and gluons are not resolved and are treated as a single parton if the quark-gluon mass is below a certain value \( y_0 \), independent of any gluon photon separation. For both calculations the cross section is independent of \( y_0 \) provided its value is small relative to the \( y_{cut} \) values used.

7 Properties of Events with Final State Photons

In this section the properties of events with final state photons are compared with the predictions of the matrix element calculations. The distributions are fully corrected for backgrounds, detector effects, inefficiencies due to the photon selection, the isolation requirement and hadro-
nisation. The distributions contain all hadronic Z⁰ decays with a final state photon above 5 GeV, corrected to the parton level and fulfilling \( y_{\gamma,\text{jet}} > y_{\text{cut}} \).

Besides the parameters restricting the phase space, the predictions of both calculations depend on two physical parameters, the electroweak quark coupling constants and the strong coupling constant \( \alpha_s \). The electroweak couplings only affect the total cross section but do not influence the photon properties or the relative jet rates. Therefore this analysis, in which normalised distributions are considered, is independent of the choice of the electroweak couplings.

The discussion starts with the relative jet rates determined with the JADE E0 reconstruction scheme. In a first step only the relative 3-jet and 2-jet rates are considered which allow the strong coupling constant \( \alpha_s^{(1)} \) to be determined, where the superscript indicates that this parameter is obtained from a calculation in first order QCD. The allowed range for \( \alpha_s^{(1)} \) from the jet rates will be used as input parameter to the calculations, which are then compared to various event properties for three values of \( y_{\text{cut}} \) - 0.02, 0.06 and 0.2, which correspond to jet-photon masses exceeding about 13 GeV/c², 22 GeV/c² and 41 GeV/c², respectively. The \( y_{\text{cut}} \) values have been chosen so that the different jet multiplicities are important. As can be seen from fig.1, for \( y_{\text{cut}} = 0.02 \) the 3-jet rate is still sizeable. For \( y_{\text{cut}} = 0.06 \) about 90% of the events are 2-jet events and for the highest value of \( y_{\text{cut}} \) most of the events are of the 1-jet plus photon type.

The size of higher order corrections can be different for different observables. To assess their size, an attempt is made to fit the value of \( \alpha_s^{(1)} \) for several distributions and to use it as a parameter which might indicate the importance of higher order QCD effects. In addition to the systematic uncertainties discussed in section 5, which to a large extent affect all bins similarly, we particularly consider systematic uncertainties on \( \alpha_s^{(1)} \) due to hadronisation effects and potential misrepresentations of the reconstruction of the jet energies and angles. To estimate hadronisation corrections the observables have been corrected using only ARIADNE and JETSET, or by HERWIG alone. The difference between the two results leads to uncertainties on \( \alpha_s^{(1)} \) between 0.002 and 0.012. The systematic error due to the jet reconstruction was estimated from the maximum effect of smearing the jet energies by 10% or shifting them by ±5% and by smearing the angle between the photon and the nearest jet by 4 degrees or shifting it by ±2 degrees. Together with the error sources discussed above, for all considered values of \( y_{\text{cut}} \) the combined systematic uncertainties to \( \alpha_s^{(1)} \) is approximately equal to the statistical error.

7.1 The Relative Jet Rates

7.1.1 The Determination of \( \alpha_s^{(1)} \) from Jet Rates

Since the three jet plus photon configuration is due to the emission of a gluon, the ratio

\[
R_\gamma^{3}(y_{\text{cut}}) = \frac{\sigma_{3\text{jet}+\gamma}(y_{\text{cut}})}{\sigma_{2\text{jet}+\gamma}(y_{\text{cut}}) + \sigma_{3\text{jet}+\gamma}(y_{\text{cut}})}
\]

is a measure of \( \alpha_s \), which may be determined from a comparison with the matrix element predictions. One should note that the result is obtained from a calculation to first order in \( \alpha_s^{(1)} \) and has therefore no explicit dependence on the renormalisation scale. Here we use \( y_{\text{cut}} \)
values between 0.02 and 0.08. This choice is a compromise between reasonable statistics of the 3-jet plus photon rate and a low rate of 4-jet plus photon events, which are not included in the matrix element calculations.

The measured values of $R^3_\gamma$ are shown in table 1, in which the first errors are statistical and the second systematic. The values of $\alpha_s^{(1)}$ that must be input to both calculations in order for them to predict a value of $R^3_\gamma$ consistent with the data are also given in table 1. The $\alpha_s^{(1)}$ values required by the two calculations are in very good agreement. The $\alpha_s^{(1)}$ values for the various values of $y_{cut}$ are compatible with each other, however, there is a trend towards an increase of $\alpha_s^{(1)}$ with $y_{cut}$. One should note that the jet ratios and thus the values obtained for $\alpha_s^{(1)}$ are correlated for the different $y_{cut}$ values. The first order value of $\alpha_s^{(1)}$ of 0.177 derived from the jet rates of the inclusive sample of hadronic $Z^0$ decays [24] is consistent with the values obtained in this analysis. For the discussion of the relative jet rates in the following section we allow $\alpha_s^{(1)}$ to vary by 0.03 around 0.18 to show the $\alpha_s^{(1)}$ dependence as a function of $y_{cut}$. For the subsequent comparison of the photon properties $\alpha_s^{(1)}$ has been fixed to 0.18.

### Table 1: Measurement of the three jet fraction $R^3_\gamma$ and first order $\alpha_s$ values for different values of $y_{cut}$ as required by GNJETS and EEPRAD to reproduce $R^3_\gamma$. The first error is statistical, the second systematic.

<table>
<thead>
<tr>
<th>$y_{cut}$</th>
<th>$R^3_\gamma$</th>
<th>$\alpha_s^{(1)}$</th>
<th>$\alpha_s^{(1)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.285 ± 0.011 ± 0.013</td>
<td>0.164 ± 0.008 ± 0.006</td>
<td>0.164 ± 0.008 ± 0.006</td>
</tr>
<tr>
<td>0.04</td>
<td>0.104 ± 0.008 ± 0.015</td>
<td>0.194 ± 0.017 ± 0.027</td>
<td>0.195 ± 0.016 ± 0.027</td>
</tr>
<tr>
<td>0.06</td>
<td>0.042 ± 0.006 ± 0.007</td>
<td>0.223 ± 0.035 ± 0.036</td>
<td>0.226 ± 0.035 ± 0.035</td>
</tr>
<tr>
<td>0.08</td>
<td>0.016 ± 0.004 ± 0.003</td>
<td>0.263 ± 0.077 ± 0.057</td>
<td>0.272 ± 0.082 ± 0.060</td>
</tr>
</tbody>
</table>

7.1.2 Comparison of the Jet Rates with Matrix Element Calculations

In fig. 1 the relative jet rates are plotted for $0.02 < y_{cut} < 0.2$ together with the predictions from GNJETS and EEPRAD. The lower bound was chosen to avoid large effects from the quark photon singularity which leads, for example, to negative 2-jet rates at $y_{cut}=0.005$ if high values of $\alpha_s$ within the considered range are chosen. The upper bound was chosen to exclude regions where this singularity becomes very important for the 1-jet plus photon rate. In interpreting the plots it is important to note that the rates at the different values of $y_{cut}$ are correlated.

The 1-jet rate increases steadily over the entire $y_{cut}$ range, contributing only $(0.5 \pm 0.4)$% at $y_{cut} = 0.02$ and reaching $(74.3 \pm 3.1)$% at $y_{cut} = 0.2$. As previously discussed, the 1-jet rate is the one most sensitive to the treatment of quark-photon singularities. Using the $\alpha_s^{(1)}$ range from 0.15 to 0.21, GNJETS reproduces the data well for most $y_{cut}$ values. Only at the highest $y_{cut}$ values does it slightly underestimate the 1-jet rate. Note that the phase space for 1-jet events increases with $y_{cut}$, rendering it more probable that a very high energy photon is close to a low energy quark. EEPRAD underestimates the 1-jet rate for all $y_{cut}$ values above 0.1. This may be remedied by decreasing $\alpha_s^{(1)}$, but results in a significant disagreement in the relative
The 2-jet rate increases from \((70.1 \pm 2.0)\%\) at \(y_{\text{cut}} = 0.02\) to its maximum of \((91.8 \pm 1.4)\%\) at \(y_{\text{cut}} = 0.06\) and then decreases slowly to \((25.7 \pm 3.1)\%\) at the highest considered \(y_{\text{cut}}\) value of 0.2. GNJETS describes the data well, whereas EEPRAD overestimates the relative 2-jet rate for \(y_{\text{cut}}\) values above 0.06. This observation is correlated with the disagreement in the 1-jet rate discussed in the previous paragraph. As described in [18] the absolute two and three jet cross sections agree very well for both \(O(\alpha_s)\) calculations, whereas EEPRAD predicts a significantly lower 1-jet rate. For the 1-jet rate and the 2-jet rate at \(y_{\text{cut}}\) values above 0.1, the \(\alpha_s\) dependence of EEPRAD is larger than GNJETS.

The relative 3-jet rate decreases with increasing \(y_{\text{cut}}\), starting from \((29.5 \pm 1.9)\%\) at the lowest considered \(y_{\text{cut}}\) value to less than 1\% at \(y_{\text{cut}} = 0.1\). As the calculations are only to lowest order in \(\alpha_s\) they cannot predict events with more than three jets. At \(y_{\text{cut}} = 0.02\), the data contain \((1.5 \pm 0.3)\%\) events with more than three jets, which have been added to the 3-jet events for comparison with the calculations. For higher \(y_{\text{cut}}\) values, the number of 4-jet events is negligible. Both calculations predict almost exactly the same absolute 3-jet cross section, with a very similar \(\alpha_s\) dependence [18]. As can be seen from fig. 1 the observed 3-jet rates tend to favour larger \(\alpha_s^{(1)}\) values with increasing \(y_{\text{cut}}\). This is also reflected in the increase of the central value for \(\alpha_s^{(1)}\) as function of \(y_{\text{cut}}\) as listed in table 1.

In general it seems that GNJETS can reasonably reproduce the jet rates within the considered \(\alpha_s^{(1)}\) range. This is not the case for EEPRAD which underestimates the 1-jet rate at large values of \(y_{\text{cut}}\) when the value of \(\alpha_s^{(1)}\) derived at low values of \(y_{\text{cut}}\) is used. As discussed in [25] a remedy could be the introduction of a photon fragmentation contribution. Alternatively one could also adjust the \(\alpha_s^{(1)}\) value of EEPRAD or the isolation angle for each value of \(y_{\text{cut}}\). A decrease of \(\alpha_s^{(1)}\) has a similar effect to an increase of the isolation angle. Note that in this analysis the isolation angle in EEPRAD bears almost no relation to the selection criteria for the data (see for example discussion in [18]).

### 7.2 The Photon Properties

In this section several distributions describing the photon emission are discussed. All distributions are normalised to unity and are compared to the predictions of GNJETS and EEPRAD. The value of \(\alpha_s^{(1)}\) for both calculations has been fixed to 0.18, as discussed in section 6.2. As higher order corrections can affect different observables differently, the value of \(\alpha_s\) leading to the best agreement can vary between the different distributions. As discussed in [18], the predictions of the cross section from both matrix element calculations are very similar, with the exception of the 1-jet plus photon events, which show a larger \(\alpha_s^{(1)}\) dependence in EEPRAD. For this reason the effect of varying \(\alpha_s^{(1)}\) will be discussed only for EEPRAD.
<table>
<thead>
<tr>
<th>Distribution</th>
<th>$y_{cut}$ 0.02</th>
<th>$y_{cut}$ 0.06</th>
<th>$y_{cut}$ 0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photon Energy $E_{\gamma} &lt; 40$ GeV</td>
<td>$0.015 \pm 0.026 \pm 0.025$</td>
<td>$0.150 \pm 0.015 \pm 0.010$</td>
<td>$0.158 \pm 0.013 \pm 0.015$</td>
</tr>
<tr>
<td>$p_T \text{ w.r.t. thrust}$</td>
<td>$0.099 \pm 0.024 \pm 0.030$</td>
<td>no change</td>
<td>no change</td>
</tr>
<tr>
<td>Angle to nearest jet</td>
<td>$0.137 \pm 0.013 \pm 0.010$</td>
<td>$0.155 \pm 0.020 \pm 0.020$</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: First order $\alpha_s$ values leading to the best description of the data by EEPRAD. The first error is statistical, the second systematic. Missing entries are due to failures of the $\chi^2$ test.

### 7.2.1 The Photon Energy Spectrum

Both matrix element predictions can reproduce the overall shape of the photon energy spectrum for all three $y_{cut}$ values (fig. 2). For $y_{cut} = 0.02$ the spectrum predicted by both calculations is somewhat harder than the measured one. At the two higher $y_{cut}$ values EEPRAD predicts a lower rate of photons above 42 GeV than GNJETS. This is the kinematic region sensitive to the phase space cuts discussed above, for which a photon of almost beam energy can be very close to a low energy quark.

For EEPRAD the energy spectrum has been created for nine different values of $\alpha_s^{(1)}$ between 0 and 0.25. For each value of $\alpha_s^{(1)}$ a $\chi^2$ test has been performed to determine the level of agreement between the measured photon spectrum and the prediction from EEPRAD. As the systematic errors from the correction procedure are significant, they have been included in the $\chi^2$ calculation. The $\alpha_s^{(1)}$ leading to the best description has been determined from the minimum of a second order polynomial, defined by the three lowest $\chi^2$ values. In figs. 3a to 3d the $\chi^2$ distributions are shown for the different $y_{cut}$ values. To estimate the systematic uncertainty of $\alpha_s^{(1)}$ due to the correction procedure the same checks have been performed as for the jet rate ratio $R^3_\gamma$ described in section 7.1.1. The results are listed in table 2. For $y_{cut} = 0.02$ a minimal $\chi^2$ of 26.0 for 16 bins has been found for a value of $\alpha_s^{(1)} = 0.045 \pm 0.026 \pm 0.025$, with which the low energy region of the photon spectrum is well described, although the number of photons with more than 40 GeV is still overestimated. This value of $\alpha_s$ is significantly lower than the 0.164 $\pm$ 0.010 obtained from the jet rates for this value of $y_{cut}$, which may indicate the importance of higher order corrections.

At $y_{cut} = 0.06$ a minimum $\chi^2$ of 9.4 for 16 bins is found for $\alpha_s^{(1)} = 0.150 \pm 0.015 \pm 0.010$. This value is about two standard deviations lower than that obtained from the jet rates. By reducing $\alpha_s^{(1)}$, the agreement slowly improves for low energies, but the relative 1-jet rate is quickly enhanced leading to a strong increase in the rate of photons with almost beam energy, which is the dominant contribution to the $\chi^2$ for $\alpha_s^{(1)}$ values below 0.15.

At $y_{cut} = 0.2$ the spectrum is dominated by 1-jet plus photon events and the enhancement of the high energy part of the spectrum with decreasing $\alpha_s$ is even stronger. Here an $\alpha_s$ value of $0.158 \pm 0.013 \pm 0.015$ gives a minimum $\chi^2$ of 3.1 for 11 bins, which is consistent with the value of $0.18 \pm 0.03$ used for the comparison.
If one excludes photons above 40 GeV from the $\chi^2$ calculation at $y_{cut} = 0.02$ the best description is found for $\alpha_s^{(1)} = 0.099 \pm 0.024 \pm 0.030$, resulting in a $\chi^2$ of 4.0 for 14 bins (fig. 3b). The sensitivity of $\alpha_s$ further suggests that higher order corrections are important in QCD for this $y_{cut}$ value. For the other $y_{cut}$ values no significant shift of the $\alpha_s^{(1)}$ is found, if the highest energy photons are excluded. Also shown in fig. 2 is the prediction of JETSET, which includes some higher order QCD effects. It describes the data well for all values of $y_{cut}$, indicating that the addition of higher order QCD effects can improve the agreement between data and the calculations.

### 7.2.2 The Transverse Momentum with respect to the Thrust Axis

In fig. 4 the transverse momentum of the photon with respect to thrust axis is plotted. The thrust has been calculated from all tracks and clusters including the photon candidate. The transverse momentum is kinematically limited to $1/\sqrt{3}E_{beam} \approx 27$ GeV/c. Transverse momentum close to zero is due to high energy photons that define the thrust axis. A fraction of these events are of the 1-jet plus photon configuration. According to JETSET they amount to $(8.1 \pm 1.8)\%$, $(36.2 \pm 3.1)\%$ and $(81.2 \pm 2.4)\%$ of the events with a transverse momentum below 2.5 GeV for the three $y_{cut}$ values 0.02, 0.06 and 0.2, respectively. For the two lower $y_{cut}$ values both matrix element calculations describe the shape of the distributions well, whereas for $y_{cut} = 0.2$, both calculations underestimate the number of events with very low transverse momentum. Again, this is related to the deficiencies in reproducing the 1-jet plus photon rate at the high $y_{cut}$. Below 15 GeV/c the data fall off more quickly than the predictions.

For EEPRAD this distribution has been generated with various $\alpha_s^{(1)}$ values. Using the same procedure as for the energy spectrum the $\alpha_s^{(1)}$ value with the lowest $\chi^2$ has been determined. In general, the dependence of the $\chi^2$ value on $\alpha_s^{(1)}$ is smaller than for the energy spectrum. For the $y_{cut}$ values of 0.02 and 0.2 the test fails as the $\chi^2$ distribution has no local minimum, the smallest $\chi^2$ being obtained for $\alpha_s^{(1)}$ about zero. For $y_{cut} = 0.06$, a minimum $\chi^2$ of 25.3 for 10 bins has been found for $\alpha_s^{(1)} = 0.193 \pm 0.05 \pm 0.09$, which is in agreement with the value derived from the jet rates. The results of varying $\alpha_s^{(1)}$ for the different distributions are summarised in table 2.

### 7.2.3 The Transverse Momentum with respect to the Jet Direction

The transverse momentum of the photon with respect to the jet with the lowest jet-photon mass, may be interpreted in the context of QCD shower models as a measure of the time evolution of the emission process. A small transverse momentum is in general the result of a later emission with the chance of gluon emission before the photon emission. Comparing this observable with a prediction from a matrix element calculation, particularly at low $p_T$ might indicate to what extent higher order terms in the calculation influence the event topology.

The transverse momentum is shown in fig. 5. Due to the minimum photon momentum of 5 GeV/c the spectra have a sharp edge around 5 GeV/c. Events with almost zero transverse momentum are 1-jet plus photon events. EEPRAD underestimates their number for $y_{cut} = 0.06$ and 0.2. At $y_{cut} = 0.02$ and $y_{cut} = 0.06$ EEPRAD and GNJETS overestimate the number of
photons with more than 40 GeV/c transverse momentum. This is partly due to the somewhat harder energy spectrum of the predictions. In addition, it is related to rare events with a very low energy jet approximately perpendicular to a photon of almost beam energy. It might be expected that these events are particularly sensitive to additional gluon radiation.

At $y_{cut} = 0.2$ both calculations predict more 2-jet plus photon events with transverse momentum between 18 GeV/c and 35 GeV/c than observed in the data. Part of this effect is related to the normalisation and the underestimation of the 1-jet plus photon rate. A significant disagreement is observed for 2-jet events with a transverse momentum of 20-25 GeV/c. Lowering $\alpha_s$ increases the 1-jet rate, resulting in an increase at zero transverse momentum, but it does not remedy the disagreement in the 20-25 GeV/c region.

7.2.4 The Angle with respect to the Jet

The angle with respect to the jet with the lowest jet-photon mass is shown in fig. 6. This angle is correlated with the transverse momentum discussed in the previous section. The selection criteria for photons exclude events below 30, 45 and 90 degrees for the three $y_{cut}$ values 0.02, 0.06 and 0.2, respectively. The 1-jet plus photon events show up in this plot at 180 degrees. At $y_{cut}=0.02$ the data show a broad peak around 70 degrees, whilst both calculations tend to have most events around 50 degrees. The measurements for the higher $y_{cut}$ values are well described by both calculations, except for a disagreement between data and EEPRAD for jet-photon angles above 165 degrees correlated with the underestimation of the 1-jet plus photon rate by EEPRAD.

For the $y_{cut}$ values 0.02 and 0.06, the $\alpha_s^{(1)}$ value giving the lowest $\chi^2$ has again been determined. At $y_{cut} = 0.02$ the data are best described with $\alpha_s^{(1)} = 0.137 \pm 0.013 \pm 0.010$ which is about two standard deviations below the value obtained from the jet rates. At $y_{cut} = 0.06$, $\alpha_s^{(1)}$ has been determined to be $0.155 \pm 0.020 \pm 0.020$, consistent with the number from the jet rates.

7.2.5 The Jet-Photon Mass

The minimum mass of the photon and any jet of the event is shown in fig. 7. The kinematic limit for 2-jet plus photon events is around 60 GeV and the 1-jet plus photon events appear at the centre-of-mass energy. Both calculations describe the shape of the distributions. The underestimation of the 1-jet plus photon rate by EEPRAD at the two higher $y_{cut}$ values can be seen clearly.

8 Summary

Properties of hadronic Z° decays with final state photons have been compared with the predictions of two $\mathcal{O}(\alpha_s \alpha)$ matrix element calculations, EEPRAD [9] and GNJETS [8], which are implemented by a Monte Carlo method. The two approaches differ in the definition of phase
space boundaries for photon and gluon emission. Neither of them includes the quark-to-photon fragmentation function which is a theoretically well founded way to treat the quark-photon singularities in the calculations. Note that this function has to be determined from data. For this comparison the experimental distributions have been corrected to the parton level taking into account effects from the experimental photon isolation, background, detector and hadronisation.

As a first step, the values of $\alpha_s^{(1)}$ for the first order calculations have been determined from the ratio of 3-jet events to the sum of 2-jet and 3-jet events for various values of $y_{cut}$ in the range $0.02 \leq y_{cut} \leq 0.08$. Both calculations need the same values of $\alpha_s^{(1)}$ to describe the data. The jet multiplicity ratio can be consistently described with $\alpha_s^{(1)} = 0.18 \pm 0.03$, which is used as the input $\alpha_s^{(1)}$ value for comparison of other event properties.

With this range of values for $\alpha_s^{(1)}$, GNJETS describes the relative jet rates over the full range of the considered $y_{cut}$ values. For $y_{cut} \geq 0.1$ EEPRAD underestimates the relative 1-jet rate and correspondingly overestimates the relative 2-jet rate. Previous studies indicate that this deviation is due to the underestimate of the absolute production of 1-jet events by EEPRAD [18].

Further properties of events with photons have been compared with the matrix element predictions for the $y_{cut}$ values 0.02, 0.06 and 0.2. At $y_{cut} = 0.02$ both calculations describe the general shape of all the distributions investigated. However, as studied with EEPRAD, the distribution of the photon energy favours a significantly lower value of $\alpha_s^{(1)}$, indicating that higher order corrections may be important for this value of $y_{cut}$. This is supported by the still appreciable rate of events with more than 3 jets. At $y_{cut} = 0.06$, which corresponds to a jet-photon mass of exceeding about 22 GeV/c$^2$, more than 90% are 2-jet plus photon events, most of which are far away from any phase space boundary used in the calculations. At this value of $y_{cut}$ the data agree well with the predictions from both calculations for all considered distributions, indicating that neither higher order corrections nor the details of the phase space restrictions are important to describe these events. At $y_{cut} = 0.2$ the events are mostly 1-jet events, which are most sensitive to the implementation of the phase space boundaries. Both calculations, but particularly EEPRAD, show deviations in those parts of the distributions which are related to the 1-jet plus photon configuration. If one restricts the comparison to the 2-jet plus photon topologies the distributions are well reproduced by both calculations.

In general, we observe that GNJETS can describe the data reasonably with $\alpha_s^{(1)} = 0.18$. For EEPRAD a $\chi^2$ test has been performed for the spectra of the photon energy, its momentum transverse to the thrust direction and its angle to the closest jet direction to find the $\alpha_s^{(1)}$ value giving the best description of the data. For $y_{cut} = 0.02$, values of $\alpha_s^{(1)}$ varying between 0.045 and 0.137 lead to the best description of the data for different distributions. This variation of $\alpha_s^{(1)}$ is interpreted as an indication of the need for higher order corrections. At $y_{cut} = 0.06$ all distributions can be described with $\alpha_s^{(1)}$ values consistent with those derived from the jet rates.

The good description of the data for $y_{cut}$ values around 0.06 by both calculations, especially for photons below 40 GeV, the small dependence of the predictions on $\alpha_s^{(1)}$, together with the previously found agreement between the calculations for the predicted absolute 2-jet plus photon and 3-jet plus photon cross section [18] make them suitable in this kinematical region for measurements requiring a reliable prediction of the absolute photon cross section, such as
the determination of the electroweak coupling constants [26].
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Figure Caption

Fig. 1 Relative jet rates compared to EEPRAD (a) and GNJETS (b). The points are the measurement, the lines are predictions.

Fig. 2 Photon energy spectrum for three values of $y_{cut}$ (0.02, 0.06 and 0.2). The data are shown as full points and the predictions as histograms. Both matrix element calculations are shown for $\alpha_s^{(1)}=0.18$. The isolation angle in EEPRAD is 10 degrees. The dashed histogram shows the predictions of JETSET.

Fig. 3 The $\chi^2$ values from the comparison of the photon energy spectrum with the predictions from EEPRAD for different values of $\alpha_s$. The curve is the second order polynomial defined by the three lowest values of $\chi^2$. Fig 3a and b show the comparison for $y_{cut} = 0.02$, where in (a) the full energy range is considered, in (b) only photon energies $< 40$ GeV, 3c for $y_{cut} = 0.06$ and 3d for $y_{cut} = 0.2$.

Fig. 4 Transverse momentum of the photon with respect to the thrust axis for three values of $y_{cut}$ (0.02, 0.06 and 0.2). The data are shown as full points and the predictions as histograms. Both calculations are shown for $\alpha_s^{(1)}=0.18$. The isolation angle in EEPRAD is 10 degrees.

Fig. 5 Transverse momentum of the photon with respect to the jet with the minimum jet photon mass for three values of $y_{cut}$ (0.02, 0.06 and 0.2). The data are shown as full points and the predictions as histograms. Both calculations are shown for $\alpha_s^{(1)}=0.18$. The isolation angle in EEPRAD is 10 degrees.

Fig. 6 The angle of the photon with respect to the jet with the minimum jet-photon mass for three values of $y_{cut}$ (0.02, 0.06 and 0.2). The data are shown as full points and the predictions as histograms. Both calculations are shown for $\alpha_s^{(1)}=0.18$. The isolation angle in EEPRAD is 10 degrees.

Fig. 7 The minimum jet-photon mass for three values of $y_{cut}$ (0.02, 0.06 and 0.2). The data are shown as full points and the predictions as histograms. Both calculations are shown for $\alpha_s^{(1)}=0.18$. The isolation angle in EEPRAD is 10 degrees.
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