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Abstract

The time dependence of B meson oscillations is studied using hadronic $Z^0$ decays with identified leptons in both thrust hemispheres. Decay times are reconstructed for each of the semileptonic $B$ decays by forming vertices which include the lepton and by estimating the $B$ meson momentum. The mass difference of the two mass eigenstates in the $B_d$ system, $\Delta m_d$, is measured to be $0.462^{+0.040}_{-0.053}^{+0.052} \text{ ps}^{-1}$, where the first error is statistical and the second systematic. For the $B_s$ system, a lower limit of $\Delta m_s > 2.2 \text{ ps}^{-1}$ at 95% C.L. is derived.
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1 Introduction

In the Standard Model, a second-order weak transition transforms neutral B mesons into their antiparticles [1]. The neutral B mesons therefore oscillate between particle and antiparticle states before decaying. The frequency of the oscillation depends on the top quark mass, the Cabibbo-Kobayashi-Maskawa matrix elements, and meson decay constants. In analogy to the $K^0$ case and neglecting CP violation, the mass eigenstates of $B_q^0$ ($q=\text{d or s}$) can be described as follows:

$$|B_1\rangle = \frac{1}{\sqrt{2}}(|B_q^0\rangle + |\bar{B}_q^0\rangle),$$

$$|B_2\rangle = \frac{1}{\sqrt{2}}(|B_q^0\rangle - |\bar{B}_q^0\rangle).$$

If a $B_q^0$ is produced at time $t = 0$, the probabilities of having a $B_q^0$ or a $\bar{B}_q^0$ at proper time $t$ are:

$$P_{B_q^0}(t) = \frac{1}{\tau} e^{-t/\tau} \cos^2\left(\frac{\Delta m_q t}{2}\right),$$

$$P_{\bar{B}_q^0}(t) = \frac{1}{\tau} e^{-t/\tau} \sin^2\left(\frac{\Delta m_q t}{2}\right),$$

where $\tau$ is the $B_q^0$ lifetime. The frequency of the oscillation is given by $\Delta m_q$, the mass difference of the two mass eigenstates ($\Delta m_q = m_{B_q} - m_{\bar{B}_q}$). For $B_d^0 - \bar{B}_d^0$ mixing, measurements from ARGUS and CLEO give $x_d = \Delta m_d \tau = 0.67 \pm 0.08$ [2, 3]. Published measurements of the frequency of $B_d^0 - \bar{B}_d^0$ oscillations made at LEP are available using several different techniques [4, 5, 6, 7].

Extracting information on CKM matrix elements from the measurements of $\Delta m_d$ is prone to large uncertainties due to poorly known meson decay constants. These uncertainties can be reduced by considering the ratio $\Delta m_s/\Delta m_d$. Given the present knowledge of $V_{ts}$ and $V_{td}$ one expects $\Delta m_s$ to be of the order of 10 ps$^{-1}$ [8]. The ALEPH collaboration has published a measurement of $B_d^0 - \bar{B}_d^0$ oscillations and a lower limit on $B_s^0 - \bar{B}_s^0$ oscillations of $\Delta m_s > 1.8$ ps$^{-1}$ at 95% confidence level, using events with identified leptons in each thrust hemisphere [7]. This paper describes a similar analysis performed on the OPAL data. In these analyses, leptons are used to tag the presence of b hadron decays and to infer the flavor at decay time. The charge correlation of the two leptons gives information on mixing. The decay time is reconstructed using secondary vertices. Consequently $B_s^0$, $\bar{B}_s^0$ and other b hadrons all contribute, providing sensitivity to both $B_d^0 - \bar{B}_d^0$ and $B_s^0 - \bar{B}_s^0$ oscillations.

In this paper, hadronic $Z^0$ decays with two lepton candidates, one in each thrust hemisphere, are selected. The reconstruction of a secondary vertex that includes the lepton is attempted for each lepton candidate, yielding an estimate of the decay length of the b hadron. This is combined with an estimate of the relativistic boost of the b hadron to give the proper decay time. The likelihood of each event is calculated according to the measured proper times and the charge combination of the two leptons. Results on $\Delta m_d$ and $\Delta m_s$ are then obtained using a maximum likelihood technique.

---

1The contribution of $\Delta \Gamma$, the difference between the total decay widths of the mass eigenstates, to the oscillations is expected to be negligible and has been ignored.
2 Event Selection and Simulation

2.1 The OPAL Detector and Event Selection

The OPAL detector has been described elsewhere [9, 10]. Tracking of charged particles is performed by a central detector, consisting of a silicon microvertex detector, a vertex chamber, a jet chamber and z-chambers.\(^2\) The central detector is positioned inside a solenoid, which provides a uniform magnetic field of 0.435 T. The silicon microvertex detector consists of two layers of silicon strip detectors; the inner layer covers a polar angle range of \(|\cos \theta| < 0.83\) and the outer layer covers \(|\cos \theta| < 0.77\). This detector provided both \(\phi\) and \(z\)-coordinates for data taken in 1993, but \(\phi\)-coordinates only for 1991 and 1992. Only \(\phi\)-coordinate information was used in this analysis. The vertex chamber is a precision drift chamber which covers the range \(|\cos \theta| < 0.95\). The jet chamber is a large-volume drift chamber, 4 m long and 3.7 m in diameter, providing both tracking and \(dE/dx\) information. The \(z\)-chambers measure the \(z\) coordinate of tracks as they leave the jet chamber in the range \(|\cos \theta| < 0.72\). The coil is surrounded by a time-of-flight counter array and a lead-glass electromagnetic calorimeter with a presampler. The lead-glass blocks cover the range \(|\cos \theta| < 0.98\). The magnet return yoke is instrumented with streamer tubes and serves as a hadron calorimeter. Outside the hadron calorimeter are muon chambers, which cover 93\% of the full solid angle.

Hadronic \(Z^0\) decays are selected using criteria described in a previous publication [11]. A cone jet algorithm [12] is used to classify tracks and electromagnetic clusters not associated to tracks, into jets. The size of the cone was chosen so as to include nearly all the decay products of a \(b\) hadron into one jet. The jets also include particles produced in the fragmentation process, which originate from the \(e^+e^-\) collision point. The analysis was performed on data collected in the vicinity of the \(Z^0\) peak from 1991 to 1993. A total of 1539422 hadronic events satisfy the event selection criteria.

2.2 Event Simulation

Monte Carlo events are used to predict the relative abundances and decay time distributions for lepton candidates from various physics processes. The JETSET 7.3 Monte Carlo program [13, 14] was used to generate \(Z^0 \rightarrow q\bar{q}\) events which were processed by the detector simulation program [15]. The fragmentation of \(b\) and \(c\) quarks was parametrised using the fragmentation function of Peterson et al. [16], with \(\langle x_E \rangle\) for \(b\) and \(c\) hadrons given by the central values in Table 1.

Standard Model values of the partial widths of the \(Z^0\) into \(q\bar{q}\) were used [17]. The mixture of \(c\)-flavoured hadrons produced both in \(Z^0 \rightarrow c\bar{c}\) events and in \(b\) hadron decays was as prescribed in Reference [18]. The semileptonic branching ratios of charm hadrons and associated uncertainties were also those of Reference [18]. The central values in Table 1 were taken for the inclusive branching ratios for \(b \rightarrow \ell\), \(b \rightarrow c \rightarrow \ell\) and \(b \rightarrow \bar{c} \rightarrow \ell\). The semileptonic branching ratios of the individual \(b\) hadrons were assumed to be proportional to the lifetimes. The models

\(^2\)The coordinate system is defined with positive \(z\) along the \(e^-\) beam direction, \(\theta\) and \(\phi\) being the polar and azimuthal angles. The origin is taken to be the centre of the detector.
used in describing the semileptonic decays of b and c hadrons were those used in determining the central values in Reference [18]. The generated masses of $B_s^0$ and $\Lambda_b$ particles are also given in Table 1.

The results from LEP [20] and CDF [21] are used in this analysis to determine the lifetimes appropriate to the b hadron decays, indicated in Table 1. The values from JETSET for the production fractions of weakly decaying b hadrons were used [22], namely $B^+, B_s^0, B_d^0, B_s^0, \Lambda_b$ in the ratio 39.5:39.5:12:9. The Monte Carlo events used in the bulk of the analysis were generated without mixing. No $B^{**}$ nor $D^{**}$ production was included in the generation, but the effect of $D^{**}$ production was taken into account in the analysis.

### Table 1: The parameters used for the Monte Carlo simulation.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle x_E \rangle_b$</td>
<td>$0.697 \pm 0.013$ [19]</td>
</tr>
<tr>
<td>$\langle x_E \rangle_c$</td>
<td>$0.51 \pm 0.02$ [18]</td>
</tr>
<tr>
<td>$B(b \to \ell)$</td>
<td>$10.5 \pm 0.6 \pm 0.5%$ [19]</td>
</tr>
<tr>
<td>$B(b \to c \to \ell)$</td>
<td>$7.7 \pm 0.4 \pm 0.7%$ [19]</td>
</tr>
<tr>
<td>$B(b \to \bar{c} \to \ell)$</td>
<td>$1.3 \pm 0.5%$ [13, 14, 19]</td>
</tr>
<tr>
<td>$M(B_s^0)$</td>
<td>$5.48$ GeV</td>
</tr>
<tr>
<td>$M(\Lambda_b)$</td>
<td>$5.62$ GeV</td>
</tr>
<tr>
<td>$\tau_{B^+}/\tau_{B_s^0}$</td>
<td>$1.01 \pm 0.11$ [20, 21]</td>
</tr>
<tr>
<td>$\tau_{B_s^0}/\tau_{B_d^0}$</td>
<td>$0.99 \pm 0.18$ [20, 21]</td>
</tr>
<tr>
<td>$\tau_{\Lambda_b}/\tau_{B_s^0}$</td>
<td>$0.69 \pm 0.12$ [20, 21]</td>
</tr>
<tr>
<td>$\langle \tau_{\Lambda_b} \rangle$</td>
<td>$1.56 \pm 0.02$ ps [20]</td>
</tr>
</tbody>
</table>

3 Lepton Identification

Electrons are identified using an artificial neural network [6] which was trained on a sample of Monte Carlo data. Electrons from photon conversions are rejected as in [18]. Muons are identified as in [19]. Lepton candidates are required to satisfy $p > 2.0$ GeV and $|\cos \theta| < 0.9$.

Additional kinematic criteria are imposed to reduce the fraction of leptons in the sample coming from cascade decays of the type $b \to c \to \ell$. One expects leptons from primary b decays to be more isolated than leptons from semileptonic charm decays due to the larger b hadron masses and higher energy neutrinos. To quantify this isolation, the jet containing the lepton candidate is split into two sub-jets, one seeded by the lepton direction, and one remainder jet, where the particles are associated with either subjet in an iterative procedure based on their angles to the respective subjet. The energy of the sub-jet containing the lepton candidate, with the energy of the lepton candidate subtracted, is taken as a measure of the isolation. The measured lepton momentum $p$, the lepton momentum transverse to the direction of the jet containing the lepton ($p_t$), and the isolation measurement are combined using a feed-forward neural network to optimize the kinematic selection of leptons from semileptonic B decays. Cutting on this kinematic network output increases the rate of selected direct $b \to \ell$ decays relative to cascade decays by 40% over the relative rate obtained making cuts only on
combinations of $p$ and $p_t$.

If more than one lepton candidate is found in the same thrust hemisphere, only the candidate with the highest kinematic network output is retained. Events with at least one lepton candidate are classified as inclusive lepton events. Events with at least one lepton candidate in each thrust hemisphere are classified as dilepton events. Dilepton events selected in this manner are known to come primarily from $Z^0 \to b \bar{b}$ decays. While the analyses of $\Delta m_d$ and $\Delta m_s$ use only dilepton events, inclusive lepton events are used for systematic checks. Simulated inclusive lepton events are used in parametrising decay time distributions for leptons from different physics processes.

4 Proper Time Reconstruction

In reconstructing the proper decay time, each lepton is assumed to be a decay product of a $b$ hadron. The proper time of that hadron is reconstructed using separate estimates of the decay length and the boost. The following sections describe the method.

4.1 Vertex Reconstruction

The primary event vertex is reconstructed using the charged tracks in the event along with knowledge of the average position and effective spread of the $e^+e^-$ collision point. In this process, tracks that are significantly separated from the vertex position are excluded from the final vertex reconstruction.

The decay point of the $b$ hadron is estimated using a vertex finding algorithm to combine the lepton candidate with other tracks in the same jet. The algorithm assumes these tracks originate either from the interaction point or from the decay point of the $b$ hadron. It tries to select the tracks coming from the $b$ hadron and forms a common vertex with the lepton track. This approach neglects the fact that some of the tracks come from the decay of a $c$ hadron, which travels a significant distance before decaying. However, the decay length of the $c$ hadron is usually short relative to that of the $b$ hadron and the opening angle of the $c$-hadron decay products is on average small compared to the angle between the $c$ hadron and the lepton. Thus the tracks from the $c$ hadron extrapolate back close to the $b$-hadron decay point, and may be combined into a single vertex with the lepton to give a good estimate of this point.

For consideration in the vertex finding algorithm, the lepton candidate track is required to be measured precisely by the vertex detectors, either by the silicon microvertex detector or by the vertex drift chamber. From the other precisely measured tracks in the same jet, seed tracks are chosen and ordered according to the significance of separation from the primary vertex. Seed vertices are formed from the intersection of seed tracks with the lepton track. The algorithm adds tracks which match that vertex better than the primary vertex to form candidate secondary vertices. In 55% of the cases considered only one candidate vertex is

\[\text{The thrust axis of the event, calculated using charged tracks and electromagnetic clusters unassociated with any charged track, is used to divide the event into two hemispheres.}\]
formed, which is taken as the secondary vertex. In other cases, a single secondary vertex is chosen from the candidates, based on the number of tracks associated to each vertex and the reconstructed vertex positions. The vertex finding is performed in the \(x-y\) plane.

The decay length in the \(x-y\) plane is calculated from a fit to the estimated primary vertex and secondary vertex positions using the vector momentum sum of the tracks associated to that vertex as a direction constraint, as in the analysis of the decay length of 3-prong \(\tau\) decays [23]. In this calculation, the contribution to the error from the uncertainty of the primary vertex position is usually negligible.

Quality requirements are applied to the selected vertices to reduce the contribution from random combinations of tracks, based on the calculated decay length error (from the parameters of the associated tracks), the invariant mass of the associated tracks, the lepton impact parameter and the transverse miss distance. The transverse miss distance is defined as the distance between primary and secondary vertices projected onto the plane orthogonal to the summed momentum vector of the tracks associated to the secondary vertex. In addition, vertices reconstructed with negative decay lengths more than \(3\sigma\) from the primary vertex were rejected. The net result of all these requirements gives an efficiency of approximately 70% to reconstruct a secondary vertex starting with an identified lepton from semileptonic \(b\) decay in Monte Carlo events. The efficiency is essentially independent of decay length.

The \(x-y\) decay length estimate is converted into a 3-dimensional quantity by dividing by the \(\sin \theta\) of the jet axis. The uncertainty in \(\sin \theta\) leads to a negligible additional error on the 3-dimensional decay length. A double Gaussian fit to the distribution of the difference between reconstructed and true decay lengths in Monte Carlo \(b \rightarrow \ell\) decays gives \(\sigma \sim 400\mu\text{m}\) for the narrow Gaussian; 67% of the reconstructed decay lengths lie within \(2\sigma\) of the true values, with \(\sigma\) defined by the narrow Gaussian.

### 4.2 Boost estimate

The energy of the parent \(b\) hadron is estimated using a novel technique, which assumes that the lepton candidate originates from semileptonic \(b\) decay. In outline, using the information contained in the rest of the event and the knowledge of the beam energy, the total energy of the lepton jet (including neutrino) is estimated. The energy in the lepton jet due to fragmentation particles, originating from the primary vertex, is then estimated by classifying tracks and clusters as either \(b\) decay products or fragmentation particles using kinematics and impact parameters. The energy of the parent \(b\) hadron is given simply by subtracting the fragmentation energy from the total jet energy.

The total energy of the jet (including the neutrino) is estimated by treating the whole event as a two-body decay of an object of mass \(M\). The two bodies have masses \(m_1\) and \(m_2\), and energies \(E_1\) and \(E_2\). By energy and momentum conservation,

\[
E_1 = \frac{M^2 + m_1^2 - m_2^2}{2M}.
\]

One of the bodies is taken to be the lepton jet including the neutrino, and the other to be the rest of the event. The mass of the jet containing the lepton is approximated to be the \(B_d^0\) mass,
5.28 GeV (the result is insensitive to this assumption), and \( M \) is taken to be the \( Z^0 \) mass. The mass of the rest of the event, \( m_2 \), is calculated by summing over those tracks and unassociated clusters which are not included in the lepton jet, where the charged particles are assumed to be pions. The value of \( m_2 \) is scaled according to the inverse of the total reconstructed energy in the event in order to improve the resolution.

Tracks in the lepton jet are classified either as fragmentation products or as decay products of the inferred b hadron based on three pieces of information: the probability of the track to extrapolate back to the primary vertex relative to the secondary vertex, the track momentum, and the angle of the track relative to the estimated direction of the c-hadron resulting from the semileptonic b decay. This direction is estimated from the tracks associated to the secondary vertex excluding the lepton candidate. Since the mass of the D is relatively small, the decay products are relatively collimated about the D direction, although the angles are highly correlated with the track momenta through simple kinematics. The relative probability for a track of a given momentum and angle to be from fragmentation or a D decay product, is taken from Monte Carlo. This probability is then combined with that calculated from the vertex information as independent quantities and used to assign a weight for each track. The separating power between decay products and fragmentation products improves significantly with decay length due to the use of vertex information.

The neutral fragmentation energy is more difficult to identify. No vertex information is available, and no attempt is made to use the cluster energies to make the distinction. Only the angle of the unassociated electromagnetic clusters relative to the estimated D direction is used to assign the weight for each cluster.

The estimated b hadron energy, \( E_B \), is taken to be

\[
E_B = E_1 - E_{\text{frag}},
\]

where \( E_{\text{frag}} \) is the (weighted) sum of charged and neutral energy of fragmentation products in the lepton jet. The overall resolution of the boost estimate improves with decay length, and degrades as the fragmentation energy subtracted increases. For example, for decay lengths longer than 0.2 cm in the \( x-y \) plane, the standard deviation is about 12\% and the central Gaussian of a double Gaussian fit has a width of about 7\%. No significant bias in the estimated boost is observed in Monte Carlo between inclusive leptons and leptons in dilepton events, where the extra neutrino could cause problems for the total reconstructed energy.

### 4.3 Proper time estimate

The proper time, \( t \) is formed from the (3-dimensional) decay length \( L \) and boost:

\[
t = \frac{L}{\beta \gamma} = \frac{m_B}{\sqrt{E_B^2 - m_B^2}} \cdot L.
\]

The distribution of this estimate vs. the true proper time is shown in Figure 1 for Monte Carlo semileptonic b decays. In order to see the resolution more clearly, Figure 2 shows projections of \( t \) and \( t - t' \), where \( t' \) is the true proper time, in three slices of \( t' \).
The measured proper time deviates from the true value due to measurement errors in the decay length of the reconstructed secondary vertex and in the Lorentz boost factor. The assignment of particles to the secondary vertex is imperfect, resulting in long tails on the measurement deviation, and in a small fraction of the vertices being misreconstructed near the primary vertex even when the true decay length is large. These effects are evident in Figures 1 and 2. The contribution of the decay length measurement to the overall proper time resolution is on average slightly larger than the contribution from the uncertainty in the boost factor at all decay lengths. A double Gaussian fit to the distribution of the deviation between the measured proper time and the true time, for primary $b \rightarrow \ell$ decays in the Monte Carlo, gives $\sigma = 0.26$ ps for the narrow Gaussian. Of the measured proper times, 68% lie within $2\sigma$ of the true times. The distribution of $t - t'$ has a complicated shape and depends on the true time itself. A Monte Carlo simulation is therefore used to parametrise the proper time resolution.

5 Likelihood Function

In order to construct the likelihood function, the decay proper time probability density functions (p.d.f.) for like-sign and unlike-sign leptons are estimated and parametrised using Monte Carlo data without $B - \bar{B}$ mixing. The sources of lepton candidates ($\ell$) are grouped according to their decay time distributions and their charge correlations with the decaying $b$ quark. Sources of lepton candidates (including misidentified hadrons) in the absence of $B - \bar{B}$ mixing are defined as follows (charge conjugate processes are implied):

1. Lepton candidates in light quark pair events ($u\bar{u}$, $d\bar{d}$ and $s\bar{s}$),
2. $c \rightarrow \ell^+$ in $Z^0 \rightarrow c\bar{c}$ events,
3. Lepton candidates in $Z^0 \rightarrow c\bar{c}$ events which are not included in (2),
4. $b \rightarrow \bar{B}_d \rightarrow \ell^+$ (mainly from $b \rightarrow c \rightarrow \ell^+ \nu X$),
5. $b \rightarrow \bar{B}_s \rightarrow \ell^+$ (mainly from $b \rightarrow c \rightarrow \ell^+ \nu X$),
6. $b \rightarrow (B^- \text{ or } A_b) \rightarrow \ell^+$ (mainly from $b \rightarrow c \rightarrow \ell^+ \nu X$),
7. $b \rightarrow B_d \rightarrow \ell^-$ (mainly from $b \rightarrow \ell^- \bar{\nu} X$),
8. $b \rightarrow \bar{B}_s \rightarrow \ell^-$ (mainly from $b \rightarrow \ell^- \bar{\nu} X$),
9. $b \rightarrow (B^- \text{ or } A_b) \rightarrow \ell^-$ (mainly from $b \rightarrow \ell^- \bar{\nu} X$),
10. Lepton candidates in $Z^0 \rightarrow b\bar{b}$ events not coming from long-lived $b$ hadrons.

Candidates from categories (1), (3) and (10) have only a small charge correlation with the primary quark, which is taken into account.

The fractions of leptons in inclusive lepton events and dilepton events coming from $Z^0 \rightarrow b\bar{b}$, $Z^0 \rightarrow c\bar{c}$, and $Z^0$ decays to light quark pairs are given in Table 2. Also shown are the relative
probabilities for leptons from different sources for each type of $Z^0 \rightarrow q\bar{q}$ decay as estimated from the Monte Carlo simulation. For lepton candidates in $Z^0 \rightarrow b\bar{b}$ events, the relative probabilities of each of the categories (4)-(10) are denoted by $g_{4-10}$; the sum of $g_4$ through $g_{10}$ is unity. Similarly for lepton candidates in $Z^0 \rightarrow c\bar{c}$ events, the relative probabilities of categories (2) and (3) are denoted by $g_2$ and $g_3$, with $g_2 + g_3 = 1$. As a shorthand, we refer to $(g_4 + g_5 + g_6)$ as the cascade fraction.

<table>
<thead>
<tr>
<th>primary flavour</th>
<th>inclusive lepton fraction</th>
<th>dilepton fraction</th>
<th>relative amount per source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u\bar{u}$, $d\bar{d}$, or $s\bar{s}$</td>
<td>$r_{u\bar{u}} = 0.089$</td>
<td>$r_{u\bar{u},d\bar{d}} = 0.009$</td>
<td>$g_1 = 1.000$</td>
</tr>
<tr>
<td>$c\bar{c}$</td>
<td>$r_c = 0.096$</td>
<td>$r_{c\bar{c}} = 0.029$</td>
<td>$g_2 = 0.784$</td>
</tr>
<tr>
<td>$b\bar{b}$</td>
<td>$r_b = 0.815$</td>
<td>$r_{b\bar{b}} = 0.962$</td>
<td>$g_4 = 0.041$</td>
</tr>
</tbody>
</table>

Table 2: The fractional compositions of leptons in inclusive lepton events ($r_q$) and dilepton events ($r_{q\bar{q}}$) for $b\bar{b}$, $c\bar{c}$, and light quark events. The $g_i$'s are the number of thrust hemispheres with a lepton candidate from category $i$ normalized to the number of thrust hemispheres with a lepton from the same quark flavour class. The sum of the $g_i$ for each flavour category is unity.

The parametrisation of the p.d.f. for each component is described below. In the absence of $B$ mixing the parametrisation for category $i$ ($i = 1, ..., 10$) is described by the general form

$$f_i(t) = \int_0^\infty dt' \frac{1}{\tau_i} e^{-\frac{t'}{\tau_i}} \left\{ b_i u_i(t) + (1 - b_i) v_i(t' - t) \right\},$$

where $t$ is the measured time, $t'$ is the true time and $\int_0^\infty f_i(t) dt = 1$. The $e^{-t'/\tau_i}$ term describes the lifetime distribution for vertices originating from weak hadron decays. The function $v_i$ is the resolution function for the bulk of the vertices, and the function $u_i$ describes the subset of vertices which are misreconstructed near the primary vertex. Since the proper time resolution is found to degrade linearly with $t'$ in the Monte Carlo, the resolution parameters in the functions $u_i$ and $v_i$ are linear functions of $t'$. The same functions $u_i$, $v_i$ and parameters $b_i$ are used for lepton candidates in categories (7)-(9), and differ slightly from those used for categories (4)-(6) (mainly from cascade decays). The parameters in the p.d.f. are fixed using a large statistics Monte Carlo sample of events with at least one lepton candidate for which a secondary vertex has been found. The $\tau_i$ for categories (1)-(3) and (10) are taken from the Monte Carlo simulation; the values for categories (4)-(9) are obtained from experimental data cited in Table 1.

Except for the obvious primary flavour correlation between the two thrust hemispheres, we assume that the production probability of a $B_d$ in one hemisphere is independent of producing $B_d$, $B^-$, $\bar{B}_s$ or $b$ baryons in the other hemisphere. With this assumption, the rate of events
with a lepton of category $i$ in one thrust hemisphere and $j$ in the other hemisphere is calculated relative to the total rate of dilepton events for like-sign events, $\xi_{ij}$, and for unlike-sign lepton events, $\eta_{ij}$. The parameters $\xi_{ij}$ and $\eta_{ij}$ are calculated from the numbers in Table 2 and are zero for the cases where $i$ and $j$ have different primary flavour. For example, in the case where one of the leptons is from cascade decay ($i = 4, 5, 6$) and the other is from direct decay ($j = 7, 8, 9$), $\xi_{ij} = \xi_{ij} = g_{i} g_{j} r_{b_{s}}$, and $\eta_{ij} = 0$.

To account for B mixing in the above formulation, the functions $f_{i}$ are modified for categories (4), (5), (7) and (8) to keep the charge correlation the same in each category. For example, decays of the type $b \rightarrow \bar{B}_{d}^{0} \rightarrow B_{d}^{0} \rightarrow \ell^{+} \nu X$ are included in category (4). The proper time function for $B_{d}^{0} \rightarrow \ell^{+}$, $f_{4}(t)$, is modified to $\tilde{f}_{4}(t)$, where

$$g_{4} \tilde{f}_{4}(t) = g_{4} \int_{0}^{\infty} dt' \frac{1}{\tau_{4}} e^{-\frac{t'}{\tau_{4}}} \left\{(1 - \chi_{d}) b_{4} u_{4}(t) + (1 - b_{4}) u_{4}(t' - t) \cos \left(\frac{\Delta m_{d} t'}{2}\right)\right\}$$

$$+ g_{7} \int_{0}^{\infty} dt' \frac{1}{\tau_{7}} e^{-\frac{t'}{\tau_{7}}} \left\{\chi_{d} b_{7} u_{7}(t' - t) \sin^{2} \left(\frac{\Delta m_{d} t'}{2}\right)\right\},$$

where the second line comes from the mixing of $\bar{B}_{d}^{0} \rightarrow B_{d}^{0} \rightarrow \ell^{+}$, and $\chi_{d} = x_{d}^{2}/(2 + 2x_{d}^{2})$. Similarly the proper time functions $\tilde{f}_{5}$, $\tilde{f}_{7}$ and $\tilde{f}_{8}$ are constructed by including the mixing effects. For all other categories $\tilde{f}_{i} = f_{i}$. The parameters $\xi_{ij}$ and $\eta_{ij}$ are not modified with the introduction of mixing.

The overall probability density function for like-sign dilepton events with two secondary vertices is constructed from the parametrised decay proper time distribution function ($\tilde{f}_{i}$) of each category and the relative rate of the possible combination of two categories ($\xi_{ij}$):

$$F_{2}(t_{1}, t_{2}) = \sum_{i=1}^{10} \sum_{j=1}^{10} \xi_{ij} \tilde{f}_{i}(t_{1}) \tilde{f}_{j}(t_{2}).$$

Similarly, for unlike-sign dilepton events,

$$G_{2}(t_{1}, t_{2}) = \sum_{i=1}^{10} \sum_{j=1}^{10} \eta_{ij} \tilde{f}_{i}(t_{1}) \tilde{f}_{j}(t_{2}).$$

The normalization ensures that

$$\sum_{i=1}^{10} \sum_{j=1}^{10} (\xi_{ij} + \eta_{ij}) \int_{-\infty}^{+\infty} dt_{1} \tilde{f}_{i}(t_{1}) \int_{-\infty}^{+\infty} dt_{2} \tilde{f}_{j}(t_{2}) = 1.$$

When only one secondary vertex is found, the overall probability density functions $F_{1}(t_{1})$ and $G_{1}(t_{1})$ can be derived by integrating over $t_{2}$ from $-\infty$ to $+\infty$.

The total likelihood function is given by

$$\mathcal{L}(\Delta m_{d}, ...) = \prod_{i=1}^{N_{LS}^{L}} F_{1}(t_{1i}) \prod_{j=1}^{N_{US}^{L}} G_{1}(t_{1j}) \prod_{m=1}^{N_{LS}^{U}} F_{2}(t_{2m}, t_{2m}) \prod_{n=1}^{N_{US}^{U}} G_{2}(t_{2n}, t_{2n}),$$

where $N_{LS}^{L}$ ($N_{US}^{L}$) is the number of like-sign (unlike-sign) dilepton events with one secondary vertex reconstructed and $N_{LS}^{U}$ ($N_{US}^{U}$) is the number of like-sign (unlike-sign) events with two vertices reconstructed.
6 Fit Results for $\Delta m_d$

The numbers of dilepton events with at least one secondary vertex constructed for the combination of $e-e$, $e-\mu$ and $\mu-\mu$, are listed in Table 3, separately for like-sign and unlike-sign dilepton events. Also included is the total number of secondary vertices reconstructed in these events.

<table>
<thead>
<tr>
<th></th>
<th>$e-e$</th>
<th>$e-\mu$</th>
<th>$\mu-\mu$</th>
<th>total</th>
<th>total vertices</th>
</tr>
</thead>
<tbody>
<tr>
<td>unlike-sign</td>
<td>446</td>
<td>978</td>
<td>620</td>
<td>2044</td>
<td>3261</td>
</tr>
<tr>
<td>like-sign</td>
<td>206</td>
<td>426</td>
<td>289</td>
<td>921</td>
<td>1460</td>
</tr>
</tbody>
</table>

Table 3: The numbers of dilepton events with at least one secondary vertex reconstructed for the combinations $e-e$, $e-\mu$ and $\mu-\mu$, separately for like-sign and unlike-sign leptons. Also indicated is the total number of secondary vertices reconstructed in unlike-sign and like-sign dilepton events.

Figure 3 shows the distribution of decay times for all leptons in the dilepton sample and separately for leptons in like-sign and unlike-sign events. The curves are the results of the likelihood fit described below.

In Figure 4, $\ln(L_{\text{max}} / L)$ is plotted as a function of $\Delta m_d$ and $\Delta m_s$ with all other parameters at their the nominal values, where $L_{\text{max}}$ is the maximum value of the likelihood function. The contour lines are at $\ln(L_{\text{max}} / L)$ values corresponding to $1\sigma, 2\sigma, 3\sigma$, etc. For $\Delta m_s > 2 \text{ ps}^{-1}$ $\Delta m_d$ and $\Delta m_s$ are almost completely decoupled.

To determine $\Delta m_d$ a three parameter fit is performed, varying $\Delta m_d$ simultaneously with the cascade fraction and the $B^0_s$ fraction. Gaussian constraints with the proper systematic errors are imposed on these two parameters. The relative uncertainty in the cascade fraction is taken to be $\pm 15\%$ [18], which includes uncertainties due to branching fractions, decay modelling and detector simulation. The relative uncertainty in the $B^0_s$ production rate is taken to be $\pm 30\%$. Our knowledge of this rate is discussed in the Appendix. In the fit the $B^0_s$ oscillation parameter is fixed at $\Delta m_s = 10.0 \text{ ps}^{-1}$. The result of the fit is $\Delta m_d = 0.462 \pm 0.057 \text{ ps}^{-1}$. The fitted value of the cascade fraction is $0.078 \pm 0.010$ (the nominal value is $0.074$), and the fitted value of $B(b \to B^0_s)$ is $0.148 \pm 0.024$ (the nominal value is $0.120$).

The fraction of like-sign leptons as a function of proper decay time

$$R(t) = \frac{N^{LS}(t)}{N^{US}(t) + N^{LS}(t)}$$

is plotted in Figure 5 for data. In the figure, the expected curve for $\Delta m_d = 0.462 \text{ ps}^{-1}$ is shown as the solid line, while the dashed line shows the expected curve with no $B^0_s$ oscillations. The fitted values of the cascade fraction and the fraction of leptons from $B^0_s$ decays are used for the solid line. The same values of these parameters were used for the dashed line. Events in which vertices have been reconstructed in both thrust hemispheres enter the plot twice. Note that the rise in $R$ at negative values of $t$ is due to background leptons.
7 Systematic Errors on $\Delta m_d$

In the three parameter fit, the error on $\Delta m_d$ is a combination of statistical error and systematic error due to the constraints on the cascade decay fraction and the $B_0^0$ fraction. The systematic error from the cascade decay fraction is estimated by repeating the fit with the central value of the cascade fraction changed by $+15\%$ or $-15\%$ (the systematic uncertainty on this parameter) from its nominal value. The systematic error resulting from the $B_0^0$ fraction is obtained in a similar way. The statistical error on $\Delta m_d$ is $^{+0.040}_{-0.053}$ ps$^{-1}$, obtained by subtracting in quadrature these two systematic errors from the fitting error.

The uncertainty due to the resolution function description was assessed by repeating the parametrisation using Monte Carlo events in which the tracking resolution was degraded by 14% [24]. The exercise was repeated with the resolution improved by 14%. The uncertainty in the background from $Z^0 \rightarrow c\bar{c}$ events is taken to be $\pm 30\%$ due to uncertainties in the branching fractions and modelling of semileptonic charm decays, the relative production rates of charmed hadrons, and the uncertainty in the partial width for $Z^0 \rightarrow c\bar{c}$. The production rates of $B_0^0$ and $B^+$ are assumed to be equal and the b-baryon production fraction is assumed to lie in the range $0.09 \pm 0.04$. The decay of $B$ mesons to $D^{**}$ mesons, not included in the Monte Carlo, affects the relative rate of cascade decays originating from the different $B$ mesons. The systematic error was estimated by simulating the effect of 40% $D^{**}$ production in $B$ meson decays. Variations in the efficiency of the secondary vertex reconstruction as a function of decay length are found to have a negligible effect on $\Delta m_d$. Uncertainties in the source composition due to Monte Carlo statistics have been neglected.

The B lifetime variations were performed by changing the ratios of individual $B$ lifetimes while keeping the average lifetime fixed at the LEP average value, $1.56$ ps$^{-1}$. A one parameter fit to the average $B$ lifetime in the inclusive lepton sample yields $1.58 \pm 0.01$ ps (statistical error only). This result is consistent with the LEP average value.

The summary of the sources and estimated values of systematic errors are listed in Table 4. The sum of these systematic errors in quadrature is $\delta \Delta m_d = ^{+0.052}_{-0.038}$ ps$^{-1}$.

8 Fit results for $\Delta m_s$

We use the dependence of the likelihood on the assumed value of $\Delta m_s$ to constrain the true value of $\Delta m_s$. As can be seen in Figure 4, this dependence does not allow us to derive an upper bound on $\Delta m_s$; therefore we derive only a lower limit. First we consider the case where systematic errors are ignored, and then we show how the limit is modified when these errors are considered.

In the absence of systematic errors, we set the limit simply on the basis of the difference in log-likelihood with respect to the maximum value. To avoid a possible bias due to the correlation of $\Delta m_d$ with $\Delta m_s$ at low values of $\Delta m_s$, the value of $\Delta m_d$ is taken from an average of LEP measurements which are not themselves sensitive to $\Delta m_s$ (i.e. excluding dilepton results), $\Delta m_d = 0.52 \pm 0.05$ ps$^{-1}$ [4, 5, 6]. Fixing $\Delta m_d$ to 0.52 ps$^{-1}$, all $\Delta m_s$ values giving a log-likelihood difference larger than 1.92 can be excluded at 95% confidence level. Defined this way, for any
excluded value of $\Delta m_s$, 95% of experiments would give a log-likelihood difference smaller than that observed, if it were the true value. Using this technique we find $\Delta m_s > 2.3$ ps$^{-1}$ at 95% confidence level. The difference in log-likelihood from the point of maximum likelihood as a function of $\Delta m_s$ is shown as the dashed curve in Figure 6.

To account for systematic errors in setting a limit, we maximize the log-likelihood with respect to the values of all parameters, constrained by their systematic uncertainties, at each value of $\Delta m_s$. Values of $\Delta m_s$ where the resulting log-likelihood differs by more than 1.92 from the maximum value of log-likelihood, over the full $\Delta m_s$ range, are excluded as before. This technique of including the systematic errors has the advantage that the confidence level quoted is accurate irrespective of whether statistical or systematic errors dominate. Furthermore, the effect of the systematic uncertainties is assessed using data. The constraints are those shown in Table 4. In addition, $\Delta m_d$ is treated as a systematic uncertainty constrained by the LEP average given above. The incorporation of systematic errors reduces the limit from 2.3 to 2.2 ps$^{-1}$. The solid curve in Figure 6 shows the difference in log-likelihood from the maximum as a function of $\Delta m_s$ with systematic errors included.

### 9 Study of $\Delta m_s$ analysis using simulated events

In order to check the analysis technique and to study the expected sensitivity to $\Delta m_s$, a set of Monte Carlo experiments were performed using a fast simulation. In these tests the decay time distributions and the populations of the different lepton categories were generated using the same functions and values used in the likelihood function. The statistical behaviour of the fit was studied by generating 200 independent Monte Carlo datasets with the same numbers of events as the data at 4 sets of input parameters ($\Delta m_d = 0.5$ ps$^{-1}$ and $\Delta m_s = 1.0, 2.0, 4.0$ and $15.0$ ps$^{-1}$). The results of these studies are shown in Figure 7. Each row corresponds to a different generated value of $\Delta m_s$, indicated by the $\Delta m_s^*$ at the right edge of the plot. The first column shows the fitted value of $\Delta m_s$ for each trial. In the second column are distributions

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>$\delta \Delta m_d$ ps$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>cascade decay fraction ($\pm 15%$)</td>
<td>$+0.005$</td>
</tr>
<tr>
<td>$B^0_s$ fraction ($\pm 30%$)</td>
<td>$+0.004$</td>
</tr>
<tr>
<td>resolution function ($\pm 14%$)</td>
<td>$+0.002$</td>
</tr>
<tr>
<td>lepton misidentification ($e$: $\pm 30%$, $\mu$: $\pm 20%$)</td>
<td>$+0.011$</td>
</tr>
</tbody>
</table>
of the log-likelihood difference between the value at the fitted maximum and the value at the generated $\Delta m_n$ for each trial. The number of trials giving a log-likelihood difference of more than 1.92 units are consistent with the expected 5%. The third column shows where one could expect to set the lower limit on $\Delta m_n$ at 95% confidence level for each trial, based purely on statistics. The limit quoted in the previous section is consistent with these distributions generated for $\Delta m_n$ larger than 2 ps$^{-1}$.

A sample of approximately 2 million fully simulated hadronic $Z^0$ decays was also analyzed. The charges of leptons coming from $B_d^0$ and $B_s^0$ decays were reversed as a function of the true proper decay time to simulate $\Delta m_d = 0.5$ ps$^{-1}$ and a variety of $\Delta m_n$ values: $\Delta m_n = 1.0, 2.0, 4.0,$ and $15.0$ ps$^{-1}$. In each case the maximum log-likelihood differs by less than 1.92 from the log-likelihood at the generated value. Note that the trials are not statistically independent.

10 Conclusion

We have measured the oscillation frequency $\Delta m_d$ by measuring the proper time of $B$ meson decays and tagging the charges of leptons in both thrust hemispheres. The $B_d^0 - \bar{B}_d^0$ oscillation parameter is measured to be

$$\Delta m_d = 0.462 \pm 0.040 \pm 0.052 \pm 0.035 \text{ps}^{-1}$$

corresponding to $(3.04 \pm 0.26 \pm 0.34 \pm 0.22) \times 10^{-4}$ eV.

The $\Delta m_d$ value is consistent with the previous OPAL measurements [5, 6] of $\Delta m_d = 0.508 \pm 0.075 \pm 0.025$ ps$^{-1}$ using $B_d^0 \rightarrow D^{*+}\ell^-\nu X$ together with jet charge, and $\Delta m_d = 0.57 \pm 0.11 \pm 0.02$ ps$^{-1}$ using $D^{*+}$ and leptons in opposite hemispheres. These results have very little statistical overlap. In addition, the dominant systematic errors of each method differ. Ignoring the tiny statistical correlations and accounting for small correlations in the systematic errors, we find

$$\Delta m_d = 0.496 \pm 0.046 \text{ps}^{-1}.$$  

Using $\tau_{B_d^0} = 1.50 \pm 0.10$ ps, the combined OPAL value gives $\alpha_d = 0.74 \pm 0.07 \pm 0.05$, where the last error is due to the uncertainty in $\tau_{B_d^0}$. This value is also consistent with the average of ARGUS and CLEO measurements, $\alpha_d = 0.67 \pm 0.08$ [2, 3].

We derive the limit

$$\Delta m_n > 2.2 \text{ps}^{-1}$$

at 95% confidence level. If we assume $\Delta m_n/\Delta m_d = (1.35 \pm 0.15)|V_{us}/V_{td}|^2$ [8], we obtain $|V_{us}/V_{td}| > 1.72$ at 95% confidence level, where the limit is obtained in a similar fashion to that described in Section 8, treating the factor $1.35 \pm 0.15$ as an additional systematic error.
Appendix: The rate of $\bar{B}_s^0$ production

Using the value of $B(D_{s} \to \phi\pi^+)$ in reference [3] we derive $B(b \to \bar{B}_s^0 \to D_s \ell^- \nu X) = 1.33 \pm 0.36\%$ from the product branching ratios quoted in reference [25]. The branching fraction for $\bar{B}_s^0 \to D_s \ell^- \nu X$ is likely to be less than $B(\bar{B}_s^0 \to \ell^- \nu X)$ due to the presence of decays of the type $\bar{B}_s^0 \to D_s^{*+} \ell^- \nu X$. Decays of $D_s^{*+}$ to DK or $D^{*}\bar{K}$ have been observed [3], the decays to $D_s \pi$ being forbidden by isospin conservation. Assuming that $30 \pm 10\%$ of semileptonic $B_s^0$ decays involve $D_s^{*+}$ production, consistent with the relative production rate of $D_s^{*+}$ mesons in semileptonic $B_d^0$ and $B^+$ decays [26], and taking $B(\bar{B}_s^0 \to \ell^- \nu X)$ to be $11 \pm 2\%$, we obtain $B(b \to \bar{B}_s^0) = 0.17 \pm 0.06$.

Alternatively, information on $B(b \to \bar{B}_s^0)$ can be obtained from the time-integrated measurement, $\bar{\chi} = f_s \chi_s + f_d \chi_d$. Using $\bar{\chi} = 0.119 \pm 0.009$ quoted in [27] and $\chi_d$ from [2], and assuming that the rate of leptons produced from $B_d^0$ and $B^+$ decays are equal within $10\%$, we obtain $B(b \to \bar{B}_s^0) = 0.11 \pm 0.03$ if $\chi_s$ is close to 0.5. As 0.5 is the maximum possible value for $\chi_s$, this constraint can be viewed as a lower limit on $B(b \to \bar{B}_s^0)$.

An average of these two values is $B(b \to \bar{B}_s^0) = 0.13 \pm 0.03$, in good agreement with the range $0.12 \pm 0.036$ assumed in this analysis. The uncertainty assumed is larger than the error on this average, reflecting uncertainty on the assumptions input.
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Figure 1: The reconstructed proper time is plotted versus the true proper time for leptons from primary b hadron decays in the Monte Carlo.
Figure 2: The distributions of reconstructed proper time, $t$, and $t - t'$ in three slices of the true proper time $t'$ for leptons from primary $b$ hadron decays in the Monte Carlo. Also shown is the parametrisation of these distributions, described in Section 5.
Figure 3: The proper time distributions for all leptons in dilepton events (top) for which a vertex was found, and for those leptons in like-sign (centre) and unlike-sign (bottom) events. The curves represent the results of the maximum likelihood fit.
Figure 4: The log-likelihood contours in the $\Delta m_3$-$\Delta m_\mu$ plane for the OPAL data. The contour lines are at $\ln(\mathcal{L}_{\text{max}}/\mathcal{L}) = 0.5, 2, 4.5, \ldots$, corresponding to $1\sigma, 2\sigma, 3\sigma$, etc.
Figure 5: The fraction of like-sign leptons as a function of proper decay time: $R(t)$. The solid curve represents the expectation with $\Delta m_d$ set to 0.462 ps$^{-1}$ and $\Delta m_s$ set to 10.0 ps$^{-1}$. The dashed curve represents the prediction with no $B^0_d$ mixing.
Figure 6: The difference in log-likelihood from the maximum value is shown as a function of $\Delta m_s$. The solid curve includes the effect of systematic errors, while the dashed curve is purely based on statistics. The scan was performed at a discrete set of points, and the curves merely connect adjacent scan points.
Figure 7: The results of fits to 200 toy Monte Carlo datasets are shown. The $\Delta m^*_s$ value indicates the generated value of $\Delta m_s$ in $\text{ps}^{-1}$. The three quantities plotted for each $\Delta m^*_s$ value are the fitted value of $\Delta m_s$, the difference between the log-likelihood values at the fitted maximum and at the generated value, and the statistical lower limit one would derive for $\Delta m_s$ on each trial.