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A Measurement of the Production of D*± Mesons on the Z⁰ Resonance

OPAL Collaboration

Abstract

We have studied the production of D*± mesons in a sample of 1.25 million multihadronic decays of the Z⁰, in which 1969 candidates have been identified. We have determined the total multiplicity of charged D* mesons in multihadronic Z⁰ decays to be

$$\bar{\sigma}_{Z^0 \rightarrow D^*\pm X} = 0.183 \pm 0.009(\text{stat}) \pm 0.007(\text{sys}) \pm 0.008(\text{ext}),$$

The last error is due to branching ratios external to this analysis.

Decays of c-quarks are separated from those of b-quarks by a combination of bottom tagging methods using leptons, jet shape variables, and lifetime information. From this we find

$$\Gamma(Z^0 \rightarrow c\bar{c})/\Gamma(Z^0 \rightarrow \text{hadrons}) = 0.142 \pm 0.009(\text{stat}) \pm 0.009(\text{sys}) \pm 0.011(\text{ext}).$$

We measure the mean scaled energy of D*± mesons in primary charm events to be

$$\langle x_{c \rightarrow D^*\pm} \rangle = 0.515^{+0.008}_{-0.005}(\text{stat}) \pm 0.010(\text{sys}).$$

Studying D* production at very low $x_D^{*}$ we find indications for $c\bar{c}$ production from gluon splitting and measure the mean multiplicity of this process in multihadronic Z⁰ decays to be

$$\bar{\sigma}_{g \rightarrow c\bar{c}} = 0.044 \pm 0.014(\text{stat}) \pm 0.015(\text{sys}),$$

assuming the Standard Model prediction for $\Gamma_{c\bar{c}}/\Gamma_{\text{had}}$. By comparing our observed D* mean scaled energy with measurements at lower energies we find evidence for scaling violations.
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1 Introduction

Measurements of the production of $D^{*\pm}$ mesons in $Z^0$ decays allow precise tests of both the electroweak and strong interactions. They provide tags of charmed and bottom quarks which can be used to study both the partial widths of $Z^0 \rightarrow c\bar{c}$ and to determine the fragmentation function of heavy quarks. In this analysis, we use the $D^*$ decay chain

\[ D^{*+} \rightarrow D^0 \pi^+ \quad (68.1\%) \]
\[ \rightarrow K^- \pi^+ \quad (4.0\%) \]

which provides a clean sample of events with which to make these studies. The numbers in brackets are the branching ratio into the channel as given in [1]. Furthermore, since the $D^*$ is reconstructed exclusively, the shape of the fragmentation function can be measured with minimal reliance on any particular model. Measurements of low energy $D^*$ mesons can also provide information on the process of gluon splitting into a pair of heavy quarks. Comparisons of the average $D^*$ energy with measurements at lower centre of mass energies can be used to test results of perturbative calculations [2, 3].

These measurements depend crucially on the ability to separate the contributions to the $D^*$ sample from primary charm and bottom quark events. In this paper we use leptons from semileptonic decays of heavy quarks, the specific topology of bottom jets and the long lifetimes of bottom quarks to identify those $D^*$ mesons which originate from bottom quarks. The separation of the bottom contribution allows us to improve significantly on the measurement of the $c \rightarrow D^*$ production. For the first time we present a measurement covering nearly the whole kinematic range of $D^*$ mesons produced in $Z^0$ decays.

We start this paper by summarising the features of the OPAL detector at LEP pertinent to this analysis, and the selection of multihadronic events. The $D^*$ selection, the method of background determination and the global efficiency correction will be discussed in Section 4. These are very similar to those described in previous OPAL publications [4, 5]. The various methods for identifying $D^*$ mesons from bottom decays will be addressed in Section 5. The results from these different analyses will be combined in Section 5.5 and the final results derived in Section 6. We discuss the implications of the measurements of $D^*$ production at very low energy. Comparisons of the $c \rightarrow D^*$ fragmentation function to both QCD predictions and various models are presented in Section 7. Section 8 contains our conclusions.

2 The OPAL Detector

The OPAL detector is a multi-purpose detector installed at the electron positron collider LEP. The details of construction and performance are described elsewhere [6]. Here only the main components relevant for this analysis are described.

A central part of OPAL is a large system of tracking detectors, surrounding the interaction point, and contained in a magnetic field of 4.135T. It consists of a high precision silicon microvertex detector [7] first installed for the 1991 LEP run, followed by three sets of drift chambers. These consist of a vertex drift chamber, a large volume jet-type chamber and a set of chambers which measure the coordinate along the beam direction.\(^2\)

\(^1\)In this paper charge conjugate modes are always implied. Also, if not otherwise noted, $D^*$, $K$ etc. always refer to the charged particles.

\(^2\)The coordinate system is defined so the $z$-axis follows the electron beam direction and the $x$-$y$ plane is perpendicular to it with the $x$-axis pointing roughly towards the center of the LEP ring. The polar angle $\theta$ is defined relative to the $+z$-axis, and the azimuthal angle $\phi$ is defined relative to the $+x$-axis.
tem of detectors is capable of determining the momenta of charged particles with a resolution
\[ \sigma_{p_{xy}} / p_{xy} = \sqrt{0.020^2 + (0.0015 \cdot p_{xy} / (\text{GeV})^2} \] [8], where \( p_{xy} \) is measured perpendicular to the beam direction. The polar angle, \( \theta \), is determined to around 1 mrad for about 85\% of all tracks in the barrel region, defined as \(| \cos \theta | < 0.72\). Outside this region, the polar angle is measured with a resolution of typically 3 mrad.

Charged particles are identified by their specific energy loss \( \mathrm{d}E / \mathrm{d}x \) in the jet chamber. In multihadronic events, a kaon is distinguished from a pion with better than 2\% separation for tracks with at least 100 out of 159 possible \( \mathrm{d}E / \mathrm{d}x \) ionisation samples and momenta between 2 and 20 GeV/c. The resolution obtained in multihadronic events for minimum ionising particles with 159 ionisation samples is 3.5\% [9].

Directly outside the magnet coil and the jet chamber is the presampler. This is a system of thin chambers giving information on the early shower development of charged particles and providing an additional space point for charged tracks. This is followed by an electromagnetic calorimeter system consisting of 11704 lead glass blocks covering the solid angle up to polar angles of \(| \cos \theta | = 0.98\).

The iron of the magnet return yoke surrounding the electromagnetic calorimeter is instrumented with limited streamer chambers. It is used as a hadronic calorimeter and assists in the reconstruction of muons. The muon identification system consists of barrel and endcap muon chambers covering polar angles of \(| \cos \theta | < 0.985\), outside the hadron calorimeter.

3 Hadronic Event Selection and Monte Carlo Simulation

Multihadronic decays of the \( \Z \) are selected by placing requirements on the number of charged tracks and the amount of energy deposited in the calorimeters, as described in Reference [10]. A total of 1,245,667 events are selected from data collected from 1990 to 1992, taken at center of mass energies between \( E_{\text{cm}} = 88.4 \text{ GeV} \) and 93.8 GeV. The efficiency for reconstructing multihadronic events is determined to be (89.4 ± 0.4)\%.

In each event, charged tracks and electromagnetic clusters not associated to a charged track are combined into jets using the invariant mass algorithm with the F0 recombination scheme [11]. Within this algorithm, jets are defined by \( x_{\text{min}} \equiv y_{\text{cut}} \cdot E_{\text{vis}}^2 = 49 \text{ GeV}^2 \), where \( E_{\text{vis}} \) is the total visible energy and \( y_{\text{cut}} \) is defined in Reference [11]. The event is divided into two hemispheres by the plane perpendicular to the direction of the thrust vector. The thrust direction is calculated from charged tracks and neutral clusters not associated to charged tracks. The primary vertex of an event is taken to be the average intersection point of the electron and positron bunches, or beam spot. This is measured using charged tracks in the OPAL data [12] with a technique that follows any significant shifts in the position during a LEP fill.

A large sample of simulated events was generated using the JETSET 7.3 Monte Carlo [13] with parameters tuned to reproduce the OPAL data [14] and using the Peterson fragmentation function [15] for c and b quarks. A Monte Carlo sample of size roughly equivalent to the data sample analysed was generated. The fragmentation parameters used were \( c_\ell = 0.046 \) and \( c_b = 0.0057 \), corresponding to a mean scaled energy, \( x_F \), of the first rank hadron of 0.508 and 0.700 respectively. Sets of 30000 events each of \( \Z \rightarrow c\bar{c} \) and \( \Z \rightarrow \b\bar{b} \), events each containing at least one \( \D^* \) meson which decayed into the decay chain of interest, were also generated. All Monte Carlo events were subjected to a detailed detector simulation [16] and reconstructed using the same programs as used for the data. During the analysis, the differences between
the $r$-$\phi$ track parameters\(^3\) $\kappa, d_0$ and $\phi_0$ of the reconstructed tracks and those of their associated generated particles were increased by a factor of 1.4 to account for systematic misalignments in the data that are not included in the Monte Carlo simulation.

4 The D* sample

In this section we describe the selection of D* candidates, the determination of the background and the calculation of the selection efficiency. The method used is identical to the one described in \cite{4, 5}, where additional details may be found.

4.1 Selection of D* candidates

D* mesons are reconstructed in the decay

\[ \mathrm{D}^{*+} \rightarrow \mathrm{D}^0 \pi^+ \]

\[ \leftrightarrow \mathrm{K}^-\pi^+ . \]

This mode allows a particularly clean signal reconstruction, because the phase space available to background processes is severely limited by the small mass difference between the D* and the D^0.

For a charged track to be considered in the D* reconstruction it has to pass the following track quality cuts:

- $|d_0| < 5 \text{mm}$, where $d_0$ is the distance of closest approach between the track and the event vertex in the $r$-$\phi$ plane;
- $|z_0| < 20 \text{cm}$, with $z_0$ being the distance in $z$ between the point of closest approach in the $r$-$\phi$ plane and the event vertex;
- $p_{xy} > 150 \text{MeV}/c$, where $p_{xy}$ is the momentum transverse to the beam direction; and
- more than 40 hits in the jet chamber.

Candidates are selected by trying all combinations of tracks which pass the above quality cuts. Two oppositely charged tracks are combined for the D^0 candidate, with one of them assumed to be a kaon, the other a pion. A third track is added as a candidate for the pion in the D* $\rightarrow$ D^0$\pi$ decay — the so-called “slow pion”. Only tracks with a charge equal to that of the track presumed to be the pion in the D^0 decay are used. Such a combination is called a D* candidate if it passes the following mass cuts:

- $1790 \text{MeV}/c^2 < M_{D^0}^{\text{cand}} < 1940 \text{MeV}/c^2$,
- $142 \text{MeV}/c^2 < \Delta M < 149 \text{MeV}/c^2$,

where $\Delta M \equiv M_{D^*}^{\text{cand}} - M_{D^0}^{\text{cand}}$, and $M_{D^*}^{\text{cand}}$ and $M_{D^0}^{\text{cand}}$ are the masses of the D* and D^0 candidates, respectively.

The largest source of background to the sample is random combinations of charged tracks which pass the above mass cuts. Most of these tracks are of low momentum, resulting in

\(^3\)The $r$-$\phi$ track parameters describing a track reconstructed in the OPAL detector are $\kappa$, the curvature; $d_0$, the distance of closest approach to the origin in the $r$-$\phi$ plane; and $\phi_0$, the azimuthal angle of the tangent to the track at the point of closest approach.
candidates at low $x_{D^*} \equiv 2E_{D^*}/E_{cm}$, where $E_{D^*}$ is the measured energy of the $D^*$ candidate. Candidates for $x_{D^*} > 0.1$, well away from the $D^*$ production threshold, are required to have three tracks with

- $p_{xy} > 250 \text{ MeV/c}$.

We further reduce the background by using the fact that the $D^0$ is a pseudo-scalar particle which decays isotropically in its rest frame. This results in a flat distribution of $\cos \theta^*$, where $\theta^*$ denotes the decay angle between the direction of the kaon in the $D^0$ rest frame and the direction of the $D^0$ in the laboratory frame. The background events on the other hand show pronounced peaks around $\cos \theta^* = \pm 1$, with the peak at $-1$ growing very fast at low $x_{D^*}$. Thus we require

- $-4 \cdot x_{D^*} < \cos \theta^* < 0.8$ for $x_{D^*} < 0.2$;
- $|\cos \theta^*| < 0.8$ for $0.2 < x_{D^*} < 0.5$;
- $|\cos \theta^*| < 0.9$ for $x_{D^*} > 0.5$.

Finally, we use the particle identification power of the OPAL detector to identify the kaon candidate with the following cut:

- $P_{dE/dx}^K > 0.2$ for $x_{D^*} < 0.2$;
- $P_{dE/dx}^K > 0.1$ for $0.2 < x_{D^*} < 0.5$,

where $P_{dE/dx}^K$ is the probability that the measured rate of energy loss, $dE/dx$, of the kaon candidate is consistent with that expected for a real kaon.

### 4.2 Determination of the Background

The dominant source of background in the $D^*$ sample is random combinations of tracks passing the applied cuts. The shape is determined from the data using specially selected event samples:

- **wrong charge candidates** are selected by requiring that the charges of the two tracks from the $D^0$ candidate decay products are equal, and that the charge of the slow pion candidate track is of opposite sign;

- **reflected pion candidates** are constructed by selecting a slow pion candidate track from the hemisphere opposite to a normal $D^0$ candidate and combining them to form a $D^*$ candidate after reflecting the pion through the origin; and

- **reflected pion wrong charge candidates**, the same as reflected pion candidates, except that the $D^0$ candidate is constructed from tracks of equal sign.

The remainder of the selection and reconstruction of these candidates proceeds as described in section 4.1. Monte Carlo studies indicate that all three samples describe the shape of the true Monte Carlo background equally well. We therefore combine these in order to maximise the statistics available for the background estimation. The shape of the background is parametrised in a fit to the $\Delta M$ distribution using an empirical functional form:

$$A \cdot \exp(-B \cdot \Delta M) \cdot (\Delta M/m_{D^*} - 1)^C,$$

with $A$, $B$ and $C$ as free parameters in the fit. This fit is performed separately for $x_{D^*} < 0.1$, $0.1 < x_{D^*} < 0.2$, $0.2 < x_{D^*} < 0.5$ and $x_{D^*} > 0.5$, because of the different $D^*$ selection cuts
applied to candidates in each of these ranges. To determine the number of $D^*$ candidates in a given bin of $x_{D^*}$, the resulting background form given by the fit is normalised to the signal distribution for $155 < \Delta M < 200$ MeV/$c^2$. The normalised background is subtracted from the signal, and the number of $D^*$ mesons is determined in the mass window $142 < \Delta M < 149$ MeV/$c^2$.

Additional background comes from decays $D^* \rightarrow D^0 \pi$, followed by $D^0 \rightarrow$ KK or $D^0 \rightarrow \pi \pi$, where either one of the kaons is misidentified as a pion, or one of the pions is misidentified as a kaon. Monte Carlo studies show that the contribution from these sources is $1.6 \pm 0.2\%$ of the $D^*$ signal. The error quoted contains the statistical error from the Monte Carlo sample used to study this effect, the error due to the branching ratios used, and the systematic errors as discussed in the following section. We corrected for this by subtracting $1.6 \pm 0.2\%$ from the total measured number of $D^*$ mesons.

In Figure 1 the $\Delta M$ spectrum is shown in four regions of $x_{D^*}$. Superimposed is the estimated background. The number of $D^*$ mesons reconstructed as a function of $x_{D^*}$ and the background are listed in Table 1.

<table>
<thead>
<tr>
<th>$x_{D^*}$</th>
<th>$N_{\text{cand}}$</th>
<th>$N_{D^*}$</th>
<th>$N_{\text{bck}}$</th>
<th>$\epsilon_{D^*}$</th>
<th>$(1000/N_Z) \cdot (dN_{D^<em>}/dx_{D^</em>})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>260</td>
<td>7. ± 16</td>
<td>253. ± 16</td>
<td>0.078 ± 0.016</td>
<td>0.7 ± 1.7 ± 1.7</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>1270</td>
<td>202. ± 36</td>
<td>1068. ± 33</td>
<td>0.219 ± 0.015</td>
<td>7.3 ± 1.4 ± 0.7</td>
</tr>
<tr>
<td>0.2-0.3</td>
<td>1059</td>
<td>440. ± 33</td>
<td>619. ± 23</td>
<td>0.319 ± 0.012</td>
<td>11.89 ± 0.82 ± 0.70</td>
</tr>
<tr>
<td>0.3-0.4</td>
<td>620</td>
<td>350. ± 25</td>
<td>270. ± 11</td>
<td>0.303 ± 0.011</td>
<td>9.12 ± 0.64 ± 0.45</td>
</tr>
<tr>
<td>0.4-0.5</td>
<td>390</td>
<td>282. ± 20</td>
<td>107.1 ± 6.0</td>
<td>0.288 ± 0.010</td>
<td>7.74 ± 0.53 ± 0.33</td>
</tr>
<tr>
<td>0.5-0.6</td>
<td>407</td>
<td>289. ± 20</td>
<td>117.3 ± 6.0</td>
<td>0.381 ± 0.010</td>
<td>5.99 ± 0.41 ± 0.21</td>
</tr>
<tr>
<td>0.6-0.7</td>
<td>251</td>
<td>203. ± 16</td>
<td>48.7 ± 3.1</td>
<td>0.392 ± 0.010</td>
<td>4.08 ± 0.31 ± 0.12</td>
</tr>
<tr>
<td>0.7-0.8</td>
<td>157</td>
<td>136. ± 13</td>
<td>21.0 ± 1.5</td>
<td>0.354 ± 0.010</td>
<td>3.03 ± 0.28 ± 0.09</td>
</tr>
<tr>
<td>0.8-0.9</td>
<td>63</td>
<td>55. ± 7.9</td>
<td>8.0 ± 0.5</td>
<td>0.366 ± 0.011</td>
<td>1.19 ± 0.17 ± 0.04</td>
</tr>
<tr>
<td>0.9-1.0</td>
<td>10</td>
<td>4.7 ± 3.2</td>
<td>5.3 ± 0.5</td>
<td>0.371 ± 0.015</td>
<td>0.10 ± 0.05 ± 0.01</td>
</tr>
<tr>
<td>Total</td>
<td>4487</td>
<td>1969. ± 68</td>
<td>2486. ± 46</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Number of $D^*$ candidates reconstructed ($N_{\text{cand}}$) as a function of $x_{D^*}$, together with the signal ($N_{D^*}$), the background ($N_{\text{bck}}$) and the reconstruction efficiencies ($\epsilon_{D^*}$). The signal includes only those $D^*$ mesons which decay through the chain $D^* \rightarrow D^0 \pi$, $D^0 \rightarrow K \pi$. The error quoted for the number of $D^*$ mesons is the total statistical error of the sample, $\sqrt{N_{D^*} + N_{\text{bck}}}$, while the error on the background includes its statistical error and the systematic error of the background determination. The efficiency and its combined statistical and systematic error are listed in the fifth column. The last column contains the total yield of $D^*$ mesons, normalised to the number of hadronic $Z^0$ decays, $N_Z$, along with the statistical and systematic errors, respectively.

### 4.3 Efficiency and Systematic Errors of the $D^*$ Selection

The efficiency for finding and reconstructing $D^*$ mesons is determined from a Monte Carlo calculation and is listed in Table 1 as a function of $x_{D^*}$. The observed variations with $x_{D^*}$ are due to the cuts changing with $x_{D^*}$ and to the deterioration of the mass resolution as the energy of the $D^*$ increases. At very low $x_{D^*}$ the track selection efficiencies start to drop as the threshold for $D^*$ detection at $x_{D^*} \approx 0.055$ is approached.
The error on the efficiency is caused by the finite Monte Carlo statistics available and by possible misrepresentations of the data in the Monte Carlo. Four main sources are considered: track quality cuts, cos \( \theta^* \) cuts, dE/dx cuts and mass resolution. To check the modelling of the properties in the Monte Carlo, cuts are changed over a wide range and the response in data and Monte Carlo is compared. Some small differences are observed in the impact parameter distribution, resulting in a possible relative error on the efficiency of \( \pm 1\% \). The cos \( \theta^* \) cut is well described in the Monte Carlo and the differences observed between the data and Monte Carlo are used to limit any potential systematic error to less than 0.5\%. The efficiency calculated for the dE/dx cut depends on the theoretical predictions and the calibration of the specific energy loss. We investigate the change in the number of D* events reconstructed with different dE/dx cuts, and compare this to the theoretical expectation. We find that both agree very well, corresponding to a maximum possible miscalibration of dE/dx of less than one tenth of the dE/dx resolution. This leads to a systematic error of \( \pm 2\% \) on the data sample with \( x_{D^*} < 0.5 \). Good agreement is found between the mass resolutions in data and in Monte Carlo.

The systematic error assigned to this source is obtained from the largest observed deviations between data and simulation, and is found to contribute an overall error of \( \pm 2.5\% \). At very low \( x_{D^*} \), detector modelling errors in the Monte Carlo become more important, as the overall efficiency decreases. We account for this by increasing the systematic errors for the different cuts roughly in step with the decrease of the individual efficiencies. We use a total error of \( \pm 7\% \) for \( 0.1 < x_{D^*} < 0.2 \), and \( \pm 20\% \) for \( x_{D^*} < 0.1 \). Using Monte Carlo events, we have investigated a potential efficiency difference for finding D* mesons depending on whether they originate in \( Z^0 \to b\bar{b} \) or \( Z^0 \to c\bar{c} \) events. The differences observed are negligible.

The other source of systematic errors in the final yield of D* mesons is the determination of the background. Besides the statistical error on the background due to the finite number of events in the background sample, systematic differences between the estimators and the true background and possible biases in our fitting procedure introduce errors. We estimate these by repeating the analysis while using only one of the three different background samples. In addition we repeat the background subtraction method in Monte Carlo events. We find good agreement between the results of our fits and the actual number of background events in the Monte Carlo. We assign a relative systematic error of \( \pm 3\% \) to the background for \( x_{D^*} > 0.2 \), and \( \pm 5\% \) for the low \( x_{D^*} \), region, which covers the range of variation observed in the different comparisons described, and includes the effects of the limited statistics of the Monte Carlo event sample.

5 A Model Independent Investigation of the Processes c \( \rightarrow \) D* and b \( \rightarrow \) D*

The aim of the work presented in this section is an analysis of the production of D* mesons in decays of the \( Z^0 \) which is largely independent of any assumed model for fragmentation. There are three processes by which a D* meson may be produced at LEP: direct production from either a b or a c quark, and the production of D* mesons from a gluon splitting into a pair of heavy quarks. In this paper four different techniques are used to tag D* mesons from b decays:

- a method which uses leptons in the event to tag b decays;
- an artificial neural network, which uses several jet shape variables calculated in the most energetic jet which does not contain the D*, to tag b decays;
• a technique which looks at the separation of tracks from the $Z^0$ decay vertex in the thrust hemisphere opposite the $D^*$; and

• the reconstruction of the apparent decay length significance of the $D^0$ candidate in the $D^*$ candidate decay.

The number of $D^*$ candidates tagged as coming from a $b$ decay, $N_{b-tag}$, in a sample of $N_{cand}$ events, is given by

$$\frac{N_{b-tag}}{N_{cand}} = (1 - g_{BG}) \cdot [g_b \cdot P_b + g_c \cdot P_c + g_g \cdot P_g] + g_{BG} \cdot P_{BG},$$

where $g_{BG}$ is the fraction of the background candidates in the $D^*$ sample. The variables $g_b$, $g_c$, and $g_g$ are, respectively, the fractions of $D^*$ mesons produced from a primary $b$ quark, $c$ quark, and a gluon splitting into a pair of heavy quarks. By construction, these fractions satisfy the relation $g_b + g_c + g_g = 1$. The parameters $P_c$, $P_b$, and $P_g$ describe the probability that a $D^*$ from one of these classes will be tagged by the bottom-tagging methods, and $P_{BG}$ is the probability that a background $D^*$ candidate is tagged.

The tagging techniques distinguish between two classes of events, $b$-like and not $b$-like. The previous equation can be rewritten in terms of only two components by dividing the contribution from gluon splitting, $g_g \cdot P_g$, into $\alpha \cdot g_g \cdot P_b$ and $(1 - \alpha) \cdot g_g \cdot P_c$, where

$$\alpha = \frac{P_g - P_c}{P_b - P_c}.$$  

With this definition, the parameter $\alpha$ describes the effective fraction of gluon splitting events that are assigned to the $b$-sample as a result of the separation techniques. Defining effective fractions $f_b$ and $f_c$ as

$$f_b = g_b + \alpha \cdot g_g \quad \text{and} \quad f_c = g_c + (1 - \alpha) \cdot g_g,$$

with $f_b + f_c = 1$, equation 2 can be rewritten as

$$\frac{N_{b-tag}}{N_{cand}} = (1 - g_{BG}) \cdot [f_b \cdot P_b + (1 - f_b) \cdot P_c] + g_{BG} \cdot P_{BG}.$$  

From this $f_b$, the effective fraction of $b$-like events in the sample, is determined under the assumption, that $P_b$, $P_c$, $P_{BG}$ and $g_{BG}$ are known. To determine the fragmentation function this calculation is done for a series of bins in $x_{D^*}$.

### 5.1 High momentum leptons

Leptons with high $p$ and $p_t$ are a well established signature for $b$ decays. Here $p_t$ is the lepton momentum component transverse to the jet which contains it. We search for leptons in $D^*$ candidate events as a method to tag $b$ decays. Leptons found in the thrust hemisphere containing the $D^*$ (designated $D^*\ell$), and in the hemisphere not containing the $D^*$ (designated $D^*/\ell$) are used. A $b$-enriched sample of events is prepared by requiring

• $p^\ell > 2.0$ GeV/c and $p_t^\ell > 0.8$ GeV/c for electrons, and

• $p^{\mu} > 3.0$ GeV/c and $p_t^{\mu} > 0.8$ GeV/c for muons.
The methods used to identify the leptons are described in detail in [17, 18]. Background in the sample is reduced by allowing only certain charge combinations to be used:

- D*±ℓ− for events with D* and ℓ in the same hemisphere;
- D*±ℓ+ for events with D* and ℓ in opposite hemispheres.

In the second case the charge correlation is diluted due to B0̅B0 mixing. Most D* mesons are produced in decays of B3̅ mesons. This has been demonstrated to be a reasonable assumption at least in semileptonic decays, where only 16±16% [19, 20] are found to come from B+ mesons. To determine the mixing parameter in the D* hemisphere, χD*,h,em = 0.84 · χd, we use the world average value for xα = ΔmB̅0/TB̅0 = 0.71 ± 0.06 [1] and convert this into a value for the average mixing parameter χd = 0.168 ± 0.019. In the other hemisphere we use the average B mixing as determined by OPAL, since all types of B mesons contribute: χ = 0.143±0.022 ± 0.007 [22]. Thus the total probability that mixing has occurred and destroyed the charge correlation is given by:

\[
χ_D^*/ℓ = χ_{D*,h,em} \cdot (1 - χ) + χ \cdot (1 - χ_{D*,h,em}) = 0.244^{+0.031}_{-0.028},
\]

where the error quoted contains both the statistical and systematic errors.

The level of background in the sample is estimated by using the different D* background samples discussed above, combined with all possible charge combinations of the lepton candidate. Monte Carlo studies show that fake D* mesons are the dominant background source, justifying this method. We subtract the background after normalising it to the D* lepton sample in a sideband of 160 < ΔM < 200 MeV/c². After background subtraction we find 105 ± 13 D*ℓ candidates, and 61 ± 13 D*/ℓ candidates, over backgrounds of 27 ± 5 and 40 ± 6 events respectively. Most of the background is concentrated in the region xD* < 0.2, with 20 (22) background events found in this region alone.

The efficiency for finding a lepton in either hemisphere, including the semileptonic branching ratios, is determined from Monte Carlo to be

\[
ε_{D*ℓ} = (8.9 ± 0.4)\% \quad ε_{D*/ℓ} = (7.6 ± 0.4)\%.
\]

Monte Carlo studies have shown that apart from the small difference in overall efficiency no significant bias is introduced for the xD* distribution for events where the D* and the lepton are identified in the same jet. In Figure 2 we show the ΔM distributions for D*ℓ and D*/ℓ candidates, with the background distributions superimposed.

### 5.2 Jet shape variables

Due to the high b mass and the hard b fragmentation, the shapes of b jets are expected to be significantly different from those of u, d, s or c jets. This is used to construct a separation procedure based on a number of jet shape variables. To eliminate the bias caused by the presence of a D* meson in a jet, only jets not containing a D* candidate are used. We maximise the probability of tagging a quark, rather than a gluon jet, by using the most energetic jet which does not contain the D*.

Seven jet shape variables are calculated for this jet. A detailed description and discussion may be found in the appendix A. The variables are constructed to exploit the differences in mass and average energy between bottom and light quarks. Since the differences in the distributions
of these variables for $b\bar{b}$ and light quark events are small and highly correlated, we use an artificial neural network (ANN) [23] to separate the two event classes. A similar technique has been used in Reference [24].

The interpretation of the output of the network relies crucially on the understanding of the training and test samples used. We use a $b\bar{b}$-enriched selection of events from the data, and $c\bar{c}$ Monte Carlo events to train the network. In each case the samples are divided into two equally sized subsamples – one to train the network and the other to calculate the tagging efficiencies of the trained network. We select the $b\bar{b}$ events for training using identified leptons with high $p$ and $p_t$. A purity of 92.0% is achieved [17, 18] by requiring:

- $p^e > 2.0 \text{ GeV/c}$ and $p_t^e > 1.3 \text{ GeV/c}$ for electrons, and
- $p^\mu > 3.0 \text{ GeV/c}$ and $p_t^\mu > 1.5 \text{ GeV/c}$ for muons,

where $p_t$ is calculated with respect to the axis of the jet containing the lepton. The jet shape variables in the training sample are formed for the most energetic jet which does not contain the lepton. The $c\bar{c}$ training sample is generated using the JETSET7.3 Monte Carlo followed by the OPAL detector simulation. In the data the procedure of selecting those jets to calculate the jet shape variables which do not contain the $D^*$ and have the next highest energy, creates a mixture of highest- and second-highest energy jets. This mixture is reproduced in the training sample by appropriately selecting jets.

We divide the data into four samples of roughly equivalent size, characterised by the output of the ANN, from $b$-depleted to $b$-enriched. We determine the background in the samples from the wrong charge $D^*$ events. We do not use the reflected pion background, in order not to distort the jet shape variable distributions by changing the jet multiplicity. We normalise this background sample to the number of expected background events as measured in section 4.2 and given in table 1, and subtract it from the candidate sample. The fraction of $b$ events is determined using equation 5.

In Figure 3 the jet shape variables for the combined training and test samples are shown separately for $b\bar{b}$ and $c\bar{c}$ events. The corresponding distributions for the $D^*$ candidates are superimposed. The $b\bar{b}$ and $c\bar{c}$ events are weighted according to their normalisation measured with the ANN. Figure 4 shows a similar distribution for the output of the ANN. Reasonable agreement between data and Monte Carlo is seen. Possible differences are addressed as a systematic error.

### 5.3 Separating $b/c$ with Lifetime Information

The measurably long lifetimes of heavy hadrons, in particular those containing a $b$ quark, can be used to separate events according to their flavour. Since heavy hadrons are produced in pairs, normally both hemispheres in an event contain this information\(^4\). We take advantage of this and use two separation techniques in the two hemispheres.

In the hemisphere opposite the $D^*$ candidate, no attempt is made to reconstruct exclusively the heavy hadron or its decay products. Instead we calculate the forward multiplicity [25], essentially the number of tracks significantly separated from the primary vertex. For each track an impact parameter is calculated in the $r$-$\phi$ plane, defined as the distance of closest approach of the track to the primary vertex of the event. The axis of the jet containing the track in question is used to determine the sign of the impact parameter. The sign is set positive if

\(^{4}\)The hemispheres are defined using the thrust direction as discussed in Section 3.
the track crosses the jet axis in the same hemisphere in which the track is found, where the hemisphere is defined by the primary vertex and the thrust direction.

The number of tracks which are separated from the primary vertex by more than 2.5 times the combined track impact parameter and beam size errors is used as the flavour separation variable. An event is called tagged, if more than 2 tracks fulfill this condition. Contributions from other long lived particles are reduced by including only tracks with an absolute impact parameter of less than 3 mm. Tracks with an error larger than 1 mm are rejected.

To improve the resolution in the impact parameter we use only tracks from data collected in 1991 and 1992, after the silicon microvertex detector [7] became operational. However, no requirement is made on individual tracks to have silicon hits. The distribution of the forward multiplicity in the hemispheres opposite to the D* candidates is compared to the Monte Carlo prediction in Figure 5. The tagging efficiencies for b and c events are calculated from Monte Carlo events. Within the available statistics no correlation of efficiencies with \( x_{D^*} \) is found. We therefore calculate global efficiencies for \( b \) and for \( c \) events. The forward multiplicity distribution of the background is measured using events tagged as background with the methods described in Section 4.2, and subtracted from the sample.

The probability values found are \( P_{BG} = 0.280 \pm 0.006 \), \( P_b = 0.550 \pm 0.010 \) and \( P_c = 0.201 \pm 0.007 \), where these errors are statistical only. The fractions of \( b \)-events are calculated using equation 5.

In the second technique based upon lifetime information we reconstruct the distance between the primary event vertex and the decay vertex of the D^0 candidate. A similar technique has been used in Reference [26]. For \( b \) decays the measured distance is a convolution of that resulting from the B meson, and that from the D^0. In \( c \) decays, only the D^0 lifetime contributes. We analyse each \( x_{D^*} \) bin separately since a strong correlation exists between the measured decay length and the energy of the D^0.

The D^0 decay vertex is determined by finding the intersection of the two candidate D^0 tracks in the \( r-\phi \) plane. The decay length, \( d \), of this candidate vertex is calculated by taking the distance between this vertex and the primary event vertex, constrained by the direction of the jet containing the D^* candidate. We separate \( b \) from \( c \) events by using the decay length significance \( D = d/\sigma_d \), where \( \sigma_d \) is the error of the decay length. In Figure 6 the observed decay length significance distribution is shown. The same distribution from Monte Carlo is superimposed.

We determine the background in this distribution from data, by using the D^* background samples discussed in section 4.2. Monte Carlo studies have shown that all three background samples model the decay length significance distribution of the true D^* background very well. In a given \( x_{D^*} \) bin we take the decay length significance distribution of the background sample and normalise it to the total number of background events expected in this \( x_{D^*} \) bin. This normalised distribution is subtracted bin by bin from the candidate distribution, giving the distribution of true D^* mesons.

The Monte Carlo is used to calculate the probability for tagging a bottom decay for a given cut, in a particular \( x_{D^*} \) bin, and to calculate the contamination from charm events. The fraction of \( b \) events in this \( x_{D^*} \) bin can then be calculated using equation 5. We repeat the analysis for four different cuts in decay length significance, cutting at \( D = 4, 6, 8 \) and 10. The results are combined taking into account the correlations between the samples.
5.4 Systematic errors

A number of effects result in systematic errors on the fraction $f_L$ in each of the analyses. In this section we first discuss those errors correlated between at least two analyses, followed by a description of the uncorrelated ones.

The following errors are shared by all four techniques:

- **Background determination:** In all four cases the background is determined using the different background samples constructed in data and discussed above. The error assigned is found by comparing the results extracted from these different samples with each other, and by comparing the background samples with Monte Carlo samples.

- **Background flavour composition:** An incorrect flavour composition of the background samples compared to the true background can significantly distort the tagging efficiencies. We study these effects in Monte Carlo events.

- **Monte Carlo statistics:** All analyses use Monte Carlo events to calculate at least some of the tagging efficiencies. Since a large but finite Monte Carlo sample is used, we assign an error from this source to each analysis.

- **b/c fragmentation:** For most analyses, the calculation of tagging efficiencies depends to some extent on the fragmentation of $b$ and $c$ quarks used in the Monte Carlo. We change the fragmentation parameters for both $b$ and $c$ fragmentation functions, assuming a Peterson shape, within their measured values: $0.0038 < c_b < 0.0085$ [22], and $0.03 < c_c < 0.07$ [4, 27] respectively. The effects from this for the final analysis are small. The jet shape analysis is not sensitive to the $b$ fragmentation in the Monte Carlo, since data are used to train the net for $b$ recognition.

The following errors are shared only between two analyses.

- **Lepton identification:** Both the $D^* \ell$ and the jet shapes analyses use leptons to tag $b$ decays. We investigate the influence of the semileptonic decay branching ratio and lepton identification probabilities by varying them within their errors. We reweight the lepton $p$ and $p_t$ spectra with different models, as discussed in [22].

- **B hadron lifetimes:** The lifetime analyses are sensitive to the lifetimes of the $b$ and $c$ hadrons used in the Monte Carlo. The charmed hadron lifetimes are well measured, with small errors compared to the bottom hadron ones. We vary them within their experimental errors [1] and find minimal dependence. More importantly we vary the bottom hadron lifetimes. Tags using the hemisphere opposite to the $D^*$ are sensitive to the mixture of $B$ hadrons at LEP, for which the lifetime has been measured precisely: $1.537 \pm 0.021$ ps [1]. Those tags using the hemisphere containing the $D^*$ are mostly sensitive to the lifetime of neutral $B$ mesons. In order to be consistent with current measurements [1] we assume equal lifetimes for neutral and charged $B$ mesons, but assign a 10% error to this [29].

- **Detector resolution:** The lifetime analyses are sensitive to the resolution of the decay length reconstruction. We investigate effects of the detector resolution by varying the additional smearing added to $d_0$ and $\phi_0$ from an optimal value of 1.4 by $\pm 0.2$ (see Section 3). Also important for both analyses is the knowledge of the primary beam spot. We change both position and width by $\pm 1$ standard deviation, corresponding to a change of the nominal beam position by $25 \mu m$, and the assumed width by $10 \mu m$. 
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The following errors are unique for individual analyses:

- **Monte Carlo modelling of charm decays**: In the jet shape analysis we use the Monte Carlo to model the $c\bar{c}$ events used to train the network. Possible modelling problems are investigated by comparing a sample of multihadronic Monte Carlo events to an unbiased data sample. We compare the network output distributions of both samples and find the differences to be small. Under the assumption that all observed differences are due to the $c\bar{c}$ events we derive a set of correction factors for the network output distribution, which we translate into a variation of the corresponding identification probabilities. This error is the largest single systematic error in the jet shape analysis, reaching about half the size of the statistical error.

- **Detector response in cos $\theta$**: The detector response is different for central and for endcap events. The jet shape analysis is sensitive to this, since the events used to train the network are different from those to which it is eventually applied. If the cos $\theta$ distribution of the test and the candidate samples are different, a systematic errors arise. We estimate this by training the network separately for central and endcap events, comparing these results to those obtained by training the network on the combined sample, and assigning the difference as the systematic error.

- **Potential bias between the jet and the $D^*$**: The jet shape analysis relies on the assumption that the jet investigated is unbiased by the presence of a $D^*$ in the event. However, due to phase space effects a small correlation between both jets is expected. A Monte Carlo sample with 17000 $D^*$ events is divided into events with candidates with $x_{D^*} > 0.5$ and $x_{D^*} < 0.5$. For both subsamples the identification probabilities are calculated. The differences between these lead to differences in the b-fractions that are included as a systematic error.

- **$B^0\bar{B}^0$ mixing**: In the $D^*$ lepton analysis we need to correct the opposite side $D^*$ lepton sample for mixing in the neutral $B$ sector. We use the errors quoted above for the effective mixing to estimate its influence.

- **$B$ multiplicity**: The analysis using forward multiplicity in the opposite hemisphere is sensitive to the $B$ decay multiplicity in the Monte Carlo. This multiplicity has been measured in multihadronic $Z^0$ decays to be $5.5 \pm 0.5$ [30] and is allowed to vary within its experimental error.

### 5.5 Combined analysis

We combine the results from the four analyses by minimising the $\chi^2$

$$
\chi^2 = \Delta \vec{A}^T \cdot \mathbf{C}^{-1} \cdot \Delta \vec{A},
$$

where $\Delta \vec{A}$ is the vector

$$
\Delta \vec{A} = (f_{b,(1)} - f_b, f_{b,(2)} - f_b, f_{b,(3)} - f_b, f_{b,(4)} - f_b),
$$

and $f_b$ is the fraction of $D^*$ mesons from b -like decays for the combined result. The parameter $f_{b,(i)}$ is the measured fraction in analysis $i$, and $\mathbf{C}$ the covariance matrix. The latter is defined...
as

\[
C_{ii} = (\sigma_i^{\text{stat}})^2 + \sum_{n=1}^{N} (\sigma_i^{\text{nys}})^2 \\
C_{ij} = \sum_{n=1}^{N} p_{i,j,n} \cdot \sigma_{i,n}^{\text{nys}} \cdot \sigma_{j,n}^{\text{nys}} \quad i \neq j , \tag{8}
\]

where the indices \(i, j\) run over the four analyses combined, and \(n\) over the different systematic errors as listed in the previous sections. The factor \(p_{ij,n}\) describes the correlation between errors \(i\) and \(j\) for error \(n\). We have assumed \(p_{ij} = +1\) for all correlated errors. This combination is possible because the four methods are largely statistically uncorrelated, with each separation method relying on different observables in the event. Correlations in the systematic errors between the different \(x_D\), bins have been investigated and are found to have a negligible effect on the resulting combination.

The final results for the ratios \(f_b\) and \(f_c\) are given in Table 2. Also shown are the statistical errors, and the different systematic errors as discussed in the previous section. The ratio \(f_b\) is plotted in Figure 7, together with the results of the individual analyses. Good agreement between all four methods is observed. The \(\chi^2\) for the fit for all 10 ratios including systematic errors is 24.9 for 30 degrees of freedom.

In Table 3 and Figure 8 the differential yield of \(D^*\) mesons as a function of \(x_D\), is shown separately for \(b\bar{b}\) and \(c\bar{c}\) events.

6 Results

In this section, we use the full and the flavour separated \(D^*\) event samples to calculate the total production rate of \(D^*\) mesons in multihadronic events, and to investigate the properties of the production of \(D^*\) mesons in \(c\) and \(b\) decays.

6.1 Inclusive yield

From the results presented in Table 1 we determine the total yield of charged \(D^*\) mesons via the decay channel \(D^* \rightarrow D^0\pi, D^0 \rightarrow K\pi\). Since we measure \(D^*\) production from close to the production threshold at \(x_{D^*} \approx 0.04\) to \(x_{D^*} = 1\), we can simply calculate this from the total number of \(D^*\) mesons observed as given in table 1 and the efficiencies. We find

\[
\overline{n}_{Z^0-D^*X} \cdot B(D^* \rightarrow D^0\pi) \cdot B(D^0 \rightarrow K\pi) = (5.01 \pm 0.25 \pm 0.20) \cdot 10^{-3} ,
\]

where \(\overline{n}_{Z^0-D^*X}\) is the total inclusive yield of the sum of positively and negatively charged \(D^*\) mesons per hadronic \(Z^0\) decay. The first error quoted is the statistical error and the second the systematic error. The dominant contributions to the systematic errors are from detector effects as discussed above.

Dividing by the branching ratios \(B(D^* \rightarrow D^0\pi) = 0.681 \pm 0.013\) and \(B(D^0 \rightarrow K\pi) = 0.0401 \pm 0.0014\) [1] we find

\[
\overline{n}_{Z^0-D^*X} = 0.183 \pm 0.009 \pm 0.007 \pm 0.008 ,
\]

where the first error quoted is the statistical error, the second one is the systematic error, and the third is the error due to the \(D^*\) and \(D^0\) branching ratios used.
Table 2: Fraction of $D^*$ events from $b$ decays, $f_b$, along with the statistical and the systematic errors. Since $f_c = 1 - f_b$, the errors on $f_c$ are the same as those on $f_b$. The different systematic errors are discussed in detail in the text.
Table 3: Differential yields for D* mesons in b\overline{b} and c\overline{c} decays, normalised to the total number of multihadronic Z^0 decays, N_Z, as reconstructed using all four separation methods. The errors quoted are the statistical and the total systematic error, containing contributions from the separation methods, and from the total yield of D* mesons.

<table>
<thead>
<tr>
<th>x_{D^*}</th>
<th>\frac{(1000/N_Z)}{(dN_{b-D^<em>}/dx_{D^</em>})}</th>
<th>\frac{(1000/N_Z)}{(dN_{c-D^<em>}/dx_{D^</em>})}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>0.44 ± 1.08 ± 1.09</td>
<td>0.26 ± 0.70 ± 0.65</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>2.80 ± 0.91 ± 0.78</td>
<td>4.49 ± 1.11 ± 0.86</td>
</tr>
<tr>
<td>0.2-0.3</td>
<td>7.68 ± 0.82 ± 0.79</td>
<td>3.22 ± 0.63 ± 0.64</td>
</tr>
<tr>
<td>0.3-0.4</td>
<td>7.26 ± 0.72 ± 0.60</td>
<td>1.86 ± 0.53 ± 0.49</td>
</tr>
<tr>
<td>0.4-0.5</td>
<td>4.82 ± 0.54 ± 0.40</td>
<td>2.92 ± 0.47 ± 0.37</td>
</tr>
<tr>
<td>0.5-0.6</td>
<td>1.89 ± 0.34 ± 0.25</td>
<td>4.10 ± 0.42 ± 0.28</td>
</tr>
<tr>
<td>0.6-0.7</td>
<td>0.59 ± 0.22 ± 0.18</td>
<td>3.50 ± 0.34 ± 0.21</td>
</tr>
<tr>
<td>0.7-0.8</td>
<td>0.02 ± 0.14 ± 0.15</td>
<td>3.02 ± 0.31 ± 0.18</td>
</tr>
<tr>
<td>0.8-0.9</td>
<td>0.07 ± 0.10 ± 0.05</td>
<td>1.12 ± 0.19 ± 0.06</td>
</tr>
<tr>
<td>0.9-1.0</td>
<td>0.03 ± 0.03 ± 0.01</td>
<td>0.07 ± 0.04 ± 0.01</td>
</tr>
</tbody>
</table>

6.2 Flavour-dependent studies

We use the flavour separated D* samples discussed in Section 5 to study the production of charmed mesons in multihadronic decays of the Z^0. There are three main sources of charmed mesons in Z^0 decays: primary b events, primary c events, and gluons splitting into a pair of heavy quarks.

The least well investigated of these three processes is the splitting of gluons into heavy quarks. Improved calculations for the rate of gluon splitting in e^+e^- collisions have recently become available, using next to leading order logarithmic resummation techniques combined with the exact result to leading order [31]. In Table 4 results from calculations and Monte Carlo models for the multiplicity of the process g → c\overline{c} and g → b\overline{b} are summarised. The multiplicities, \tilde{n}_{g−c\overline{c}} and \tilde{n}_{g−b\overline{b}}., are defined as the number of c\overline{c} (b\overline{b}) pairs from gluon decay, in the process g → c\overline{c} (b\overline{b}), divided by the total number of hadronic Z^0 decays. Although different models differ significantly, all agree in the prediction that these processes are considerably suppressed due to the large mass scale at which the gluon needs to be created. The models also predict that the rate for gluon splitting into heavy quark pairs is independent of the flavour of the quark into which the Z^0 decayed, to the level of about 10%.

The flavour separation technique described in the previous section divides the D* sample into two fractions on a statistical basis, a c-like and a b-like one. The third component contributing to the signal, that from gluon splitting, is distributed between these two. From a study of a Monte Carlo sample produced using JETSET, we find that a fraction^{5} \alpha = 0.145 ± 0.075 of all D* mesons from gluon splitting events are attributed to the b-like sample. We have assigned a 50% error to this number to account for possible modelling problems in the Monte Carlo.

We determine the total yields of D* mesons in the three different production channels by a combination of fitting and counting techniques. Since most D* mesons produced from gluon splitting are detected in the c-like sample, the rates of D* mesons from g → Q\overline{Q} (where Q=c,b) and from primary charm are determined in a fit to the c-like sample. We use the JETSET

^{5} The parameter \alpha was defined in equation 3.
model to predict the shape of both the $Z^0 \rightarrow c\bar{c} \rightarrow D^*$ and the $g \rightarrow Q\bar{Q} \rightarrow D^*$ components. For brevity, these components will hereafter be referred to as “$c \rightarrow D^*$” and “$g \rightarrow D^*$”, respectively. The shape of the fragmentation function is described by a Peterson function [15] formulated in the variable $z = (E + p_T)_{\text{hadron}}/(E + p_T)_{\text{quarks}}$ with the momenta measured relative to the direction of the string in the model. The parameter of the fragmentation function is forced to be the same for the $c \rightarrow D^*$ and $g \rightarrow D^*$ processes. Since $z$ is not experimentally accessible, the JETSET Monte Carlo is used to do the conversion from the distribution in $z$ to one in $x_{D^*}$. For the shape of the gluon component we use a mixture of $g \rightarrow c\bar{c} \rightarrow D^*$ and $g \rightarrow b\bar{b} \rightarrow D^*$ events as predicted by JETSET, with a relative ratio given by the average in Table 4.

Using the definitions

$$F_{q\bar{q}} \equiv \Gamma(Z^0 \rightarrow q\bar{q})/\Gamma(Z^0 \rightarrow \text{hadrons})$$

$$P_q \equiv B(q \rightarrow D^*) \cdot B(D^* \rightarrow D^0\pi) \cdot B(D^0 \rightarrow K\pi)$$

for a quark of flavour $q$, we describe the observed spectrum $(1/N_{\text{had}} dN/dx)_c$ in $c$-like events by:

$$R_c(x_{D^*}) = 2 \cdot \{F_{c\bar{c}} \cdot P_c \cdot f_c(x_{D^*}, \langle x_{c-D^*} \rangle) + (1 - \alpha) \cdot F_{g-Q\bar{Q}} \cdot P_g \cdot f_g(x_{D^*})\},$$

where $f_c$ and $f_g$ are the normalised fragmentation functions for $c \rightarrow D^*$ and $g \rightarrow D^*$, respectively, $F_{g-Q\bar{Q}}$ is the fraction of $Z^0$ decays where a gluon splits into a pair of heavy quarks $Q$, $P_g$ is defined as in equation 10, but for quarks produced from gluon splitting, and $\alpha = 0.145 \pm 0.075$ has been defined above. We have assumed that threshold effects very close to the kinematic limit of $D^*$ production do not play a significant role, allowing us to define $P_c$, $P_g$ as independent of $x_{D^*}$. We find

$$F_{c\bar{c}} \cdot P_c = (1.006 \pm 0.055 \pm 0.061) \cdot 10^{-3}$$

$$\langle x_{c-D^*} \rangle = 0.515^{+0.008}_{-0.005} \pm 0.010$$

$$F_{g-Q\bar{Q}} \cdot P_g = (0.30 \pm 0.10 \pm 0.10) \cdot 10^{-3},$$

where both the statistical and systematic error (described in detail below) are given. The $\chi^2$ of the fit is 7.0 for 7 degrees of freedom. The correlation coefficients including systematic errors are listed in Table 5. The results are illustrated in Figure 9, where the yield from $c$-like

<table>
<thead>
<tr>
<th>Method</th>
<th>$\bar{n}_{g-c\bar{c}}$ (%)</th>
<th>$\bar{n}_{g-b\bar{b}}$ (%)</th>
<th>$r_{gb}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resummed + leading order</td>
<td>1.35</td>
<td>0.177</td>
<td>0.116</td>
</tr>
<tr>
<td>Leading order</td>
<td>0.607</td>
<td>0.100</td>
<td></td>
</tr>
<tr>
<td>HERWIG [52]</td>
<td>0.923±0.005</td>
<td>0.227±0.001</td>
<td>0.197</td>
</tr>
<tr>
<td>JETSET [13]</td>
<td>1.701±0.013</td>
<td>0.160±0.004</td>
<td>0.086</td>
</tr>
<tr>
<td>ARIADNE [35]</td>
<td>2.177±0.015</td>
<td>0.326±0.006</td>
<td>0.130</td>
</tr>
<tr>
<td>average</td>
<td></td>
<td></td>
<td>0.132±0.047</td>
</tr>
</tbody>
</table>

Table 4: The multiplicity of $c\bar{c}$, $b\bar{b}$ pairs in $Z^0$ decays due to gluon splitting ($\bar{n}_{g-c\bar{c}}$, $\bar{n}_{g-b\bar{b}}$) as predicted in different calculations and models. The errors shown are purely due to Monte Carlo statistics (from Reference [31]). In the last column the ratio $r_{gb} = \bar{n}_{g-b\bar{b}}/\bar{n}_{g-c\bar{c}}$ is given, together with the average. The second value is not included in the average since it is included in the first. The error quoted is the standard deviation of the five values.
events is shown as a function of $x_{D^*}$, with the result from the fit for the different components superimposed.

Similarly the total yield of $D^*$ mesons in b-like events is described by

$$R_b(x_{D^*}) = 2 \cdot \{ F_{b^*} \cdot R_b(x_{D^*}, \langle x_{D^*} \rangle) + \alpha \cdot F_{g-q\bar{q}} \cdot P_g \cdot f_g(x_{D^*}) \}.$$  \hspace{1cm} (13)

To be independent of any specific B-hadron decay model used we do not assume any shape for the $b \to D^*$ fragmentation function, but simply sum the $x$-dependent yields given in Table 3 for the b-like sample. We use the results for $F_{g-q\bar{q}} \cdot P_g$ from the fit to the c-like sample and obtain:

$$F_{b^*} \cdot P_b = (1.24 \pm 0.10 \pm 0.09) \cdot 10^{-3}. \hspace{1cm} (14)$$

The error is larger than the error on the $D^*$ yield in charm events, because no particular fragmentation model has been assumed for the calculation.

It should be pointed out that contrary to other analyses [24, 26], we quote a number for $\langle x_{c-D^*} \rangle$ and for both the b and the c yield without any contribution from $g \to D^*$. In particular our number for $\langle x_{c-D^*} \rangle$ cannot be directly compared to numbers quoted in these references. Monte Carlo studies indicate that the difference in the treatment of the gluon component may shift $\langle x_{D^*} \rangle$ by as much as 0.015, increasing the values quoted in [24, 26], when only primary $c \to D^*$ decays are considered.

The systematic errors, which are listed in Table 6, include the effects of errors from the b/c separation procedures, errors in the $D^*$ reconstruction, and additional errors which are caused by the above fit having to assume specific functional forms for the c $\to D^*$ fragmentation function and for the $g \to c\bar{c}$ spectrum. In particular the errors considered are the following:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$F_{c\bar{c}} \cdot P_c$</th>
<th>$\langle x_{c-D^*} \rangle$</th>
<th>$F_{g-q\bar{q}} \cdot P_g$</th>
<th>$F_{c\bar{c}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{c\bar{c}} \cdot P_c$</td>
<td>1.00</td>
<td>0.26</td>
<td>-0.23</td>
<td></td>
</tr>
<tr>
<td>$\langle x_{c-D^*} \rangle$</td>
<td>1.00</td>
<td>1.00</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>$\bar{n}_{g-D^*X}$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Correlation coefficients for the fit to the $c \to D^*$ spectrum, including statistical and systematic errors.

<table>
<thead>
<tr>
<th>Systematic error</th>
<th>$F_{c\bar{c}} \cdot P_c$</th>
<th>$\langle x_{c-D^*} \rangle$</th>
<th>$F_{g-q\bar{q}} \cdot P_g$</th>
<th>$F_{c\bar{c}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D$^*$ reconstruction</td>
<td>0.015</td>
<td>0.002</td>
<td>0.05</td>
<td>0.002</td>
</tr>
<tr>
<td>b/c separation</td>
<td>0.027</td>
<td>0.005</td>
<td>0.08</td>
<td>0.004</td>
</tr>
<tr>
<td>fragmentation model</td>
<td>0.016</td>
<td>0.008</td>
<td>0.03</td>
<td>0.007</td>
</tr>
<tr>
<td>$g \to c\bar{c}$ model</td>
<td>0.025</td>
<td>0.004</td>
<td>0.03</td>
<td>0.004</td>
</tr>
<tr>
<td>$g \to c\bar{c}$ in b sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total systematic error</td>
<td>0.061</td>
<td>0.010</td>
<td>0.10</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Table 6: Systematic errors from the fit to the $x_{D^*}$ distribution of the c-like sample. The entry ‘D$^*$ reconstruction’ corresponds to the systematic error due to the D$^*$ efficiency and background determination of sections 4.2 and 4.3. The entry ‘b/c separation’ refers to the systematic errors related to the determination of $f_b$ (see Table 2).
• We have repeated the analysis with four different models for the shape of the \( c \to D^* \) fragmentation function: Peterson [15], Collins and Spiller [32], Lund symmetric [33], and Kartvelishvili [34] (for a more detailed description of these models see Section 6.3). The uncertainty due to fragmentation modelling is estimated as the standard deviation of the results obtained with the different models.

For the mean scaled energy, \( \langle x_{c-D^*} \rangle \), we have checked this error by determining the weighted average in the region \( x_{D^*} > 0.2 \), where there is much less sensitivity to gluon splitting, according to

\[
\langle x_{c-D^*} \rangle = \frac{\sum N_{D^*,i} \cdot f_{c,i} \cdot x_i}{\sum N_{D^*,i} \cdot f_{c,i}} \quad \text{ (for } x_{D^*} > 0.2),
\]

where \( N_{D^*,i} \) is the number of candidates in bin \( i \) of \( x_{D^*} \), as given in Table 1 and \( f_{c,i} \) is the fraction of \( D^* \) from \( c \) decays in that bin (see Table 2). We find \( \langle x_{c-D^*} \rangle = 0.542 \pm 0.016 \pm 0.015 \). This result agrees well with that determined with the fit, where we find a mean scaled energy of \( 0.547 \pm 0.008 \pm 0.008 \) for \( x_{D^*} > 0.2 \).

A similar check is performed for the yield, \( F_{c\bar{c}} \cdot P_c \), for \( x_{D^*} > 0.2 \). In this case, we have recalculated the yield simply by summing the bins in this range of \( x_{D^*} \), after subtracting the measured component from gluon splitting. This is compared to the result of repeating the fit (with a gluon splitting contribution fixed to the result found with the nominal fit) over this same range. We find from the fit a value of \( F_{c\bar{c}} \cdot P_c = (0.94 \pm 0.07) \cdot 10^{-3} \), and from counting \( F_{c\bar{c}} \cdot P_c = (0.91 \pm 0.08) \cdot 10^{-3} \) for \( x_{D^*} > 0.2 \), in very good agreement.

• We used the Monte Carlo models ARIADNE [35] and JETSET to investigate the dependence on the shape of the \( g \to c\bar{c} \) spectrum. The difference between the fit results when these two models are used is taken as the systematic error.

• The result for the gluon yield is sensitive to the leakage \( \alpha \) of \( g \to D^* \) candidates into the \( b\)-like sample. The correction for this leakage is based on a Monte Carlo simulation. The error assigned is 50% of the correction and includes both a statistical error due to the finite size of the Monte Carlo sample used, and a systematic error from uncertainties in the modelling of \( g \to c\bar{c} \) in the Monte Carlo.

\subsection{The Partial Width \( \Gamma_{c\bar{c}}/\Gamma_{had} \)}

We convert the production rate for \( D^* \) mesons from primary \( c\bar{c} \) into the partial width, \( \Gamma_{c\bar{c}}/\Gamma_{had} \), by dividing by the product branching ratio \( P_c \). No published measurement of the latter quantity exists for LEP energies. We therefore use an average of measurements at energies of 10.5 GeV [36] and around 30 GeV [37, 38, 39], similar to the procedure followed in Reference [4]. The experiments at these lower energies quote directly the product branching ratio \( P_c \), making the calculation independent of the value and error of the individual branching ratios \( B(D^* \to D^0 \pi) \) and \( B(D^0 \to K\pi) \). The validity of this procedure depends on the assumption that the sources of \( D^* \) mesons in charm decays are the same at LEP energies as they are at lower energies. This assumption is supported by Monte Carlo studies and is consistent with the measured \( D^* \) yields at energies around 10 and 30 GeV. A possible source for a difference could be a change in the relative production of \( D^* \) mesons from excited \( D \) states. However, the assumption that no significant differences exist is supported by experiment, where for instance, the fraction of the \( D^* \) sample due to \( D^{**} \to D^*X \) decays has been measured to be \( 21 \pm 8\% \) at
10 GeV [40] and 18 ± 5% at $Z^0$ energies [24]. We obtain $P_c = (7.1 \pm 0.5) \times 10^{-3}$, where the error quoted contains the statistical and systematic error of the measurement. This yields:

$$\frac{\Gamma(Z^0 \rightarrow c\bar{c})}{\Gamma(Z^0 \rightarrow \text{hadrons})} = 0.142 \pm 0.008 \pm 0.009 \pm 0.011.$$ 

The errors quoted are the statistical error, the systematic error from this analysis, and a systematic error due to the uncertainty in the branching ratios used to extract the result. This result is 1.7 standard deviations below the expectation in the Standard Model of $F_{c\pi} = 0.171$ [41] with the largest uncertainty from the use of lower energy measurements.

Alternatively we calculate the relative production rate of $D^*$ events in $c$ decays to that in $b$ decays, using predictions in the Standard Model for $F_{b\pi} = 0.216$ and $F_{c\pi} = 0.171$ [41]. We find

$$\frac{B(c \rightarrow D^*)}{B(b \rightarrow D^*)} = 1.03 \pm 0.11 \pm 0.10,$$

which can be compared to $B(c \rightarrow D^*)/B(b \rightarrow D^*) = 1.36 \pm 0.20$ as derived from published values for the individual branching ratios\(^6\). Good agreement is observed with recent LEP measurements [24, 26].

### 6.2.2 Gluon splitting

The differential yield of $D^*$ mesons in the $c$-tagged sample is shown in Figure 9(b), together with the component from primary quark production and from gluon splitting. In Figure 9(a) the $\chi^2$ contour for the fit in the $\langle x_{c-D^*} \rangle$ versus $F_{g-QQ} \cdot P_g$ plane is displayed. If we repeat the fit with the gluon component set to zero, the $\chi^2$ increases from 7.0 for 7 degrees of freedom to 11.2 for 8 degrees of freedom (including the systematic errors).

To calculate the multiplicity of $g \rightarrow c\bar{c}$ events in hadronic $Z^0$ events, $\bar{n}_{g-c\bar{c}}$, from the results of this fit, we have first to subtract from the measured $g \rightarrow D^*$ yield the contribution from $g \rightarrow b\bar{b}$ events. Using the measured ratio $B(c \rightarrow D^*)/B(b \rightarrow D^*) = 1.03 \pm 0.11 \pm 0.10$, we assign (13.0 ± 6.2)% (see Table 4) of all gluons as coming from a $g \rightarrow b\bar{b}$ event and subtract them from the gluon yield. We then calculate the multiplicity of $g \rightarrow c\bar{c}$ events in hadronic $Z^0$ decays, $\bar{n}_{g-c\bar{c}}$, by dividing the corrected result of the fit for $F_{g-QQ} \cdot P_g$ by our measurement for $F_{c\pi} \cdot P_c$ and multiplying with the Standard Model prediction $F_{c\pi} = 0.171$. This calculation depends on the assumption that the product branching ratio $P_c$ is equal for directly produced charm quarks and for charm quarks produced in gluon splitting: $P_g = P_c$. This is expected to be at least approximately true. In addition the potentially competing process, the production of $c\bar{c}$ bound states from gluon splitting, is colour suppressed. The cross section of this process has been calculated theoretically to be about a factor of 100 lower than open charm production [43]. Thus, we find

$$\bar{n}_{g-c\bar{c}} = 0.044 \pm 0.014 \pm 0.015.$$

Our data therefore seem to favour the inclusion of a non zero component of $g \rightarrow D^*$, representing the first experimental signs of this process in $e^+e^-$ collisions. The result is consistent with the

\(^6\)These values have been calculated for $M_{top} = 170$ GeV and $M_{higgs} = 300$ GeV.

\(^7\)We determine $B(b \rightarrow D^*\pi)$ by assuming that (80 ± 5)% of $b$ quarks produce $B^+$ or $B^0$ mesons and using an average of the published values for $B(B \rightarrow D^*\pi) = (23.8 \pm 4.1)%$ [42].

Note that we do not use the PDG value since a slight inconsistency was found in its derivation. The value of $B(c \rightarrow D^*\pi)$ is calculated from the above quoted $P_c$, after correcting for the branching ratios $B(D^+ \rightarrow D^*(\pi)) = 0.681 \pm 0.013$ and $B(D^0 \rightarrow K\pi) = 0.0401 \pm 0.0014$ (see above). Using these numbers we obtain the quoted value for $B(c \rightarrow D^*)/B(b \rightarrow D^*) = 1.36 \pm 0.20$. 
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theoretically expected rates (see Table 4) although somewhat higher. More data and additional studies are needed to further establish this result.

6.3 Comparison with Models of Fragmentation Functions

Monte Carlo programs model the fragmentation of quarks and gluons to observable particles and their subsequent decay into more stable hadrons. Whereas models based on perturbative QCD calculations are used to simulate processes like hard gluon radiation, only phenomenological models exist to describe the hadronisation process. We model the final energy yield of the various hadrons produced by implementing an analytical fragmentation function into the Monte Carlo generator and tuning it to what is being measured experimentally. We test various fragmentations functions in conjunction with the parton shower model of JETSET 7.3. While in Section 6 we have treated the dependence of our results on fragmentation models as a systematic error, we now try to use our results to distinguish between them.

The measured $x_D$ distribution from charm is fitted with the predictions obtained from different fragmentation models. The fit employed is the same as described in section 6, except that we do not include the contribution from gluon splitting in the fit, but subtract it from the $c$-like spectrum. The fit is done only for the seven highest bins in $x_D$, starting at $x_D = 0.3$ to minimise the influence of events from gluon splitting.

The models used are

- Peterson: [15] $f(z) \propto \left[ z \left( 1 - \frac{1}{z} - \frac{\epsilon_Q}{(1-z)} \right)^2 \right]^{-1}$

- Collins and Spiller: [32] $f(z) \propto \left[ \frac{[(1-z)/z]}{(1 - \frac{1}{z} - \frac{\epsilon_Q}{(1-z)})^2} + \frac{[2-2z]}{2\epsilon_Q} (1 + z^2) \right]$

- Lund symmetric: [33] $f(z) \propto z^a \exp\left(-m_T^2/z\right)$

- Kartvelishvili: [34] $f(z) \propto z^\alpha (1 - z)$

The JETSET 7.3 Monte Carlo is used to convert these distributions into spectra in $x_D$. The scale parameter used is $\Lambda_{\text{JETSET}} = 320$ MeV. The values of the minimal $\chi^2$ from the fits and the corresponding parameters of the functions are listed in Table 7. The errors quoted are statistical and systematic. The systematic error is evaluated by varying the measured points within their systematic errors and repeating the analysis.

These results indicate that the Peterson and the Lund fragmentation schemes are favoured by our data, though the statistics are not sufficient to exclude the other models. It should be noted that the parameters found for the Lund model are significantly different from those determined from a global event analysis using events from all five flavours [14]. In Figure 10, we show the $x_D$ distributions for the best fit of the different fragmentation functions, with the measured points superimposed, and the $\chi^2$ between the measured points and the different models.
7 Study of Scaling Violations

Scaling violations, i.e., changes in the scaled energy spectrum as a function of the centre-of-mass energy, $E_{cm}$, are an interesting test of QCD [44]. Because of the increased phase space for gluon emission with increased $E_{cm}$, quarks and gluons tend to attain a smaller fraction of the total energy available, resulting in smaller scaled energy of the observed hadrons. Since the amount of gluon radiation depends on the QCD scale parameter $\Lambda_{QCD}$, scaling violations allow, in principle, this quantity to be measured. There is, however, another reason for a softening of the scaled energy with increasing $E_{cm}$, simply from threshold effects. For example, at $E_{cm} = 10$ GeV the minimum $x_D = 2m_D/E_{cm} \sim 0.4$, whereas at 91 GeV this falls to about 0.04.

For inclusive hadron production, scaling violations have been analysed between $E_{cm} \sim 30$ and 91 GeV [45]. In this case the evolution of both gluons and quarks contribute to the decrease of the average scaled energy. In this paper we will compare the measurement of $c \rightarrow D^*$ at $Z^0$ energies to those at lower energies at DORIS [46], PEP [39, 47, 48] and PETRA [38, 49]. All measurements are expected to be dominated by contributions from $c \rightarrow D^*$, with effects from gluon splitting into a $c\bar{c}$ pair being very small. A measurement of the scaling violation for charm production is therefore sensitive to the quark evolution with $E_{cm}$ and provides a probe of parton evolution complementary to the measurements using inclusive hadron spectra.

One experimental problem in performing such an analysis is the low statistics of $D^*$ production at lower energies. Instead of comparing the fragmentation functions themselves, we therefore restrict the analysis to the average scaled energies $\langle x_{c-D^*} \rangle$. To allow for a meaningful comparison of the results we corrected the measurements at lower energies for several effects:

- initial state radiation: the JETSET 7.3 Monte Carlo is used to remove the smearing in the effective centre of mass energy due to initial state radiation. This correction has been applied to the results in references [38, 39, 46, 47, 49];
- losses due to cuts in the $D^*$ energy: some of the measurements at lower centre of mass did not extrapolate beyond some minimum $x_{D^*}$ cut in forming their average. The QCD shower model JETSET was used to do this correction to the results given in references [49];
- bottom contributions to the $D^*$ spectrum: similarly no attempt was made to remove the $b \rightarrow D^*$ contribution in references [39, 49]. This correction is also applied on the basis of studies with the JETSET model.

The corresponding corrections are typically +0.04 for the initial state radiation effects and, for some experiments, +0.05 to account for the extrapolation. Uncertainties in these corrections

<table>
<thead>
<tr>
<th>Function</th>
<th>Fitted Parameter</th>
<th>$\chi^2$</th>
<th>prob. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peterson</td>
<td>$c_c$</td>
<td>0.035 ± 0.007 ± 0.006</td>
<td>5.2</td>
</tr>
<tr>
<td>Lund</td>
<td>$a$</td>
<td>1.95 ±0.53 ± 0.08</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>$b$</td>
<td>1.58 ±0.64 ± 0.06</td>
<td>3.4</td>
</tr>
<tr>
<td>Collins and Spiller</td>
<td>$c_c$</td>
<td>0.065 ±0.020 ± 0.006</td>
<td>12.1</td>
</tr>
<tr>
<td>Kartvelishvili</td>
<td>$\alpha_c$</td>
<td>4.2 ± 0.5 ± 0.4</td>
<td>11.5</td>
</tr>
</tbody>
</table>

Table 7: Minimal $\chi^2$ and the corresponding parameters of the functions for the comparison of the measured $x_{c-D^*}$ distribution with different fragmentation models. The errors quoted are the statistical and systematic errors. In the last column the probability corresponding to the listed $\chi^2$ for six (five for Lund) degrees of freedom is shown.
are treated as systematic errors in the final values for $\langle x_{c-D^*} \rangle$. The dependence of $\langle x_{c-D^*} \rangle$ on the centre of mass energy is shown in Figure 11. We find the average scaled energy to be lower by about 30% at 91 GeV compared with the lowest energy measurements, indicating scaling violations.

These measurements can now be used to study the QCD scale parameter, $\Lambda_{QCD}$. Since this determination is sensitive to a special subprocess of the parton evolution, it provides a consistency check of QCD calculations. The principle of the method is to apply a perturbative QCD calculation which is valid down to a certain mass cut-off, and then to assume hadronisation properties below this cut-off which are independent of the centre of mass energy. A meaningful study of scaling violations can then be performed using measurements at centre of mass energies that are significantly larger than this cut-off. To reproduce measurements at $Z^0$ energies, the cut-off used in $\mathcal{O}(\alpha_s^2)$ matrix element calculations must be rather high, $\sim 15-20$ GeV (see, for example, reference [50]). This implies that measurements at $E_{cm} = 10$ GeV/c$^2$ cannot be used. This reduces the lever arm for the $\Lambda_{\overline{MS}}$ determination significantly and little sensitivity can be obtained. QCD shower models, based on the leading log approximation, use cut-offs of $\sim 1$ GeV/c$^2$. They therefore allow a reasonably precise determination of the QCD scale parameter. However, since these results depend on model assumptions, they are specific to the model used. We refer to the corresponding values as ‘$\Lambda_{MODEL}$’.

In a first step we compare the measurements to the QCD shower model JETSET 7.3. In Figure 11 the expected energy dependence is shown for values of $\Lambda_{JETSET}$ between 0 GeV and 1 GeV. For this analysis we use a Peterson fragmentation function within JETSET and tune the parameter $c_e$ to give $\langle x_{c-D^*} \rangle = 0.515$ for $E_{cm} = M_{D^*}$. The $c_e$ parameter varies between 0.2 and 2.10$^{-5}$ for this range of $\Lambda_{JETSET}$. As expected, the energy variation increases with increasing $\Lambda_{JETSET}$. Even at $\Lambda_{JETSET} = 0$ GeV/c$^2$ a significant variation of $\langle x_{c-D^*} \rangle$ with energy is observed, illustrating the above mentioned threshold effects.

A fit to the measurements yields $\Lambda_{JETSET} = 180^{+200}_{-90}$ MeV with a $\chi^2$ of 4.0 for 2 degrees of freedom. This value is in agreement with $\Lambda_{JETSET} = 310^{+30}_{-20}$ MeV obtained by fitting the event properties at the fixed centre of mass energy of 91.2 GeV [51]. The error on the measured value includes the statistical error at 91.2 GeV.

We repeat the analysis using the ARIADNE model [35]. We obtain $\Lambda_{ARIADNE} = 150^{+80}_{-70}$ MeV. This value is again consistent with the 200$\pm$20 MeV obtained by fitting event properties at $E_{cm} = 91.2$ GeV [14]. The $\chi^2$ is 3.2 for 2 degrees of freedom in this case.

These determinations of $\Lambda_{MODEL}$, while statistically not competitive with the determination from inclusive event shapes, can be interpreted as consistency checks of QCD, indicating that the models JETSET and ARIADNE describe this special process with the same parameters as obtained from much more inclusive measurements.

A study of scaling violations of $c \rightarrow D^*$ production in the HERWIG model is hampered by its rather inflexible hadronisation scheme which makes it difficult to tune the mean scaled energy to the value observed in this analysis. Using the model parameters optimised to describe the OPAL measurements of event shapes [52], we find the HERWIG prediction to be $\langle x_{D^*} \rangle = 0.487$ at $E_{cm} = 91.16$ GeV/c$^2$. The energy variation of $\langle x_{D^*} \rangle$ between $E_{cm} = 10$ and $E_{cm} = 91.16$ GeV/c$^2$ as predicted by HERWIG is less than the one actually observed, leading to a $\chi^2$ of 11.1 for two degrees of freedom.

---

For technical reasons $\Lambda$ was not set exactly to zero, but a value $\Lambda_{JETSET} = 0.005$ GeV was used.
8 Conclusions

We have studied the production of D* mesons in Z⁰ decays, based on a sample of 1969 fully reconstructed events. We identify Z⁰ → b b̅ decays in the sample using a number of b tagging methods.

We have measured the total multiplicity of charged D* mesons in multihadronic decays of the Z⁰ to be

$$\bar{n}_{Z^0 \to D^*} = 0.183 \pm 0.009 \pm 0.007 \pm 0.008 \ .$$

Here the first error quoted is the statistical error, the second one the systematic error of this analysis, and the third error due to the uncertainty in the branching ratios $B(D^* \to D^0 \pi)$ and $B(D^0 \to K\pi)$. For this measurement we have summed over both charged states of the D* meson.

Using the flavour separation methods we have investigated the scaled energy spectra of D* mesons in primary b and c decays and from gluon splitting. We find the product branching ratios for the production of D* mesons in c c̅ and b b̅ events and their subsequent decay D* → D^0, D^0 → K\pi to be

$$\Gamma_{cb}/\Gamma_{had} \cdot B(b \to D^*) \cdot B(D^* \to D^0 \pi) \cdot B(D^0 \to K\pi) = (1.24 \pm 0.10 \pm 0.09) \cdot 10^{-3}$$

$$\Gamma_{cc}/\Gamma_{had} \cdot B(c \to D^*) \cdot B(D^* \to D^0 \pi) \cdot B(D^0 \to K\pi) = (1.006 \pm 0.055 \pm 0.061) \cdot 10^{-3}$$

where $\Gamma_{q\bar{q}}/\Gamma_{had} \equiv \Gamma(Z^0 \to q\bar{q})/\Gamma(Z^0 \to \text{hadrons})$. From these measurements we find the partial width for a Z⁰ into c c̅ to be

$$\frac{\Gamma(Z^0 \to c\bar{c})}{\Gamma(Z^0 \to \text{hadrons})} = 0.142 \pm 0.008 \pm 0.009 \pm 0.011 \ ,$$

where the last error quoted is due to the branching ratios used. Alternatively, using the Standard Model predictions for $\Gamma_{cb}/\Gamma_{had}$ and $\Gamma_{cc}/\Gamma_{had}$, we find the production rate for D* mesons in c decays relative to that in b decays to be

$$\frac{B(c \to D^*)}{B(b \to D^*)} = 1.03 \pm 0.11 \pm 0.10 \ .$$

We find indications that the process g → c c̅ → D* contributes to our sample and measure the multiplicity of such events in multihadronic decays of the Z⁰ to be

$$\bar{n}(g \to c\bar{c}) = 0.044 \pm 0.014 \pm 0.015 \ ,$$

assuming the Standard Model prediction for $\Gamma_{cc}/\Gamma_{had}$. This result is consistent with theoretical expectations. The errors quoted are the statistical and the systematic error.

The mean scaled energy of D* mesons in c c̅ decays is measured to be

$$\langle x_{D^*} \rangle = 0.515^{+0.008}_{-0.005} \pm 0.010 \ .$$

The error quoted includes a component to take possible model dependencies of this measurement into account.

Comparing the measured $x_{D^*}$ spectrum to different analytical fragmentation functions we find that the Lund and the Peterson fragmentation functions are favoured compared to the other models.
Evidence for scaling violations is observed by comparing our measured \( \langle x_{c-D^*} \rangle \) with that found at lower energies. The values of the QCD scale parameter \( \Lambda \) derived from these scaling violations for the JETSET and ARIADNE models are found to be in good agreement with those obtained from measurements of the event shapes at \( Z^0 \) energies.
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Appendix A: The Neural Network Technique

In this Appendix we briefly introduce the variables used in the artificial neural network (ANN) presented in Section 5.2. They are similar to those used in another analysis [24]. For training and implementation of the network we have used the program JETNET described in [53]. In general these variables are constructed to maximise the information contained in the different mass and fragmentation hardness of b jets compared to those from lighter flavours. Charged tracks and unassociated clusters are used to calculate the following seven jet shape variables:

- $B_{\text{jet}}$: The boosted sphericity of the jet. The particles of a jet are boosted in the direction opposite to the jet momentum vector with $\beta = 0.95$, corresponding to a boost into the rest frame of a mean b jet. The sphericity [14] of the jet is calculated in this new frame.

- $(p_{t,tot})^2$: The sum of the square of the transverse momenta of all particles belonging to the jet,

\[
(p_{t,tot})^2 = \sum_i p_{ti}^2,
\]

where $i$ runs over all particles in the jet.

- $p^l_i$: The longitudinal momentum of the leading particle with respect to the jet axis, where the leading particle is defined as the most energetic particle of the jet.

- $p^t_i$: The transverse momentum of the leading particle with respect to the jet axis.

- $p_{\text{norm}}^l$: The normalised product of the sum of the transverse momenta and the sum of longitudinal momenta of all particles of the jet,

\[
p_{\text{norm}}^l = \frac{\sum_i p_{ti} \cdot \sum_i p_{li}}{\sum_i p_{ti}^2},
\]

where $i$ runs over all particles of the jet.

- $D_{123}$: The directed sphericity formed by the three most energetic particles of the jet,

\[
D_{123} = \frac{\sum_{i=1}^3 \tilde{p}_i^2}{\sum_{i=1}^3 \tilde{p}_i^2},
\]

where $\tilde{p}_i$ refers to the momentum of particle $i$ in the rest frame of the three most energetic particles, and $\tilde{p}_{t,i}$ is the transverse momentum calculated with respect to the jet axis in the laboratory frame. The index $i$ runs over the three most energetic particles of the jet.

- $M_{123}$: The invariant mass of the three most energetic particles of the jet.

We use an ANN of the feed forward type, trained with the back-propagation algorithm [23], to separate $b\bar{b}$ events from others. The ANN consists of three layers with seven inputs, seven nodes in the hidden layer and one output node. After the training procedure described in the text, which relies on data for training in $b\bar{b}$ events, we achieve a performance of the net of 65.2%. The performance is defined as the ratio of correctly identified $b\bar{b}$ or $c\bar{c}$ events to all events in a sample of events consisting of 50% $c\bar{c}$ events and 50% $b\bar{b}$ events.
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Figure 1: The distributions of the difference of the invariant mass between the D* candidate and the D^0 candidate, in four ranges of x_{D*}. The line histograms show the signal sample, and the points show the distributions of the background estimator obtained from wrong charge, reflected pion and reflected pion wrong charge combinations (see text for further explanations).
Figure 2: The distribution of the difference of the invariant mass between the D* candidate and the D⁰ candidate, after having applied the $M_{D^0}$ cut, for the D*ℓ and D*/ℓ candidate samples. The line histograms show the signal sample, and the points show the distribution of the background estimator obtained from wrong charge, reflected pion and reflected pion wrong charge combinations, with leptons of all charge.
Figure 3: The distributions of the seven jet shape variables used as an input for the neural network. Shown are the D* candidates (points with error bars), the $b\bar{b}$ training and test events (dashed line), and the $c\bar{c}$ training and test events (dotted line). In each case the full histogram is the sum of the $b\bar{b}$ and the $c\bar{c}$ training and test events, with the distribution to unit area. The contributions of the $b\bar{b}$ and $c\bar{c}$ events are weighted according to their normalisation measured with the ANN.
Figure 4: The normalised distribution of the neural network output for the D* candidates (points with error bars), for the b$\bar{b}$ training and test events (dashed line), and for the c$\bar{c}$ training and test events (dotted line). The full histogram is the sum of the b$\bar{b}$ and the c$\bar{c}$ training and test events. The contributions of the b$\bar{b}$ and c$\bar{c}$ events are weighted according to their normalisation measured with the ANN.
Figure 5: The forward multiplicity distributions for the data (points with error bars) are shown along with the expectation. The expected forward multiplicity spectrum is calculated as the sum of the background (BG) as estimated from the data, and the Monte Carlo $b \rightarrow D^*$ and $c \rightarrow D^*$ contributions fixed to the levels found using the forward multiplicity separation only. In the upper plot, the dotted lines are the errors on the expected distribution, due primarily to the background statistics. The lower plot shows the expected contribution from each of the three distinct sources.
Figure 6: The distribution of decay length significance, $D$, for $D^*$ candidates. The points are data, and the line histogram is Monte Carlo. The hatched histogram is the contribution from $b$-quarks as predicted by the Monte Carlo normalised according to the result of the analysis.
Figure 7: The reconstructed fraction, $f_b$, of $D^*$ mesons from $b$ decays in multihadronic $Z^0$ decays, as a function of $x_{D^*}$. The points are the results of the individual analyses and the combination is shown by the solid line. For clarity the individual points have been slightly shifted in $x_{D^*}$. The errors shown are the combined statistical and systematic errors.
Figure 8: The observed yield of $D^*$ mesons normalised to the total number of multihadronic events, as a function of $x_{D^*}$. The filled points are the total measured yield, the open squares represent the contribution from $c$ decays, and the open triangles represent the measured contribution from $b$ decays. The errors shown include both statistical and systematic contributions. The superimposed histograms are the predictions from Monte Carlo for $c \rightarrow D^*$ and $g \rightarrow D^*$ contributions combined (dashed line) and that from $b$ decays (dotted line) with parameters as determined in the analysis.
Figure 9: (a) The $\chi^2$ contours for one and two standard deviations in the $\langle x_{c-D^*} \rangle$ versus $F_{g-Q\bar{Q}} \cdot P_g$ plane, where $P_g = B(Q \to D^*) \cdot B(D^* \to D^0\pi) \cdot B(D^0 \to K\pi)$. Here $F_{g-Q\bar{Q}}$ is the fraction of $Z^0$ decays producing a heavy quark pair (c or b) from gluon splitting. (b) The observed yield of $D^*$ mesons in c-tagged events, normalised to the total number of multihadronic events. The dashed curve is the result from the allowing both quark and gluon contributions to vary. The dotted line is the $c \to D^*$ component, and the solid one indicates the component from gluon splitting. The errors on the latter have been indicated by the shaded area, superimposed on the $g \to D^*$ curve.
Figure 10: The D* energy spectra as predicted by different models, compared to the observed yield of D* mesons in c-tagged events. (a) The $\chi^2$ for each model at each value of $x_{D^*}$ is shown. (b) The curves shown for each model correspond to those parameters giving the best fit to the data points.
Figure 11: The measured average scaled energy of the D* for centre of mass energies between 10 and 91.16 GeV (points). Also shown are the JETSET expectations for various values of the QCD scale $\Lambda_{\text{JETSET}}$. The curves represent the expectations for $\Lambda = 0, 0.1, 0.5, 0.9$ and 1 GeV. The hadronisation parameter $\epsilon_c$ of each curve is chosen such that the average $x_{D^*} = 0.515$ at 91.16 GeV.