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Abstract

We describe a cone-based jet finding algorithm (similar to that used in $\bar{p}p$ experiments), which we have applied to hadronic events recorded using the OPAL detector at LEP. Comparisons are made between jets defined with the cone algorithm and jets found by the “JADE” and “Durham” jet finders usually used in $e^+e^-$ experiments. Measured jet rates, as a function of the cone size and as a function of the minimum jet energy, have been compared with $O(\alpha_s^2)$ QCD calculations, from which two complementary measurements of $\alpha_s(M_Z)$ have been made. The results are $\alpha_s(M_Z) = 0.116 \pm 0.008$ and $\alpha_s(M_Z) = 0.119 \pm 0.008$ respectively, where the errors include both experimental and theoretical uncertainties. Measurements are presented of the energy flow inside jets defined using the cone algorithm, and compared with equivalent data from $\bar{p}p$ interactions, reported by the CDF collaboration. We find that the jets in $e^+e^-$ are significantly narrower than those observed in $\bar{p}p$. The main contribution to this effect appears to arise from differences between quark- and gluon-induced jets.
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1 Introduction

Many analyses of the hadronic final states produced in e\textsuperscript{+}e\textsuperscript{-} collisions rely upon algorithms which group the observed hadrons into jets. In studies of QCD the jets may be used to infer the dynamics of underlying quarks and gluons described by perturbative calculations. For example, measurements of jet rates provide one of the most intuitive approaches to the determination of $\alpha_s$, while angular correlations between jets can be used to test details of the QCD matrix elements. Jet finding is also commonly used in studies of the b-quark. For example, possible tagging techniques involve the observation of a lepton emitted at high transverse momentum with respect to the parent hadron, or the reconstruction of a secondary vertex from the decay products of a b-flavoured hadron. The momentum vector of a jet will typically be used to estimate the direction of the b-quark or of a b-flavoured hadron, or a jet may be used to define the particles amongst which secondary vertices are sought.

The algorithms commonly used for jet finding in e\textsuperscript{+}e\textsuperscript{-} interactions are substantially different from those generally used in $\bar{p}p$ experiments. In e\textsuperscript{+}e\textsuperscript{-} studies, the “JADE” algorithm [1], and variants thereof, are most often used. In the original form of the JADE scheme, referred to as “E0”, a scaled invariant mass $y_{ij}$ is formed between all pairs of particles or jets. Pairs of four-momenta are combined into jets, starting with the smallest $y_{ij}$ until all $y_{ij}$ values exceed some cutoff $y_{cut}$, which determines the jet resolution. The recently invented “Durham” scheme [2, 3] is similar, but with $y_{ij}$ redefined as a scaled relative transverse momentum between a pair of particles; this scheme has the advantage that it can be treated by resummed QCD calculations [4]. Some comparisons between these jet finding schemes, and variants of them, may be found in Ref. [2].

In $\bar{p}p$ experiments, in contrast, jet finders have generally been based on defining as a jet a group of particles whose momentum vectors lie within a cone (see e.g. Ref. [5, 6]). Such a definition of a jet is intuitively reasonable at high energies, where jets are seen as highly collimated groups of hadrons, and was indeed suggested long ago in the context of e\textsuperscript{+}e\textsuperscript{-} hadronic events [7]. Cone-based algorithms have tended to be preferred in hadron collisions, where calorimetric measurements of energy flow are typically used, and where part of the energy of the event (the spectator jets) is in the form of particles of low transverse momentum, many of which may lie close to the beam directions, and therefore be undetected. Some standardization of the algorithm used for jet finding in hadron-hadron experiments was attempted in the “Snowmass proposal” [8]. However, the use of different jet finding algorithms in e\textsuperscript{+}e\textsuperscript{-} and $\bar{p}p$ experiments makes it difficult to compare the properties of jets produced in the two environments. An algorithm based on an angular definition of jets was used in some of the early e\textsuperscript{+}e\textsuperscript{-} jet studies at PETRA [9], but was not really comparable with the $\bar{p}p$ jet finders.

In the present study we have therefore implemented a cone-based jet finding algorithm, and applied it to e\textsuperscript{+}e\textsuperscript{-} data from the OPAL detector at LEP. A brief account of the OPAL detector and data analysis procedures is given in Sect. 2. In Sect. 3 we describe the algorithm in detail. In Sect. 4 we compare the performance of the cone jet finder with the conventional JADE-type schemes. In Sect. 5 we compare jet rates measured using the cone algorithm with $O(\alpha_s^2)$ QCD calculations; this allows us to make new determinations of the strong coupling constant $\alpha_s(M_Z)$. In Sect. 6 we compare jets in e\textsuperscript{+}e\textsuperscript{-} collisions with recent $\bar{p}p$ data, by measuring the energy flow within cone jets. Finally in Sect. 7 we summarize our findings, and make some
suggestions about the possible uses and benefits of the cone algorithm.

2 The OPAL Detector and Data Selection

A detailed description of the OPAL detector has been presented in Ref. [10], and therefore only a brief account of the main features relevant to the present analysis will be given here.

The momenta of charged particles are measured in the central tracking detectors, specifically in three drift chamber systems. The central detectors lie within an axial magnetic field of 0.435 T. A precision vertex chamber, of radius 24 cm and a length of 100 cm, provides space points with a resolution of about 50 μm in the r-ϕ plane. Surrounding this is a large jet chamber, of radius 185 cm and length about 400 cm, which provides up to 159 digitizations per track with an r-ϕ resolution of around 130 μm. On the outside lies a system of thin chambers, with a resolution of about 300 μm in z, to improve the determination of θ.

The electromagnetic calorimeter consists of a barrel of 9440 lead glass blocks oriented so that they nearly point to the interaction region, and two endcaps of 1132 lead glass blocks each, aligned along the z-axis. The overall coverage is about 98% of 4π. In addition to measuring the energies of electrons and photons, the electromagnetic calorimeter records a substantial fraction of the energy of charged and neutral hadrons.

The OPAL trigger [12] contains a high degree of redundancy, so that the efficiency for accepting multihadronic events is greater than 99.9%. The online and offline selection procedures are described in Refs. [13, 14], and are also highly efficient. For the present analysis further cuts were applied to remove residual background and provide a sample of well contained events. The centre-of-mass energy was required to lie within 0.5 GeV of the Z⁰ mass. Charged tracks were accepted for this analysis if they satisfied the following criteria: transverse momentum with respect to the beam axis greater than 0.15 GeV/c, at least 40 reconstructed points in the jet chamber, extrapolation to the collision point within 2 cm in r-ϕ and 25 cm in z and measured momentum less than 60 GeV/c. The number of such tracks was required to be at least five to reduce τ⁺τ⁻ background. Clusters of electromagnetic energy were used if their observed energy was greater than 0.25 GeV, and known noisy channels in the detector were removed. In order to ensure containment of the events the thrust axis [15] was determined using all tracks and clusters satisfying the above criteria, and was required to satisfy |cos θ| < 0.9. Monte Carlo studies indicate that, with these selection criteria, 99.86±0.07% of hadronic Z⁰ decays are accepted within the chosen range of cos θ, with a contamination of about 0.14% from τ⁺τ⁻ events, and around 0.07% from two-photon interactions. Using the OPAL data collected in 1991 a data sample of 240,621 events remained after these cuts.

The OPAL coordinate system is defined so that z is the coordinate parallel to the e⁻ beam, r is the coordinate normal to this axis, θ is the polar angle with respect to z and ϕ is the azimuthal angle about the z-axis.
3 The Cone Jet Finding Algorithm

The algorithm described here is intended to correspond closely to the Snowmass proposal [8], and to the algorithm used by the CDF experiment [6]. A jet is defined as a set of particles whose momentum vectors lie within a cone of half-angle \( R \), such that the axis of the cone coincides with the momentum sum of the particles contained\(^1\). The total energy of the set of particles is required to be greater than some cutoff \( \varepsilon \). Thus the results of the jet finding depend on two parameters, \( R \) and \( \varepsilon \). Typical values would be 0.7 rad and 7 GeV respectively, which, as discussed below, are found to give good performance for the jet finder. It is possible for the cones of two such jets to overlap in space, and therefore for particles to be assigned to more than one jet. The special treatment needed in these cases is described below.

- Each particle in the event is considered in turn, and its momentum vector is taken as the axis of a cone of half angle \( R \). All particles lying within this cone are found and their momenta summed. If the momentum sum and the cone axis do not coincide, the momentum sum is taken to define a new cone axis and the process is iterated. When a stable solution has been reached, the particles in the cone are deemed to constitute a “proto-jet”. Unless the set of particles forming the proto-jet is identical to one already found, the new proto-jet is added to a list. When the algorithm is applied to OPAL data with \( R=0.7 \) rad, five proto-jets per event are found on average at this stage. The cone size \( R=0.7 \) rad is the value recommended in Ref. [8], and also proves to give good performance for the \( e^+e^- \) case, as discussed below.

- If two narrow jets are separated by an angle between \( R \) and \( 2R \), they could be found as two separate proto-jets at this stage. To permit this configuration to be found as a single jet, for each pair of proto-jets the direction which bisects the angle between their axes is also considered as a possible initial cone axis, and an iterative search for further stable proto-jets is performed. If a new proto-jet is found, it will generally overlap with the other proto-jets, which will be eliminated at a later stage.

- Proto-jets with energy less than \( \varepsilon \) are rejected. After this cut, with \( R=0.7 \) rad and \( \varepsilon=7 \) GeV, 2.6 proto-jets per event survive on average.

- Cases are identified where the cones of proto-jets overlap. The objective is to ensure that no particle is assigned to more than one jet. There are four possible cases:
  - If the cones of two proto-jets overlap, but no particles are contained in the overlapping region, no action is taken.
  - If the particles comprising one proto-jet are all contained in another proto-jet, the first proto-jet is eliminated.
  - Otherwise, if two proto-jets have some particles in common, the overlap fraction \( f \) is computed as the ratio of the total energy of the particles common to both proto-jets to the energy of the lower energy proto-jet. If \( f > 0.75 \) the particles in common are

---
\(^1\)It is possible to apply the algorithm to the tracks and clusters of electromagnetic energy observed in the OPAL detector, or to the partons generated in a QCD Monte Carlo program or to the hadrons formed from them. Whichever is chosen, they are referred to as “particles” in the description of the algorithm.
assigned to the higher energy proto-jet, and the lower energy proto-jet is eliminated. If multiple overlaps occur, the highest energy pairs are treated first.

- If \( f < 0.75 \) each particle in the overlap region is assigned to the proto-jet to which it lies closest in angle. Most overlaps tend to have \( f \) close to zero or one, so the results are rather insensitive to the precise choice of the cut on \( f \); we have chosen to use the same value as the CDF collaboration [6].

If particles have been reassigned in this treatment of overlaps, the jet momentum is recomputed as the sum of the momenta of the particles contained in the jet, and may no longer exactly coincide with the axis of the original cone.

- Proto-jets with energy less than \( \varepsilon \) are again rejected and the remainder form the final set of jets. With \( R=0.7 \) rad and \( \varepsilon=7 \) GeV, 2.3 jets per event are found on average in OPAL data.

There are still some small differences between the present algorithm and the algorithms used in \( \bar{p}p \) experiments. These differences stem from the fact that in hadron collisions the centre-of-mass of the hard collision is in general boosted in the laboratory frame. The effect of these residual differences prove to be small, as discussed in Sect. 6.2 below. In discussion later we shall refer to our standard algorithm as operating in the \( "E-\chi" \) metric, \( \chi \) being the angle between a particle and the jet axis.

4 Comparison with other Jet Finders

The cone jet finder differs in many respects from the conventional JADE-type algorithms, which leads to several significant differences between the resulting jets when the two algorithms are used. In the JADE jet finders, every particle is assigned to a jet, while in the cone scheme there may be soft particles which lie far away from all the cone axes and are not assigned to any jet. Using \( R=0.7 \) rad and \( \varepsilon=7 \) GeV there are on average 6 unassigned particles per event, amounting to about 4% of the visible energy \( E_{\text{vis}} \). In the JADE-type schemes, some of the particles associated to a jet may lie at a large angle to the jet direction, up to \( 180^\circ \), while in the cone jet finder all the particles in a jet lie close in angle to the jet axis. With the JADE-type algorithms, the number of jets falls monotonically as the resolution parameter \( y_{\text{cut}} \) is increased, and when an event changes from three-jet to two-jet (say), two jets merge into one. In the cone scheme, the number of jets (usually, but not always [16]) falls as \( \varepsilon \) is increased, but when an event changes from three-jet to two-jet one of the jets is simply eliminated, and the others remain essentially unchanged. The situation when \( R \) is varied is more complicated; as \( R \) is increased two jets may become merged into one, reducing the number of jets, or more particles may be included in a proto-jet, so moving it above the threshold \( \varepsilon \) and increasing the number of jets.

In order to make quantitative comparisons between the jet finding algorithms we have examined Monte Carlo events, generated using the JETSET parton shower model [17], and processed through the OPAL detector simulation program [18]. It is desirable that the jets reconstructed in the OPAL detector should reflect the structure of the events at the parton
level. Accordingly, the jet finding algorithms were run on the partons generated at the end of
the parton shower, on the stable hadrons (those with lifetimes greater than $3 \times 10^{-10}$ s) at the
end of the hadronization process, and on the detected tracks and clusters of electromagnetic
energy. In order to make comparisons, the jets were matched between pairs of levels (parton
and hadron or hadron and detector) by finding the permutations which minimized the sum of
the angles between pairs of jets at the two levels. When the numbers of jets at two levels were
not equal, the best match of the smaller number of jets was found.

We define the following quantities to characterize the quality of the jet. Each is defined by
comparing the jets at two levels, A and B. If A is the parton level and B the hadron level the
comparison gives information about hadronization effects, while if A is the hadron level, and B
is the detector level we obtain a measure of the effects of detector acceptance and resolution.

**The jet energy resolution,** $\sigma_E$, is the r.m.s. deviation of the distribution of the difference in
energy between the jets found at level A and the corresponding jets found at level B, and
therefore represents the average energy resolution per jet. We calculate $\sigma_E$ separately for
cases where two, three and four jets are matched. In the case of jets at the detector level,
all energies are divided by a factor $E_{\text{vis}}/E_{\text{cm}}$ to account for undetected energy, where $E_{\text{cm}}$
is the centre-of-mass energy, and $E_{\text{vis}}$ the total energy of all tracks and energy clusters
used in the analysis.

**The jet angular resolution,** $\sigma_\theta$, is the mean of the distribution of the sum of the angles
between the jets found at level A and the corresponding jets found at level B. We calculate
$\sigma_\theta$ separately for cases where two, three and four jets are matched. Since $\sigma_\theta$ involves a
sum over the jets, it may be expected to increase with the number of jets.

**The jet number efficiency,** $\zeta_n$, is the fraction of $n$-jet events at level A which are found to
contain exactly $n$ jets at level B.

**The jet number purity,** $\rho_n$, is the fraction of $n$-jet events found at level B which were found
to be $n$-jet events at level A.

We find that the largest values of $\zeta$ and $\rho$ are obtained for values of the jet finder parameters
$R$ and $\varepsilon$ around 0.7 rad and 7 GeV respectively, which we therefore regard as the canonical
values throughout this paper. With these values, most events are classified as two-jet, with
about 20-25% of three-jet events, and typically 3% of four-jet events. As $\varepsilon$ is varied at fixed $R$,
we find that both $\sigma_E$ and $\sigma_\theta$ tend to become smaller as $\varepsilon$ is increased, especially for three- and
four-jet events. As $R$ is varied at fixed $\varepsilon$ we observe that $\sigma_E$ falls with increasing $R$ as a result
of hadronization effects, while $\sigma_\theta$ increases with increasing $R$ because of detector effects.

In order to compare the cone jet finder with the JADE-type schemes, we take the cone
algorithm with $R=0.7$ rad and $\varepsilon=7$ GeV, the JADE-E0 jet finder with $y_{\text{cut}}=0.06$, the JADE-p
jet finder [2] with $y_{\text{cut}}=0.05$ and the Durham scheme with $y_{\text{cut}}=0.02$. With these parameters,
the four jet finders yield roughly equal rates for two-, three- and four-jet production. In Figure 1
we show the resolutions, efficiencies and purities associated with hadronization effects for the
four schemes, and in Figure 2 we show the corresponding results for detector effects. The same
sample of about 25,000 Monte Carlo events was used for each algorithm. In broad terms the
performance of the four jet finders is comparable. The cone algorithm is found to give improved
angular resolution, \( \sigma_\theta \), particularly when detector effects are considered, and somewhat better energy resolution, \( \sigma_E \), with regard to hadronization effects, though not as good as the JADE-p scheme. However, the jet number efficiency and purity with regard to hadronization tend to be lower for the cone algorithm, indicating that hadronization corrections to the jet multiplicities will be greater for cone jets.

5 Jet Production Rates, and Comparison with \( \mathcal{O}(\alpha_s^2) \) QCD Predictions

We have compared the jet rates measured with the cone jet finder with the predictions of \( \mathcal{O}(\alpha_s^2) \) QCD. This has been done in two ways; we measure the jet rates as a function of \( \varepsilon \) at fixed \( R=0.7 \) rad, and as a function of \( R \) at fixed \( \varepsilon=7 \) GeV. As a result of these comparisons we are able to make two completely new measurements of \( \alpha_s(M_Z^2) \). In contrast to the traditional JADE-type schemes, the cone jet finder allows us to make two complementary tests of QCD using the same algorithm, so that we can check whether QCD can account for the dependence of jet rates on both \( R \) and \( \varepsilon \) with a common value of \( \alpha_s(M_Z^2) \). Roughly speaking, the dependence on \( R \) is sensitive to the angular distribution of gluon emission, while the dependence on \( \varepsilon \) is sensitive to the momentum distribution; in the JADE-type schemes invariant masses or transverse momenta are formed which use a combination of angular and momentum information.

The experimental procedure adopted followed closely that described in a recent OPAL paper [19]. For each event the number of jets was calculated using the observed tracks and clusters for several values of \( \varepsilon \) fixing \( R=0.7 \) rad and for several values of \( R \) at \( \varepsilon=7 \) GeV; from this the average two-, three- and four-jet rates \( (R_2, R_3 \text{ and } R_4) \), where \( R_n = \sigma_{n-jet}/\sigma_{tot} \) were computed. These jet rates were then corrected for detector effects (and, before comparing with the QCD theory, for hadronization effects also) using the bin-by-bin correction procedure described in Refs. [20, 19]. In Fig. 3 we show the measured jet rates \( R_2, R_3 \) and \( R_4 \) at the hadron level (i.e. corrected for detector effects only) as a function of \( \varepsilon \) and of \( R \). The measured jet rates are also given in Table 1. For comparison, the predictions of the parton shower models JETSET\(^1\) [17], HERWIG\(^2\) [21] and ARIADNE\(^3\) [23] are also shown in Fig. 3. The agreement is generally good. We also show in Fig. 3 the percentage differences between the models and the data, defined as \( \delta_n = 100 \cdot (R_{n-model} - R_{n-data})/R_{n-data} \).

The measured jet rates such as \( R_2 \) are strongly correlated between neighbouring bins, because an event which has two jets at some value of \( \varepsilon \) (say) is likely to remain a two-jet event at nearby values of \( \varepsilon \). By analogy with the previous OPAL analyses of jet rates [24, 25, 26] we have therefore defined the differential two-jet rates:

\[
D_2(\varepsilon) = \frac{R_2(\varepsilon + \frac{1}{2}\Delta\varepsilon) - R_2(\varepsilon - \frac{1}{2}\Delta\varepsilon)}{\Delta\varepsilon}
\]

\(^1\)The standard OPAL parameters for JETSET version 7.3 were determined in Ref. [20] from a fit to OPAL global event shape data.

\(^2\)The standard OPAL parameters for HERWIG version 5.5 are given in Ref. [22]

\(^3\)The standard OPAL parameters for ARIADNE version 3.1 were determined in Ref. [20].
where \( R \) was fixed to 0.7 rad, and

\[
D_2(R) = \frac{R_2(R + \frac{1}{2} \Delta R) - R_2(R - \frac{1}{2} \Delta R)}{\Delta R}
\]

in which \( \epsilon \) was fixed to 7 GeV. The bin widths \( \Delta \epsilon \) and \( \Delta R \) are given by the differences between adjacent values of \( \epsilon \) or \( R \) in Table 1. In the case of the JADE-type jet finders each event would just enter once in the corresponding \( D_2(y_{\text{cut}}) \) distribution, at the value of \( y_{\text{cut}} \) at which the event changed from two- to three-jet, and therefore the measured data points would be uncorrelated. This is not quite the case for the cone jet finder, because the number of jets does not always vary monotonically with \( \epsilon \) or \( R \). However, these complications affect only a small fraction of events, so in fitting the data we have neglected any residual correlations.

To \( \mathcal{O}(\alpha_s^2) \) the strong coupling constant may be written (following the convention of Ref. [27]):

\[
\alpha_s(\mu) = \frac{1}{\beta_0} \ln(\mu^2/\Lambda_{\overline{MS}}^2) \left[ 1 - \frac{\beta_1 \ln(\mu^2/\Lambda_{\overline{MS}}^2)}{\beta_2 \ln(\mu^2/\Lambda_{\overline{MS}}^2)} \right]
\]

(1)

where \( \beta_0 = (33 - 2n_f)/12\pi \), \( \beta_1 = (153 - 19n_f)/24\pi^2 \) and \( n_f \) is the number of quark flavours, taken to be five. The QCD scale \( \Lambda_{\overline{MS}} \) refers to the \( \overline{MS} \) renormalization scheme [28]. The \( \mathcal{O}(\alpha_s^2) \) QCD predictions for \( D_2(\epsilon) \) and \( D_2(R) \) can be written in the form [29] (writing \( y \) for \( \epsilon \) or \( R \)):

\[
D_2(y) = A(y)\alpha_s(\mu) + [B(y) + 2\pi\beta_0 \ln(x_\nu^2)A(y)]\alpha_s^2(\mu)
\]

where the renormalization scale \( \mu \) is related to the centre of mass energy \( E_{\text{cm}} \) by \( \mu = x_\nu E_{\text{cm}} \), and \( \alpha_s = (\alpha_s/2\pi) \). The significance of the renormalization scale factor, \( x_\nu \), will be considered below. The coefficients \( A(y) \) and \( B(y) \) were computed by integrating the \( \mathcal{O}(\alpha_s^2) \) matrix elements [30] using the program EVENT as used by the authors of Ref. [29]. These QCD predictions have been fitted to the measured data (corrected to the parton level) using a least \( \chi^2 \) method to determine the value of \( \Lambda_{\overline{MS}} \), and thus of \( \alpha_s(M_Z^0) \) using eqn.(1). The fits were carried out in the ranges \( 7 < \epsilon < 21 \text{ GeV} \) for \( D_2(\epsilon) \) and \( 0.3 \text{ rad} < R < 1.3 \text{ rad} \) for \( D_2(R) \), these representing the largest regions over which a satisfactory fit could be obtained (with both \( \Lambda_{\overline{MS}} \) and \( x_\nu \) fitted). For each distribution two fits were carried out: one in which \( x_\nu \) was fixed to unity, and one in which \( x_\nu \) was treated as a free parameter to be determined by the fit. It is generally understood that allowing \( x_\nu \) to be optimized in the fit accounts, in a crude way, for some of the missing higher order terms in the theory [24]. There is therefore no reason to expect the optimal values of \( x_\nu \) for \( D_2(\epsilon) \) and \( D_2(R) \) to be equal, since they are likely to be subject to different higher order effects. The fit results are given in Table 2, and the fitted functions are compared with the data in Fig. 4.

We note that the fits to the data with \( x_\nu = 1 \) are poor. However, by allowing the renormalization scale factor \( x_\nu \) to vary, an acceptable description of the data by \( \mathcal{O}(\alpha_s^2) \) QCD may be obtained in both cases. The value of \( \chi^2/d.o.f. \) for \( D_2(\epsilon) \) is, however, significantly greater than unity; this may be because (following our previous procedure [19, 24]) systematic uncertainties in the measurements have not been taken into account when calculating \( \chi^2 \), or because of the effect of missing higher order terms which are only partially accounted for by the scale optimization. In Fig. 5 we show the variation of \( \chi^2/d.o.f. \) and \( \alpha_s(M_Z^0) \) with \( x_\nu \). As for the JADE-type jet schemes, and for most other observables analysed in \( \mathcal{O}(\alpha_s^2) \) [24], the data show a marked preference for small values of \( x_\nu \). The value of \( \alpha_s(M_Z^0) \) obtained from \( D_2(\epsilon) \) shows significant dependence on \( x_\nu \), taking a minimum close to the minimum in \( \chi^2/d.o.f. \); this behaviour is again
reminiscent of the JADE-type schemes. In contrast, the value of $\alpha_s(M_Z^0)$ obtained from $D_2(R)$ exhibits very little dependence on $x_\mu$, even though the $\chi^2$/d.o.f. behaviour shows a pronounced minimum.

Systematic errors on the measurements of $\alpha_s(M_Z^0)$ have been assigned following the procedures of Refs. [19, 24]. The individual contributions are tabulated in Table 3, from which their degree of correlation may be judged, together with the statistical errors. They may be summarized under the following headings:

**Experimental systematics:** These were estimated by the same method as followed in Ref. [24]. The standard analysis using charged tracks and electromagnetic clusters was repeated using tracks only, or clusters only. A tighter cut on the direction of the thrust axis, constraining it to lie in the barrel part of the detector, was imposed, and the value of $\alpha_s$ re-evaluated. The detector corrections were recomputed using HERWIG [21] as the input to the detector simulation program, and again $\alpha_s$ was determined. The largest difference between any pair of $\alpha_s$ values was taken to define a systematic error. Finally, the changes in $\alpha_s$ when the fit range was altered (subject to the requirement that $\chi^2$/d.o.f. should not be significantly worse than for the standard fits) were used to estimate a systematic error, which was combined in quadrature with the other experimental systematics.

**Hadronization uncertainties:** These were estimated by using different hadronization models or parameter sets to define the hadronization corrections. The same possibilities were considered as in Ref. [19], where a longer discussion is given. The changes in $\alpha_s$ under each variation in the hadronization model are listed in Table 3. The parameters of the JETSET 7.3 model [17] were determined from a fit to OPAL data on global event shapes [20]. This fit procedure yielded values of the parameters with some range of uncertainty, so we have independently varied the two parameters which are specifically related to hadronization, $\sigma_q=\text{PARJ (21)}=0.37^{+0.03}_{-0.05}$ GeV and $\alpha=\text{PARJ (41)}=0.18^{+0.12}_{-0.03}$ by ±1 standard deviation about their optimized values. The fragmentation function for heavy quarks was changed to the form proposed by Peterson et al. [31], using a set of fragmentation parameters [22] again derived by fitting OPAL data. An estimate of the influence of quark masses was made by performing the hadronization correction by excluding $b\bar{b}$ events at the parton level, whilst including all flavours at the hadron level. In this way the corrected parton level distribution corresponds to $u,d,s,c$ quarks only. The minimum value, $Q_0$, for the parton virtuality in JETSET was varied in the range 1 to 6 GeV. The HERWIG program [21] uses a cluster fragmentation model which is quite different from the string model [32] employed in JETSET. The ARIADNE model [23] uses a colour dipole formulation of the parton shower, with the standard Lund string model for hadronization. In order to be conservative in assigning the errors, we combine in quadrature all the contributions in Table 3 to define the total error.

**Higher order effects:** The standard approach is to use the variation of $\alpha_s(M_Z^0)$ with $x_\mu$ to estimate the possible size of higher order effects. Following our other $\mathcal{O}(\alpha_s^2)$ analyses [19, 24, 25, 26] we take the values of $\alpha_s(M_Z^0)$ for $x_\mu=1$ and for $x_\mu$ fitted, average them to define the central value of $\alpha_s(M_Z^0)$, and take half their difference to define the systematic error.

---

In the case of the variation of $a$ and $\sigma_q$, the larger of the +1 s.d. and -1 s.d. changes was taken, as in Ref. [19].
In the case of $D_2(R)$ this yields a rather small uncertainty, yet the strong dependence of $\chi^2/d.o.f.$ on $x_\mu$ suggests that higher order effects are not unimportant for this observable. Nonetheless, for the sake of consistency with our other results, we follow our previously defined procedure. It may be noted that changing the value of $Q_0$ also provides some indication of higher order effects; a smaller value of $Q_0$ yields a larger parton multiplicity, and thus more of the higher order effects remain in the corrected parton level data. In fact $D_2(R)$ shows significant sensitivity to the choice of $Q_0$, and the results of Ref. [24] also suggest that the observables which are least sensitive to the choice of $x_\mu$ are generally most sensitive to $Q_0$.

Overlap treatment: In $\bar{p}p$ experiments significant uncertainties have arisen because of detailed differences between the jet definitions used in the experiments and in the QCD calculations, particularly in the handling of overlaps. This problem should be substantially alleviated in the present study, since we have applied the identical algorithm to the data and to integration of the $O(\alpha_s^2)$ QCD matrix elements. To check this, we repeated the analysis changing from 0.75 to 0.5 the parameter $f$ used in assigning particles in the regions between overlapping cones. This change was made both in generating the corrected data and in computing the QCD coefficients. The changes in the final values of $\alpha_s(M_Z^2)$ were found to be very small, though the dependence of $\alpha_s(M_Z^2)$ on $x_\mu$ was slightly weaker for $D_2(\varepsilon)$ when $f = 0.5$ was used.

Finally the different sources of uncertainty are combined in quadrature to provide the total errors quoted in Table 3. The measurements of $\alpha_s(M_Z^2)$ obtained from the two cone-jet variables:

\[ \alpha_s(M_Z^2) = 0.1188 \pm 0.0081 \]

from $D_2(\varepsilon)$ and

\[ \alpha_s(M_Z^2) = 0.1160 \pm 0.0075 \]

from $D_2(R)$, are compatible.

The new measurements may be combined with the $O(\alpha_s^2)$ measurements from Ref. [19] in which systematic uncertainties were treated in the same way (except that in the present analysis we have one new source of uncertainty, connected with the overlap treatment). As in our previous papers [24, 19] we employ a simple weighted mean, in which we take due account of correlations between the systematic errors when assigning the systematic uncertainties on the mean. The result, based on 9 observables ($D_2(R)$, $D_2(\varepsilon)$, $T$, $M_H$, $B_T$, $B_W$, $\Sigma_{EEC}$ and $R_2$ and $N$ in the Durham scheme, where the last seven observables are defined in Ref. [19]), is:

\[ \alpha_s(M_Z^2) = 0.121 \pm 0.006 . \]

For comparison, the OPAL global analysis of 13 observables in $O(\alpha_s^2)$ in Ref. [24] yielded $\alpha_s(M_Z^2) = 0.122_{-0.007}^{+0.006}$, while our similar analysis of 7 observables using combined $O(\alpha_s^2)+\text{NLLA}$ (resummed) QCD in Ref. [19] gave $\alpha_s(M_Z^2) = 0.120_{-0.006}^{+0.006}$. The present analysis using cone jet rates has therefore provided new measurements of $\alpha_s(M_Z^2)$ which are compatible with previous measurements, and whose errors are competitive with the earlier results.
6 Energy flow within jets

6.1 Measurement of energy flow in e⁺e⁻ jets

One important motivation for introducing a cone jet finder in e⁺e⁻ studies was to facilitate the comparison of jet properties between e⁺e⁻ and \( p\bar{p} \) experiments. We have therefore measured the angular distribution of energy flow with respect to the axis of a jet. Measurements of this type have recently been published by the CDF collaboration [33], and compared with next-to-leading order QCD predictions. The cone jet finder was run on the same OPAL data sample as used in the measurement of \( \alpha_s \), using our canonical values \( R=0.7 \) rad and \( \varepsilon=7 \) GeV. The jet energies in an event were multiplied by a factor \( E_{\text{cm}}/E_{\text{vis}} \) in order to compensate roughly for undetected particles or particles unassigned to jets, for the double counting of energy between tracking and calorimetry, and for detector resolution. The average correction factor was 0.95. For the present analysis we required the jets to have energy greater than 35 GeV, which accepts most jets of energy close to the beam energy. The mean jet energy of this sample was 44.5 GeV, which is comparable with the transverse energy, \( E_T \), of the CDF jets.

The energy flow was characterised by the “jet profile”, \( \psi(\Delta r) \), defined as the fraction of the energy of a jet lying within a smaller cone of half angle \( \Delta r \), where the smaller cone has the same axis as the jet. The differential distribution \( \Phi(\Delta r) = \frac{\psi(\Delta r) - \psi(0)}{\Delta r} \) was also measured. The bin size, \( \Delta r/R \) was chosen to be the same as in the CDF analysis. The data were corrected for detector acceptance and resolution by the same method as used for the jet rates in Sect. 5. The corrections to \( \psi(\Delta r) \) were small, less than 1%, while those to \( \Phi(\Delta r) \) were less than 5% over most of the range of \( \Delta r \). As before, experimental systematic errors were estimated using tracks and electromagnetic energy separately, and by using HERWIG instead of JETSET as the input to the detector simulation program when computing the detector corrections. A further source of systematic error could be the treatment of overlapping cones. This has been investigated by changing the value of \( \varepsilon \); as \( \varepsilon \) is increased the number of proto-jets becomes smaller, and thus the likelihood of jets overlapping is reduced, while the number of jets above 35 GeV is essentially unaltered. This check therefore gives an indication of the possible influence of nearby jets. As \( \varepsilon \) was varied in the range 5 GeV < \( \varepsilon < 25 \) GeV, the change in \( \Phi(\Delta r) \) was found to be below 1% in most cases, though increasing with \( r \), reaching about 8% for \( \varepsilon=25 \) GeV at \( r/R \sim 1 \). This variation of \( \Phi(\Delta r) \) was included as an additional (asymmetric) source of systematic error.

The measured values of \( \Phi(\Delta r) \) and \( \psi(\Delta r) \) for \( R=0.7 \) rad and for \( R=1.0 \) rad are given in Table 4.

6.2 Comparison with jets in \( p\bar{p} \) interactions

In Figure 6 we show the dependence of \( \psi(\Delta r) \) and \( \Phi(\Delta r) \) on \( r/R \) for two values of \( R \), 0.7 rad (our default) and 1.0 rad. We note that as \( R \) is increased from 0.7 to 1.0 rad, the jet energy is slightly more concentrated at small values of \( r/R \), as expected. For comparison we show the measurements of the CDF experiment in \( p\bar{p} \) interactions at 1800 GeV c.m. energy [33]. The CDF data correspond to a cone size \( R=1 \) rad, and transverse energy, \( E_T \), between 40 and 60 GeV, with a mean of 45 GeV. The data show that the energy in the e⁺e⁻ jets is concentrated closer to the jet axis, with a corresponding depletion at large angles. In other words, the LEP jets are narrower than those observed in \( p\bar{p} \) collisions. For example, for \( R = 1.0 \) rad, the
e^+e^- jets show 52 ± 1% of the energy in r/R < 0.1 and 7.6 ± 0.3% in r/R > 0.5, while the corresponding fractions in \( \overline{p}p \) are 27±3% and 19.5 ± 1.5% respectively.

There are still some residual differences between the cone jet finding algorithms used by OPAL and CDF. These differences arise because the centre-of-mass of the hard collision is in general boosted in the laboratory frame in hadron collisions. For this reason, in hadron colliders the jets are defined by \( \sqrt{\Delta\eta^2 + \Delta\phi^2} < R \), where the pseudorapidity \( \eta = -\ln(\tan(\frac{\theta}{2})) \), \( \Delta\eta \) and \( \Delta\phi \) are the differences between the cone axis and a particle direction, and \( \phi \) and \( \theta \) are the usual spherical polar angles, \( \phi \) being measured in radians. This procedure approximates a cone in the centre-of-mass of the hard collision, while in e^+e^- we can define such a cone directly in the laboratory system. Similarly, in hadron collisions the transverse energy, \( E_T = E \sin \theta \), is used because it is independent of the longitudinal boost of the hard scatter, while in e^+e^- the use of \( E \) is more natural. We shall refer to the CDF algorithm as the "\( E_T-\eta-\phi \)" metric, to contrast it with our standard algorithm operating in the "\( E-\chi \)" metric, \( \chi \) being the angle between a particle and the jet axis.

The cone definitions in \( \eta-\phi \) space and in terms of \( \chi \) should be equivalent near to \( \theta = 90^\circ \), but differ significantly near the beam directions – in particular an \( \eta-\phi \) cone can never encompass the beam axis, while the simple \( E-\chi \) cone may. However, experimental considerations have led to the CDF data being restricted to cone axes lying within \( 0.1 < |\eta| < 0.7 \), and in this region the differences between the two metrics should be small. Furthermore, the CDF jet profiles are measured using \( E_T = E \sin \theta \), while the OPAL data use \( E \). To assess the effect of these differences, we have reanalysed the OPAL data using procedures identical to CDF, i.e. defining the cone in the \( \eta-\phi \) metric, demanding \( |\eta| < 0.7 \) and measuring the energy flow in terms of \( E_T \). The resulting jet profiles are given in Table 5, and compared with the CDF data in Fig. 7. The e^+e^- jet profiles became somewhat broader when the \( E_T-\eta-\phi \) metric was used, but this change was almost entirely eliminated once the \( |\eta| < 0.7 \) cut was imposed. The net effect of all three changes to the algorithm was to increase \( \Phi(r) \) by up to 4% in \( 0.1 < r/R < 0.6 \), and to reduce \( \Phi(r) \) by between 2% and 8% in the other regions. These changes to the algorithm are clearly unable to explain the differences between the e^+e^- and \( \overline{p}p \) jets.

Another difference between the e^+e^- and \( \overline{p}p \) data is that the CDF jets have slightly higher energy than the OPAL jets, since the average \( E_T \) in CDF is roughly equal to the average \( E \) in OPAL. In fact, the OPAL jet sample has average \( E_T \sim 40-44 \) GeV after making the \( |\eta| < 0.7 \) cut. This would, however, act in the wrong direction to explain the discrepancy, since the jet profiles are known to become narrower with increasing jet energy [33]. If the OPAL data are subjected to a cut \( E_T > 35 \) GeV instead of \( E > 35 \) GeV, the jet profiles become significantly narrower, thus increasing the difference from the CDF measurements. However, such a cut does not really make sense in the e^+e^- case, because the maximum jet energy is bounded by the beam energy, and so a cut on \( E_T \) represents a bias towards the highest energy jets, which are those which have undergone the least gluon radiation.

A further, more general, difference between e^+e^- and \( \overline{p}p \) interactions which could affect the jet profiles is the presence of an underlying event in \( \overline{p}p \). The underlying event is understood to consist of particles resulting from the fragmentation of those remnants of the colliding hadrons which did not participate in the hard scatter. An estimate of the contribution of the underlying event has been made by measuring the energy in cones of size \( R = 0.7 \) rad at 90° to the scattered jets in the CDF data at 1800 GeV c.m. energy [34]. A value of 1.5 GeV is found, with errors.
where the lower error corresponds to the energy seen in “minimum bias” events. Slightly higher values for the \( E_T \) density are quoted in Ref. [35]: 0.7 GeV/\( R^2 \) in minimum bias events and 1.6 GeV/\( R^2 \) in jet events\(^\dagger\). It may however be argued [35] that the value derived from jet events is too high, since it includes energy associated with the jets which is emitted outside their cones, often referred to as “splash-out”. To assess the possible effect of the underlying event on the comparison with \( e^+e^- \) jets, we have corrected the CDF data by subtracting a uniform underlying distribution of energy, and then renormalizing the corrected \( \Phi(\tau) \) so that \( \int_0^{\tau_\phi} \Phi(\tau)d\tau/R = 1 \). In Fig. 8 we repeat the comparison shown in Fig. 7, after correcting the CDF data for underlying densities 0.7 GeV/\( R^2 \) and 1.6 GeV/\( R^2 \). Clearly the underlying event accounts for part of the difference between the \( e^+e^- \) and \( \overline{p}p \) jets, but even taking the (probably overestimated) density of 1.6 GeV/\( R^2 \) a substantial discrepancy remains (for example, using 1.6 GeV/\( R^2 \) the corrected CDF jet profile would show 30 \( \pm \) 3% of the energy in \( \tau/R < 0.1 \) and 12.5 \( \pm \) 1.5% in \( \tau/R > 0.5 \), compared with 51 \( \pm \) 1% and 7.0 \( \pm \) 0.3% respectively in \( e^+e^- \)).

Since the \( e^+e^- \) data have no underlying event, it is possible to investigate the “splash-out” flow of energy outside the jet cones. We take events, apply the cone jet finder with \( R = 0.7 \) rad and \( \epsilon=7 \) GeV using the \( E-\chi \) metric, and define the event axis to be the axis of the most energetic jet. We then measure the fractional energy flow per unit solid angle, \( 1/E_{\eta\phi}dE/d\Omega \), as a function of the angle \( \chi \) to the jet axis. The data are corrected for acceptance and detector resolution, and systematic errors estimated, in the same way as for the jet profiles. The results are shown in Table 6. In Fig. 9 we show these measurements, both for an inclusive event sample, and also for two-jet events. The step in the distribution around 40° corresponds to the edge of the \( R = 0.7 \) rad cone used in the jet finder; in most cases the algorithm is likely by a small change of the jet axis to include a particle lying just outside a cone. The asymmetry about 90° in the inclusive sample arises because gluon emission is most likely in the hemisphere opposite the most energetic jet; it is largely reduced in the two-jet sample. From these data we may, for example, estimate the energy in a cone of size \( R = 0.7 \) rad at 90° to the event axis to be 0.5 GeV in two-jet events and 0.9 GeV in the inclusive sample. These results for splash-out from a fragmenting quark-antiquark system may be compared with the 1.5 GeV (splash-out and underlying event) observed in jet events at CDF.

Since differences between the algorithms, or the underlying event, are unable to explain the differences between the \( e^+e^- \) and \( \overline{p}p \) data, the effect may signify some difference in the QCD dynamics of the two environments. For example, in \( \overline{p}p \) there are processes, such as initial state gluon radiation and colour flows connecting initial and final partons, which have no counterparts in \( e^+e^- \). Perhaps more importantly, the jets in the OPAL study, which have been constrained to lie close to the beam energy, are predominantly quark jets (3.4 \( \pm \) 0.3% are gluon jets, as determined from Monte Carlo studies) while most of the jets in the CDF sample are expected to be induced by gluons (based on the HERWIG Monte Carlo [21] we estimate around 75% to be gluon-induced). Because of the greater colour charge of the gluon, more radiation may be expected from gluons than from quarks, leading to broader gluon jets.

In previous OPAL publications [22, 36] we studied differences between quark and gluon jets, using three-jet events with a two-fold symmetric topology in which the two lower energy jets made angles of \( \sim 150^\circ \) with the third jet. By tagging a heavy flavour decay in one of the two lower energy jets, a clean sample of gluon jets having energy around 24 GeV could be identified,\(^\ddagger\)

\(^\ddagger\) The notation GeV/\( R^2 \) is understood to refer to the \( E_T \) density per unit area in \( \eta-\phi \) space, so that a cone of half-angle \( R \) corresponds to an area \( \pi R^2 \).
and compared with an unbiased sample of quark jets of the same energy and in the same event environment. In particular, the observed differences between the jet profiles in tagged gluon and quark jets closely resemble the differences between $\bar{p}p$ and $e^+e^-$ seen in Fig. 8 (compare Fig. 8 in the present paper with Fig. 13a of Ref. [22]). However, there are some detailed differences between the analysis of Ref. [22] and the present study, which should be borne in mind in making comparisons. By virtue of the kinematic selection of events, the jets in Ref. [22] have a lower energy than those studied in $\bar{p}p$ and in the present $e^+e^-$ data, and it was not possible to study the jet profiles over the full range $R < 1$ rad because the jets would overlap, being only $60^\circ$ apart. Also, the jets in Ref. [22] were defined using the Durham jet finding algorithm, and the data were not corrected for detector acceptance and resolution, though these differences do not significantly affect the present comparison. Nonetheless, the striking resemblance between the differences in the jet profiles in tagged quark and gluon jets at $E \sim 24$ GeV in Ref. [22] and the differences we observe between $\bar{p}p$ and $e^+e^-$ data at $\sim 45$ GeV suggests that most of the difference between the $\bar{p}p$ and $e^+e^-$ data can be ascribed to differences between quark and gluon jet properties. With increasing LEP statistics, samples of tagged gluon jets at close to 45 GeV, well separated from the quark jets, can eventually be obtained [37], which will permit a more direct comparison between gluon jets in $e^+e^-$ collisions and the CDF data.

7 Discussion and Summary

In this paper we have introduced a jet finding algorithm for $e^+e^-$ interactions which closely resembles the cone-based jet finders typically used in $\bar{p}p$ experiments. We have compared the performance of the cone algorithm with the invariant mass (JADE-type) algorithms which have become standard in most $e^+e^-$ analyses. The jets produced by the algorithms differ in several important respects, but we find that the overall performance of the cone scheme is broadly similar to the JADE-type schemes. By comparing jets found at the parton, hadron, and detector levels in Monte Carlo events, we find that the cone algorithm provides better angular resolution and generally somewhat better energy resolution. However, the effects of hadronization on the numbers of jets found are greater for the cone jets. Thus the cone jet finder provides a useful alternative to the established JADE-type algorithms. In particular, analyses which rely on good estimation of the direction of a jet (to estimate a parent hadron's or parton's direction for example) should benefit from the use of the cone algorithm. In three-jet events, the jet energies can be best estimated by using the angles between the jets, so that the good angular resolution of cone jets will be useful. The cone jet finder should also prove beneficial in any analysis in which it is desired to exclude particles far in angle from the jet axis, e.g. the study of differences between quark and gluon jets, where the assignment of particles far from the jet axes may be ambiguous. Further discussion may be found in Ref. [16].

We have measured jet rates using the cone jet finder as a function of the two parameters which govern the algorithm, the cone half-angle $R$ and the minimum jet energy $\epsilon$. These measurements have been compared with the predictions of $O(\alpha_s^2)$ QCD. We find that the data can be satisfactorily described by QCD, but only if the renormalization scale factor $\mu^2$ is optimized by fitting to the data. These comparisons have permitted us to make two new measurements of the strong coupling constant, $\alpha_s(M_Z)$. The results obtained:

$$\alpha_s(M_Z) = 0.119 \pm 0.008$$
from the dependence of jet rates on minimum jet energy and

\[ \alpha_s(M_{Z^0}) = 0.116 \pm 0.008 \]

from their dependence on cone size, are compatible with previous measurements, and yield errors which are competitive with the previously studied observables. Combining with other recent OPAL measurements using \( \mathcal{O}(\alpha_s^3) \) QCD we obtain:

\[ \alpha_s(M_{Z^0}) = 0.121 \pm 0.006 \]

One of the original reasons for implementing a cone-based jet finder in \( e^+e^- \) interactions was to facilitate comparisons between the properties of jets formed in \( e^+e^- \) and \( \bar{p}p \) collisions. We have therefore compared the energy profiles, i.e. the energy flow with respect to the jet axis, for our measurements of jets at \( E \sim 4.5 \) GeV with recent CDF data for jets having \( E_T \sim 45 \) GeV. We find that the jets in \( e^+e^- \) are substantially narrower than those observed in \( \bar{p}p \) interactions. Small remaining differences between the jet finding algorithms have been investigated, and are unable to account for the discrepancy. The influence of the underlying event in the \( \bar{p}p \) case has been studied, and proves to explain only a small part of the differences seen. Thus a dynamical explanation must be sought; for example, the jets in the OPAL data are mostly induced by quarks, whilst those in the CDF data are largely gluon induced. Analogous differences between quark and gluon jet fragmentation observed by OPAL in Ref. [22] for \( \sim 24 \) GeV jets, suggest that these are responsible for a major part of the observed discrepancy.
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Table 1: Measured jet production rates (in % of all hadronic events) as the minimum jet energy $\varepsilon$ is varied for fixed $R=0.7$ rad, and as $R$ is varied for fixed $\varepsilon=7$ GeV. The data are corrected for detector resolution and acceptance. The first error is statistical, and the second shows the experimental systematic uncertainties.
<table>
<thead>
<tr>
<th>(x_\mu = 1): (\alpha_s(M_Z^0))</th>
<th>(D_2(\varepsilon))</th>
<th>(D_2(R))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Lambda_{\text{MS}}) (MeV)</td>
<td>347 ± 8</td>
<td>207 ± 5</td>
</tr>
<tr>
<td>(\chi^2/\text{d.o.f.})</td>
<td>26.3</td>
<td>182.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(x_\mu) fitted: (\alpha_s(M_Z^0))</th>
<th>(D_2(\varepsilon))</th>
<th>(D_2(R))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Lambda_{\text{MS}}) (MeV)</td>
<td>151 ± 3</td>
<td>195 ± 5</td>
</tr>
<tr>
<td>(x_\mu)</td>
<td>0.067 ± 0.007</td>
<td>0.172 ± 0.005</td>
</tr>
<tr>
<td>(\chi^2/\text{d.o.f.})</td>
<td>2.9</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2: Values of \(\alpha_s(M_Z^0)\), \(\Lambda_{\text{MS}}\), \(\chi^2/\text{d.o.f.}\) and \(x_\mu\) derived by fitting the QCD calculations to the data.

<table>
<thead>
<tr>
<th>(\alpha_s(M_Z^0))</th>
<th>(D_2(\varepsilon))</th>
<th>(D_2(R))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical error</td>
<td>±0.0004</td>
<td>±0.0004</td>
</tr>
<tr>
<td>Experimental Syst.</td>
<td>±0.0017</td>
<td>±0.0026</td>
</tr>
<tr>
<td>Fit range variation</td>
<td>±0.0011</td>
<td>±0.0015/−0.0020</td>
</tr>
<tr>
<td>JETSET (a + 1) s.d.</td>
<td>+0.0008</td>
<td>+0.0009</td>
</tr>
<tr>
<td>JETSET (a - 1) s.d.</td>
<td>−0.0005</td>
<td>−0.0005</td>
</tr>
<tr>
<td>JETSET (\sigma + 1) s.d.</td>
<td>+0.0001</td>
<td>+0.0002</td>
</tr>
<tr>
<td>JETSET (\sigma - 1) s.d.</td>
<td>−0.0002</td>
<td>−0.0004</td>
</tr>
<tr>
<td>JETSET /Peterson</td>
<td>−0.0008</td>
<td>−0.0011</td>
</tr>
<tr>
<td>JETSET udsc only</td>
<td>+0.0005</td>
<td>+0.0022</td>
</tr>
<tr>
<td>JETSET (Q_0 = 6) GeV</td>
<td>−0.0012</td>
<td>+0.0060</td>
</tr>
<tr>
<td>HERWIG 5.5</td>
<td>−0.0009</td>
<td>−0.0012</td>
</tr>
<tr>
<td>ARIADNE 3.1</td>
<td>−0.0011</td>
<td>+0.0002</td>
</tr>
<tr>
<td>Total Hadronization</td>
<td>±0.0022</td>
<td>±0.0067</td>
</tr>
<tr>
<td>(x_\mu) variation</td>
<td>±0.0075</td>
<td>±0.0006</td>
</tr>
<tr>
<td>Overlap</td>
<td>+0.0002</td>
<td>+0.0005</td>
</tr>
<tr>
<td>Total Error</td>
<td>±0.0081</td>
<td>±0.0075</td>
</tr>
</tbody>
</table>

Table 3: The central values of \(\alpha_s(M_Z^0)\) derived from each of the cone jet observables (representing averages of fits with \(x_\mu = 1\) and \(x_\mu\) fitted), together with the different contributions to their errors. In the cases where a signed value is quoted, this indicates the direction in which \(\alpha_s(M_Z^0)\) changes with respect to the default analysis when a certain feature of the analysis is changed.
\( R = 0.7 \text{ rad and } \varepsilon=7 \text{ GeV.} \)

<table>
<thead>
<tr>
<th>( r/R )</th>
<th>( \Phi(r) )</th>
<th>stat</th>
<th>expt</th>
<th>overlap</th>
<th>( r/R )</th>
<th>( \psi(r) )</th>
<th>stat</th>
<th>expt</th>
<th>overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 – 0.1</td>
<td>4.351 ± 0.006</td>
<td>± 0.121</td>
<td>±0.004</td>
<td>±0.037</td>
<td>0.1</td>
<td>0.4351</td>
<td>± 0.0006</td>
<td>±0.0121</td>
<td>±0.0004</td>
</tr>
<tr>
<td>0.1 – 0.2</td>
<td>2.618 ± 0.003</td>
<td>± 0.043</td>
<td>±0.009</td>
<td>±0.002</td>
<td>0.2</td>
<td>0.6969</td>
<td>± 0.0005</td>
<td>±0.0083</td>
<td>±0.0003</td>
</tr>
<tr>
<td>0.2 – 0.3</td>
<td>1.171 ± 0.003</td>
<td>± 0.013</td>
<td>±0.004</td>
<td>±0.000</td>
<td>0.3</td>
<td>0.8140</td>
<td>± 0.0002</td>
<td>±0.0058</td>
<td>±0.0039</td>
</tr>
<tr>
<td>0.3 – 0.4</td>
<td>0.632 ± 0.001</td>
<td>± 0.014</td>
<td>±0.004</td>
<td>±0.000</td>
<td>0.4</td>
<td>0.8772</td>
<td>± 0.0002</td>
<td>±0.0036</td>
<td>±0.0003</td>
</tr>
<tr>
<td>0.4 – 0.5</td>
<td>0.389 ± 0.001</td>
<td>± 0.010</td>
<td>±0.003</td>
<td>±0.000</td>
<td>0.5</td>
<td>0.9161</td>
<td>± 0.0002</td>
<td>±0.0021</td>
<td>±0.0003</td>
</tr>
<tr>
<td>0.5 – 0.6</td>
<td>0.272 ± 0.001</td>
<td>± 0.007</td>
<td>±0.001</td>
<td>±0.000</td>
<td>0.6</td>
<td>0.9433</td>
<td>± 0.0001</td>
<td>±0.0012</td>
<td>±0.0003</td>
</tr>
<tr>
<td>0.6 – 0.7</td>
<td>0.200 ± 0.001</td>
<td>± 0.004</td>
<td>±0.003</td>
<td>±0.000</td>
<td>0.7</td>
<td>0.9633</td>
<td>± 0.0001</td>
<td>±0.0008</td>
<td>±0.0003</td>
</tr>
<tr>
<td>0.7 – 0.8</td>
<td>0.152 ± 0.001</td>
<td>± 0.004</td>
<td>±0.003</td>
<td>±0.000</td>
<td>0.8</td>
<td>0.9785</td>
<td>± 0.0001</td>
<td>±0.0003</td>
<td>±0.0002</td>
</tr>
<tr>
<td>0.8 – 0.9</td>
<td>0.120 ± 0.001</td>
<td>± 0.002</td>
<td>±0.005</td>
<td>±0.001</td>
<td>0.9</td>
<td>0.9905</td>
<td>± 0.0001</td>
<td>±0.0001</td>
<td>±0.0008</td>
</tr>
<tr>
<td>0.9 – 1.0</td>
<td>0.095 ± 0.001</td>
<td>± 0.002</td>
<td>±0.008</td>
<td>±0.001</td>
<td>1.0</td>
<td>1.0000</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

\( R = 1.0 \text{ rad and } \varepsilon=7 \text{ GeV.} \)

<table>
<thead>
<tr>
<th>( r/R )</th>
<th>( \Phi(r) )</th>
<th>stat</th>
<th>expt</th>
<th>overlap</th>
<th>( r/R )</th>
<th>( \psi(r) )</th>
<th>stat</th>
<th>expt</th>
<th>overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 – 0.1</td>
<td>5.163 ± 0.005</td>
<td>± 0.110</td>
<td>±0.005</td>
<td>±0.053</td>
<td>0.1</td>
<td>0.5163</td>
<td>± 0.0005</td>
<td>±0.0110</td>
<td>±0.0005</td>
</tr>
<tr>
<td>0.1 – 0.2</td>
<td>2.287 ± 0.004</td>
<td>± 0.027</td>
<td>±0.006</td>
<td>±0.001</td>
<td>0.2</td>
<td>0.7450</td>
<td>± 0.0003</td>
<td>±0.0082</td>
<td>±0.0004</td>
</tr>
<tr>
<td>0.2 – 0.3</td>
<td>0.943 ± 0.002</td>
<td>± 0.021</td>
<td>±0.012</td>
<td>±0.000</td>
<td>0.3</td>
<td>0.8393</td>
<td>± 0.0003</td>
<td>±0.0049</td>
<td>±0.0004</td>
</tr>
<tr>
<td>0.3 – 0.4</td>
<td>0.518 ± 0.001</td>
<td>± 0.014</td>
<td>±0.006</td>
<td>±0.000</td>
<td>0.4</td>
<td>0.8911</td>
<td>± 0.0003</td>
<td>±0.0030</td>
<td>±0.0004</td>
</tr>
<tr>
<td>0.4 – 0.5</td>
<td>0.333 ± 0.001</td>
<td>± 0.008</td>
<td>±0.002</td>
<td>±0.000</td>
<td>0.5</td>
<td>0.9244</td>
<td>± 0.0002</td>
<td>±0.0020</td>
<td>±0.0004</td>
</tr>
<tr>
<td>0.5 – 0.6</td>
<td>0.236 ± 0.001</td>
<td>± 0.007</td>
<td>±0.000</td>
<td>±0.000</td>
<td>0.6</td>
<td>0.9480</td>
<td>± 0.0002</td>
<td>±0.0013</td>
<td>±0.0004</td>
</tr>
<tr>
<td>0.6 – 0.7</td>
<td>0.180 ± 0.001</td>
<td>± 0.004</td>
<td>±0.002</td>
<td>±0.000</td>
<td>0.7</td>
<td>0.9660</td>
<td>± 0.0001</td>
<td>±0.0008</td>
<td>±0.0003</td>
</tr>
<tr>
<td>0.7 – 0.8</td>
<td>0.141 ± 0.001</td>
<td>± 0.005</td>
<td>±0.004</td>
<td>±0.001</td>
<td>0.8</td>
<td>0.9801</td>
<td>± 0.0001</td>
<td>±0.0004</td>
<td>±0.0003</td>
</tr>
<tr>
<td>0.8 – 0.9</td>
<td>0.112 ± 0.001</td>
<td>± 0.003</td>
<td>±0.008</td>
<td>±0.001</td>
<td>0.9</td>
<td>0.9913</td>
<td>± 0.0001</td>
<td>±0.0001</td>
<td>±0.0002</td>
</tr>
<tr>
<td>0.9 – 1.0</td>
<td>0.087 ± 0.001</td>
<td>± 0.001</td>
<td>±0.012</td>
<td>±0.002</td>
<td>1.0</td>
<td>1.0000</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 4: Measured values for the differential and integral jet energy profiles, \( \Phi(r) \) and \( \psi(r) \), for \( R=0.7 \text{ rad and } \varepsilon=7 \text{ GeV, and for } R=1.0 \text{ rad and } \varepsilon=7 \text{ GeV, using the } E-\chi \text{ metric. The data are corrected to the hadron level, and the sources of statistical and systematic error are quoted separately. The uncertainty associated with varying the treatment of overlapping cones, as described in the text, is listed separately.} \)}
Table 5: Measured values for the differential and integral jet energy profiles, $\Phi(r)$ and $\psi(r)$, for $R=1.0$ rad and $\epsilon=7$ GeV. The algorithm was modified to emulate exactly the CDF procedure, i.e. defining the cone in the $\eta$-$\phi$ metric, demanding $|\eta| < 0.7$ and measuring the energy flow in terms of $E_T$. The data are corrected to the hadron level, and the sources of statistical and systematic error are quoted separately. The uncertainty associated with varying the treatment of overlapping cones, as described in the text, is listed separately.
<table>
<thead>
<tr>
<th>$\chi$ / deg</th>
<th>Inclusive $1/E_{cm}dE/d\Omega$</th>
<th>Two-jet events $1/E_{cm}dE/d\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 – 4</td>
<td>11.80 ± 0.54</td>
<td>12.16 ± 0.55</td>
</tr>
<tr>
<td>4 – 8</td>
<td>2.63 ± 0.05</td>
<td>2.70 ± 0.06</td>
</tr>
<tr>
<td>8 – 12</td>
<td>0.773 ± 0.012</td>
<td>0.798 ± 0.010</td>
</tr>
<tr>
<td>12 – 16</td>
<td>0.321 ± 0.010</td>
<td>0.335 ± 0.011</td>
</tr>
<tr>
<td>16 – 20</td>
<td>0.163 ± 0.006</td>
<td>0.171 ± 0.006</td>
</tr>
<tr>
<td>20 – 24</td>
<td>0.095 ± 0.004</td>
<td>0.100 ± 0.005</td>
</tr>
<tr>
<td>24 – 28</td>
<td>0.060 ± 0.002</td>
<td>0.064 ± 0.003</td>
</tr>
<tr>
<td>28 – 32</td>
<td>0.0400 ± 0.0017</td>
<td>0.0417 ± 0.0021</td>
</tr>
<tr>
<td>32 – 36</td>
<td>0.0300 ± 0.0007</td>
<td>0.0289 ± 0.0007</td>
</tr>
<tr>
<td>36 – 40</td>
<td>0.0199 ± 0.0005</td>
<td>0.0205 ± 0.0005</td>
</tr>
<tr>
<td>40 – 44</td>
<td>0.0064 ± 0.0001</td>
<td>0.0057 ± 0.0001</td>
</tr>
<tr>
<td>44 – 48</td>
<td>0.0066 ± 0.0001</td>
<td>0.0055 ± 0.0002</td>
</tr>
<tr>
<td>48 – 52</td>
<td>0.0055 ± 0.0002</td>
<td>0.0045 ± 0.0002</td>
</tr>
<tr>
<td>52 – 56</td>
<td>0.0049 ± 0.0001</td>
<td>0.0039 ± 0.0002</td>
</tr>
<tr>
<td>56 – 60</td>
<td>0.0044 ± 0.0002</td>
<td>0.0035 ± 0.0002</td>
</tr>
<tr>
<td>60 – 64</td>
<td>0.0041 ± 0.0001</td>
<td>0.0032 ± 0.0001</td>
</tr>
<tr>
<td>64 – 68</td>
<td>0.0038 ± 0.0002</td>
<td>0.0030 ± 0.0001</td>
</tr>
<tr>
<td>68 – 72</td>
<td>0.0038 ± 0.0001</td>
<td>0.0029 ± 0.0001</td>
</tr>
<tr>
<td>72 – 76</td>
<td>0.0039 ± 0.0001</td>
<td>0.0028 ± 0.0001</td>
</tr>
<tr>
<td>76 – 80</td>
<td>0.0039 ± 0.0002</td>
<td>0.0029 ± 0.0001</td>
</tr>
<tr>
<td>80 – 84</td>
<td>0.0042 ± 0.0001</td>
<td>0.0028 ± 0.0001</td>
</tr>
<tr>
<td>84 – 88</td>
<td>0.0044 ± 0.0003</td>
<td>0.0029 ± 0.0001</td>
</tr>
<tr>
<td>88 – 92</td>
<td>0.0050 ± 0.0001</td>
<td>0.0030 ± 0.0001</td>
</tr>
<tr>
<td>92 – 96</td>
<td>0.0056 ± 0.0001</td>
<td>0.0032 ± 0.0001</td>
</tr>
<tr>
<td>96 – 100</td>
<td>0.0065 ± 0.0001</td>
<td>0.0034 ± 0.0001</td>
</tr>
<tr>
<td>100 – 104</td>
<td>0.0076 ± 0.0002</td>
<td>0.0036 ± 0.0001</td>
</tr>
<tr>
<td>104 – 108</td>
<td>0.0088 ± 0.0004</td>
<td>0.0040 ± 0.0001</td>
</tr>
<tr>
<td>108 – 112</td>
<td>0.0104 ± 0.0004</td>
<td>0.0044 ± 0.0001</td>
</tr>
<tr>
<td>112 – 116</td>
<td>0.0125 ± 0.0004</td>
<td>0.0049 ± 0.0002</td>
</tr>
<tr>
<td>116 – 120</td>
<td>0.0146 ± 0.0004</td>
<td>0.0056 ± 0.0003</td>
</tr>
<tr>
<td>120 – 124</td>
<td>0.0175 ± 0.0005</td>
<td>0.0065 ± 0.0004</td>
</tr>
<tr>
<td>124 – 128</td>
<td>0.0206 ± 0.0006</td>
<td>0.0078 ± 0.0003</td>
</tr>
<tr>
<td>128 – 132</td>
<td>0.0243 ± 0.0006</td>
<td>0.0094 ± 0.0003</td>
</tr>
<tr>
<td>132 – 136</td>
<td>0.0289 ± 0.0003</td>
<td>0.0122 ± 0.0004</td>
</tr>
<tr>
<td>136 – 140</td>
<td>0.0349 ± 0.0006</td>
<td>0.0153 ± 0.0006</td>
</tr>
<tr>
<td>140 – 144</td>
<td>0.0385 ± 0.0003</td>
<td>0.0148 ± 0.0005</td>
</tr>
<tr>
<td>144 – 148</td>
<td>0.0459 ± 0.0005</td>
<td>0.0176 ± 0.0009</td>
</tr>
<tr>
<td>148 – 152</td>
<td>0.0588 ± 0.0008</td>
<td>0.0250 ± 0.0014</td>
</tr>
<tr>
<td>152 – 156</td>
<td>0.0805 ± 0.0012</td>
<td>0.0383 ± 0.0020</td>
</tr>
<tr>
<td>156 – 160</td>
<td>0.1200 ± 0.0013</td>
<td>0.0663 ± 0.0005</td>
</tr>
<tr>
<td>160 – 164</td>
<td>0.1956 ± 0.0020</td>
<td>0.1306 ± 0.0026</td>
</tr>
<tr>
<td>164 – 168</td>
<td>0.364 ± 0.006</td>
<td>0.311 ± 0.006</td>
</tr>
<tr>
<td>168 – 172</td>
<td>0.828 ± 0.014</td>
<td>0.916 ± 0.012</td>
</tr>
<tr>
<td>172 – 176</td>
<td>2.44 ± 0.03</td>
<td>3.14 ± 0.09</td>
</tr>
<tr>
<td>176 – 180</td>
<td>8.64 ± 0.27</td>
<td>11.47 ± 0.50</td>
</tr>
</tbody>
</table>

Table 6: Measured values for the energy flow per unit solid angle, $1/E_{cm}dE/d\Omega$, for an inclusive sample of events, and for two-jet events. The errors include statistical and systematic experimental uncertainties.
Figure 1: Comparison of energy and angular resolutions and jet number purities and efficiencies for different jet finders. These are based on comparisons between jets at the hadron and parton levels, and thus provide a measure of hadronization effects. The parameters for the cone algorithm were $R=0.7$ rad and $\varepsilon=7$ GeV, the JADE-E0 jet finder was run with $y_{cut}=0.06$, the JADE-p jet finder with $y_{cut}=0.05$ and the Durham scheme with $y_{cut}=0.02$. 
Figure 2: Comparison of energy and angular resolutions and jet number purities and efficiencies for different jet finders. These are based on comparisons between jets at the detector and hadron levels, and thus provide a measure of detector effects. The parameters for the cone algorithm were $R=0.7$ rad and $\varepsilon=7$ GeV, the JADE-E0 jet finder was run with $y_{cut}=0.06$, the JADE-p jet finder with $y_{cut}=0.05$ and the Durham scheme with $y_{cut}=0.02$. 
Figure 3: Measured jet rates using the cone algorithm, as a function of $\varepsilon$ for $R = 0.7$ rad, and as a function of $R$ for $\varepsilon=7$ GeV. The data have been corrected for detector effects only, and so correspond to the hadron level. The curves show the expectations of the parton shower models JETSET (solid), HERWIG (dashed) and ARIADNE (dotted). We show in the lower figures the percentage differences between the models and the data, defined as $\delta_n = 100 \cdot \left( \frac{R_{n_{\text{model}}} - R_{n_{\text{data}}}}{R_{n_{\text{data}}}} \right)$, together with the experimental (statistical+systematic) uncertainties shown as points with error bars.
Figure 4: Measured differential two-jet rates, $D_2(\varepsilon)$ for $R = 0.7$ rad, and $D_2(R)$ for $\varepsilon=7$ GeV. The data have been corrected for both detector and hadronization effects, and so correspond to the parton level. The curves show the results of fitting $O(\alpha_s^2)$ QCD calculations to the data: either with renormalization scale factor $x_\mu=1$ (dashed) or with $x_\mu$ treated as a free parameter in the fit (solid). The arrows indicate the fit ranges used. The data are plotted at the bin centres; the bin edges being the same as in Table 1. The experimental errors are smaller than the symbols.
Figure 5: Dependence of the fitted value of $\alpha_s(M_Z)$ (solid) and of $\chi^2$/d.o.f. (dashed) on the renormalization scale factor $x_\mu$ for the cone jet observables $D_2(\varepsilon)$ and $D_2(R)$. 
Figure 6: Energy profiles of jets defined using the cone jet finder, and having energy greater than 35 GeV. The data are shown for two values of the cone half-angle, $R=0.7$ rad and 1.0 rad, and use the $E-\chi$ metric. Data from CDF are shown for comparison.
Figure 7: Energy profiles of jets defined using the cone jet finder, and having energy greater than 35 GeV. The OPAL algorithm has been modified to correspond exactly to that of CDF, i.e. defining the cone in the $\eta$-$\phi$ metric, cone half-angle $R=1$, demanding $|\eta| < 0.7$ and measuring the energy flow in terms of $E_T$. Data from CDF are shown for comparison.
Figure 8: Energy profiles of jets defined using the cone jet finder, and having energy greater than 35 GeV. The OPAL algorithm has been modified to correspond exactly to that of CDF, i.e. defining the cone in the $\eta$-$\phi$ metric, cone half-angle $R=1$, demanding $|\eta| < 0.7$ and measuring the energy flow in terms of $E_T$. The CDF data have been corrected for an underlying event with an energy density of 1.6 GeV/$R^2$ (open triangles) and 0.7 GeV/$R^2$ (open squares).
Figure 9: Energy flow per unit solid angle about the event axis for an inclusive sample of $e^+e^-$ events (solid) and for two jets only (dotted).