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Abstract

We present an update with increased statistics to our published analysis of hadronic and leptonic cross sections and of the leptonic forward-backward asymmetries in $e^+e^-$ collisions. The published results were based on a total of 454,000 hadronic and 58,000 leptonic events. This analysis adds 733,000 hadronic and 88,000 leptonic events recorded at the $Z^0$ peak in 1992 by the OPAL experiment at LEP. A model independent analysis of $Z^0$ parameters based on an extension of the improved Born approximation leads to tests of lepton universality and gives an interpretation of the results within the Standard Model framework. We also present a model independent test for new physics.
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1 Introduction

We present hadronic and leptonic cross sections and leptonic forward-backward asymmetries measured in $e^+e^-$ collisions at a mean centre-of-mass energy of $\sqrt{s} = 91.299$ GeV. The data were recorded during 1992 by the OPAL experiment at LEP. The integrated luminosity of the 1992 dataset is approximately 25 pb$^{-1}$, which doubles the total available. The 1992 data are combined with our published cross sections and asymmetries [1, 2], from data accumulated up until the end of 1991 at centre-of-mass energies within ±3 GeV of the $Z^0$ mass, $M_Z$. This allows an improved determination of electroweak parameters and a more stringent test of the Standard Model. The larger 1992 data sample has enabled more detailed systematic studies to be made, leading to a reduction of the systematic errors for the luminosity measurement and the lepton analyses presented.

A description of the OPAL detector and Monte Carlo programs is given in section 2. The luminosity measurement and the hadronic and leptonic event selections are described in sections 3, 4 and 5, respectively. The results of the LEP energy calibration are given in section 6 and the determination of electroweak parameters is presented in section 7. Finally, the results are summarized in section 8.

2 The OPAL Detector and Simulation

The OPAL detector is described in detail elsewhere [3]. The trajectories of charged particles are measured using a precision vertex drift chamber, a jet chamber and z-chambers, inside a solenoidal coil. This is surrounded by a time-of-flight counter array and a lead glass electromagnetic calorimeter with a presampler, which measures the positions and energies of showering particles. Outside this are a hadron calorimeter and four layers of muon chambers. Forward detectors are used for measuring the luminosity. A right-handed coordinate system is adopted by OPAL, where the $x$ axis points to the centre of the LEP ring, and positive $z$ is along the electron beam direction. The angles $\theta$ and $\phi$ are the polar and azimuthal angles, respectively.

For the generation of Monte Carlo events for the process $e^+e^- \rightarrow$ hadrons we used the JETSET [4] and HERWIG [5] programs with parameter sets optimized by a study of global event shape variables in OPAL data [6]. The KORALZ [7] program was used for $e^+e^- \rightarrow \mu^+\mu^-$ and $e^+e^- \rightarrow \tau^+\tau^-$, and BABAMC [8] and BHLUMI [9] for the process $e^+e^- \rightarrow e^+e^-$. The detector response was simulated by a program [10] that treated in detail the detector geometry and material as well as the effects of detector resolution and efficiency. The simulated events were then reconstructed by the same procedure that was used to analyse the OPAL data.

3 The Luminosity Measurement

The integrated luminosity was determined from small-angle Bhabha scattering events observed in the forward detectors [11], using essentially the same procedure as for the 1991 data [1]. Each forward detector consists of three major elements: a calorimeter which measures the energy and position of electromagnetic showers; three layers of proportional tube chambers, situated behind the four radiation length presampler section of the calorimeter, which give better spatial resolution and are used to define the acceptance for the Bhabha selection; and two planes of drift chambers in front of the calorimeter which are used to survey the precise positions of the tube chambers.
In [1], the largest contribution to the systematic error (0.30%) resulted from inhomogeneity in the reconstruction of clusters in the proportional tube chambers and evidence for a shift in the survey of one drift chamber quadrant. In order to reduce this uncertainty, the 1992 data have been analysed using new tube chamber reconstruction algorithms, taking advantage of the improved understanding of the detector. As a result the tube chamber inefficiency has decreased from 2.0% to 1.2%, in agreement with Monte Carlo simulation, and the resolution has improved from 3.5 mm to 2.0 mm.

Another effect has been to improve the precision of the drift chamber survey of the locations of the tube chambers. The images of the drift chamber sense wires are located in the tube coordinate system by two methods of analysis, with largely independent systematic errors. In [1] the dominant contribution to the systematic errors on these quantities arose from the differences in the results of the two methods. Using the new reconstruction algorithms the two methods gave consistent results. The mean positions of the two sense wires were determined with precisions of 56 µm and 80 µm, respectively (previously 98 µm and 118 µm), resulting in a reduction of the contribution to the systematic uncertainty in the luminosity from 0.21% to 0.12%. The uncertainty in the absolute positions of the φ boundaries of the Bhabha acceptance contributed a further 0.11%, giving a total systematic error on the luminosity due to uncertainties in the locations of the tube chambers of 0.17%.

In our previous analysis the separation of the drift chamber sense wires in diagonally opposite chambers at the same end was measured with a precision of 91 µm. At the end of 1992 an optical survey of the drift chamber support structure was performed by the CERN metrology laboratory, reducing this uncertainty to 42 µm.

As in our previous analyses[1, 2] the effect of inhomogeneity in the tube chamber reconstruction was estimated by dividing the acceptance in φ into 8 identical telescopes and determining a luminosity from each. The rms variation of the 8 calculated luminosities was 0.67% (previously 0.90%). Assuming that each telescope gives an independent measurement of the luminosity, the error on the overall luminosity is estimated to be 0.25%. This error includes a contribution of 0.18% from statistics and so the remaining 0.17% is assigned as a systematic error (previously 0.30%). Similar estimates of the systematic error were obtained when the acceptance was divided into 16 and 32 telescopes. Figure 1 shows the fraction of the total number of Bhabha events for each telescope for the case when the acceptance is divided into 8.

Using the new tube reconstruction algorithms the cross section for the Bhabha event selection was determined to be 12.705 ± 0.014 nb from Monte Carlo. The analysis of six distinct Monte Carlo datasets, generated using different versions of the detector simulation program, GEANT [12], or with minor differences in the assumed detector geometry, gave different values of the cross section (χ² of 10.75 for 5 degrees of freedom). Since the number of generated events in individual Monte Carlo datasets was insufficient to allow further investigation, the statistical uncertainties were scaled so that χ²/d.o.f. = 1. The effect of this additional contribution was to increase the systematic uncertainty on the Monte Carlo cross section from 0.20% (estimated from the variation of the luminosity with cut values) to 0.23%.

The individual contributions to the error on the absolute luminosity are listed in Table 1. These were added in quadrature to give an overall experimental error of 0.41%. Of this, 0.22% was due to the finite data and Monte Carlo statistics. When the theoretical uncertainty of 0.3% is included the final error on the 1992 luminosity becomes 0.51%. The correlation coefficient between the errors on the 1991 [1] and 1992 luminosities is 0.50. In estimating this the systematic errors obtained from the '8 telescope' analysis for the two years were taken to be uncorrelated.
4 The Hadronic Decay Channel

From the 1992 data, 733 059 multihadronic events were selected using the same criteria as described in our previous publication [1]. The correction factors that account for selection efficiency and background are listed in Table 2. The overall correction, \( f \), was 1.0011 with an uncertainty \( \Delta f/f = 0.20\% \). The hadronic cross section is given in Table 6.

The background contamination from non-resonant processes was estimated from the data as described in [1]; here the 1991 data were used to evaluate the dependence on centre-of-mass energy. This resulted in a background estimate of 0.060 ± 0.016 nb.

Possible failures in the data acquisition system and in the reconstruction program for high multiplicity events were investigated. An upper limit of 0.04% on the inefficiency due to such failures was obtained and assigned as a systematic error.

The influence of accidental hits in the forward detector calorimeter on the selection were checked by comparing different selection criteria that do not use the forward detector clusters [2]. No systematic effect was found within the 0.05% statistical accuracy, which was assigned as a systematic error.

5 The Leptonic Decay Channels

The analysis of leptonic final states was performed using techniques very similar to those described in our previous publications [1, 2]. Events were required to lie within the angular ranges \( |\cos \theta| < 0.70 \), \( |\cos \theta| < 0.95 \) and \( |\cos \theta| < 0.90 \) for the \( e^+e^- \), \( \mu^+\mu^- \) and \( \tau^+\tau^- \) channels, respectively. The factors by which the selected numbers of candidate events were corrected in order to account for experimental efficiency and background are given in Tables 3, 4 and 5, for electron, muon and tau pairs, respectively. The leptonic cross sections are given in Table 6. In the case of muon and tau pairs the total production cross section is quoted. Corrections for the selection efficiency and geometrical acceptance for these analyses were evaluated using Monte Carlo events generated with the KORALZ program. In the case of electron pairs the cross section is quoted within the geometrical acceptance and acollinearity cuts, corrected for selection inefficiency and backgrounds.

For the measurement of the forward-backward asymmetry, events were required to have acollinearity angles of less than 10° for the \( e^+e^- \) channel and less than 15° for the \( \mu^+\mu^- \) and \( \tau^+\tau^- \) channels. For the \( \mu^+\mu^- \) and \( \tau^+\tau^- \) channels the forward-backward asymmetry was calculated using an unbinned maximum likelihood fit to the angular distribution. This was checked by simply counting the numbers of forward and backward events. For the \( e^+e^- \) channel, in the absence of a convenient parametrization for the differential cross section, the forward-backward asymmetry was calculated with the simple counting method. The measured leptonic forward-backward asymmetries within the geometrical acceptance are given in Table 7. The numbers of events used in the asymmetry measurements are larger than for the cross sections since less stringent requirements on the status of the detector were needed. This was because a precise knowledge of neither the absolute selection efficiency nor the luminosity was required for the asymmetry analysis.

The increased data sample collected in 1992 allowed the systematic studies described in [1, 2] to be repeated with increased precision. A number of new studies were performed. This, together with continual improvements made in both the performance and understanding of the OPAL detector, is reflected in the reduced systematic errors given in the tables. In the following three sections we describe briefly the most significant improvements for each leptonic channel.
5.1 The $e^+e^-$ Channel

Electron pair events were selected using very similar criteria to those in [1]. Candidate electrons were identified by the signature of a high energy electromagnetic cluster associated with a charged track. Events were required to contain two electron candidates with an acollinearity of less than $10^\circ$. Cuts on the number of electromagnetic clusters and the number of charged tracks were used to reject hadronic events. A requirement of high visible energy was used to remove the remaining backgrounds, in particular that from tau pair events. Since our previous publication [1], a modification has been made to the minimum electromagnetic cluster energy cut. In the previous analysis, two electromagnetic clusters were required to satisfy $E > 0.25\sqrt{s}$. In the present analysis, this condition has been changed to $E_1 > 0.20\sqrt{s}$ and $E_2 > 0.10\sqrt{s}$, where $E_1$ and $E_2$ refer to the highest and second highest cluster energy respectively. This modification avoids the loss of events ($\sim 0.05\%$) exclusively due to the cluster energy cut. With these selection criteria, a total of 25 280 $e^+e^-$ candidates were selected from the 1992 data sample, within an acceptance of $|\cos\theta| < 0.70$ and acollinearity $< 10^\circ$.

The dominant systematic error quoted in [1] was due to the uncertainty in determining the edge of the acceptance. Based on the larger data sample collected in 1992, we were able to repeat the studies of this problem described in our previous publication with better statistical precision. In addition we examined the $\theta$ distributions measured by high quality tracks for the electrons inside and outside the $\cos\theta$ cut defined by the electromagnetic cluster measurement. From these studies, the error of the cross section due to the uncertainty on the edge of the acceptance was reduced to 0.12%.

The $e^+e^-$ events were separated from the $\tau^+\tau^-$ background using a cut on the total electromagnetic energy at 0.80 $\sqrt{s}$, as shown in Figure 2-a. Since there is a small discrepancy between data and Monte Carlo distributions in the region of the cut, the inefficiency was determined by studying the events which failed the energy cut. In Figures 2-b and c, distributions of the acoplanarity and the sum of the charged track momenta are shown for these events. The excesses of data over Monte Carlo simulation are due to $e^+e^-$ events. We estimated an additional inefficiency of 0.30%, above the 0.06% predicted by the simulation, giving a total of $0.36 \pm 0.11\%$.

Similarly the tau pair background was studied using a subsample of the accepted $e^+e^-$ candidates for which the background was enhanced by requiring high acoplanarity and low momenta. An extra 0.10% was estimated, above the 0.28% predicted by Monte Carlo simulation, giving a total tau pair background of $0.38 \pm 0.11\%$.

At least two of the high energy electromagnetic clusters were required to be associated with charged tracks within 5$^\circ$ in $\phi$ and 10$^\circ$ in $\theta$. Monte Carlo simulation was used to measure the inefficiency for finding matched charged tracks and the causes of the missing tracks in $e^+e^- \rightarrow e^+e^-$ events were also studied in detail. It was found that the Monte Carlo simulated well both the fraction of very low energy electrons in the $e^+e^-\gamma$ final state, and the fraction of electrons which lose energy due to hard bremsstrahlung in the material before the central tracking chambers. A discrepancy was observed between data and Monte Carlo for the events which, in spite of the existence of two or more charged tracks, contained less than two electromagnetic clusters matched to tracks. From these studies, we obtained an additional tracking inefficiency of 0.15% to be added to the Monte Carlo estimate of 0.34%, making a total correction of $0.49 \pm 0.09\%$.

A search for $e^+e^-$ events rejected due to the low multiplicity requirement was performed in the region just above the multiplicity cut, by selecting events with either high electromagnetic energy or high track momenta. A small inefficiency of $0.01 \pm 0.01\%$ was found.

The full set of correction factors, valid within the angular acceptance of $|\cos\theta| < 0.70$ and
acollinearity < 10°, together with the corresponding systematic uncertainties are summarized in Table 3. The overall correction, \( f \), was 1.0045 with an uncertainty \( \Delta f/f = 0.22\% \).

The sign of the charge of the particles was determined from tracks in the central detector. A small fraction (~1.5%) had the same sign assigned for both tracks. As in [1], an alternative method of charge determination was applied to these events, which used the acoplanarity between the two electromagnetic clusters. The efficiency for correct charge assignment using the acoplanarity was estimated from the data and using Monte Carlo simulation. The uncertainty from this was found to be negligible. Other sources of possible bias on the forward-backward asymmetry were studied using similar methods to those used for the geometrical acceptance, described above. As a result of all these studies we assigned an uncertainty of 0.002 to the asymmetry measurement.

For the analyses in section 7, the program ALIBABA [13] is used to predict the \( t \)-channel and \( s-t \) interference contributions to the \( e^+e^- \rightarrow e^+e^- \) cross section. In order to check this program we have extended our \( e^+e^- \) selection, using slightly modified cuts, out to \( |\cos \theta| < 0.90 \), where QED \( t \)-channel contributions dominate. Figure 3 shows the angular distribution of the data after correction for inefficiency and backgrounds. It agrees well with the ALIBABA prediction.

### 5.2 The \( \mu^+\mu^- \) Channel

Muon pair events were selected within the range \( |\cos \theta| < 0.95 \) using selection criteria unchanged since our previous publication [1]. Candidate muon pairs were required to contain at least two tracks having a momentum of greater than 6 GeV, matched to the beam interaction point and identified as muons by at least one outer detector (electromagnetic calorimeter, hadron calorimeter or muon chambers). Multihadrons were rejected by requirements on the charged track multiplicity. Remaining tau pair and two photon backgrounds were rejected by a requirement that the visible energy, defined as the sum of the two highest momentum tracks plus the highest energy electromagnetic cluster, be at least 0.60 \( \sqrt{s} \).

These criteria selected 34 259 events from the 1992 data. As a result of larger data and Monte Carlo samples the statistical sensitivity of the systematic studies has been improved leading to reduced uncertainty. Better use of the jet chamber track information on poorly constrained tracks has led to a reduction in the cosmic ray background fraction from 0.20±0.05% to 0.03±0.02%. More accurate modelling of the hadron calorimeter and thus of the pion punchthrough simulation resulted in a decrease of the tau pair background estimate from 1.15±0.15% to 0.96±0.10%. The signal efficiency measured from Monte Carlo has also increased from 91.07±0.09% to 91.46±0.06%, mainly due to improvements in track reconstruction. These are discussed in more detail below.

The two dominant systematic errors reported previously remain the largest, these being the estimation of the tau pair background in the sample and the estimation of the effect of track reconstruction problems in the regions close to the jet chamber sense wire planes.

As in [1], the predicted background from \( e^+e^- \rightarrow \tau^+\tau^- \) was checked by studying the visible energy, acoplanarity and acollinearity distributions in subsamples of the selected muon pair candidates for which the level of background was enhanced. Figure 4-a shows the visible energy. In the region between 0.60 and 0.80 \( \sqrt{s} \) there were 215 events in the data, equivalent to 45% of the expected tau pair background, and 197 events predicted by the Monte Carlo simulation, of which 97% were tau pair events. A further check was performed on the modelling of the tau pair background using an independent sample of purely tau pair events, selected by demanding a final state electron and muon. A comparison between data and Monte Carlo visible energy distributions showed good agreement.
above $0.50 \sqrt{s}$ (Figure 4-b). In the region of visible energy between $0.60$ and $0.90 \sqrt{s}$ there were 271 events in the data and 283 in Monte Carlo, which were all simulated tau pairs. An uncertainty on the predicted tau pair background level of $0.10\%$ was estimated.

The fraction of data events lost from tracking inefficiencies was studied using an alternative muon pair selection which was almost independent of the central tracking, based on highly collinear hits in the outer detectors [1]. Due to improved reconstruction of tracks close to jet chamber sense wire planes this fraction was reduced from 1.05$\%$ to 0.75$\%$. However, the improvements were found to affect data and Monte Carlo differently, leading to a greater discrepancy between the observed and predicted fractions. The correction derived from this discrepancy has thus increased from $0.33\pm0.11\%$ to $0.48\pm0.10\%$. The error on this correction arises from the uncertainty in the efficiency of the alternative muon pair selection.

The full set of correction factors for the muon pair cross section measurement, together with the corresponding systematic uncertainties are summarized in Table 4. The overall correction factor, $f$, was 1.0903 with an uncertainty $\Delta f/f = 0.19\%$.

Additional event selection criteria were applied for the forward-backward asymmetry measurement. To suppress radiative events, the acollinearity had to be less than 15$^\circ$, which rejected 1.26$\%$ of the $\mu^+\mu^-$ events. To ensure unambiguous charge determination, the events were required to contain exactly two oppositely charged tracks, which rejected a further 1.32$\%$ of $\mu^+\mu^-$ events. To ensure a high quality polar angle measurement, tracks in the barrel region used to determine $\cos \theta$ had to have both $z$-chamber and vertex chamber $z$ information. Failing this, if matched hits were found in the barrel muon chambers then these hits were used in combination with the beam interaction point to determine the polar angle. In 0.21$\%$ of the events neither track could be used.

The asymmetry was measured using a maximum likelihood fit to the polar angle distribution, using tracks of randomly chosen charge. The systematic uncertainties of the measurement were studied by comparing the asymmetry determined using only positive tracks to that using only negative tracks in a sample where both tracks had good $\cos \theta$ measurements. No significant difference was found. Additionally, the acoplanarity measured in the muon chambers was used as an alternative method of charge determination, and the quality requirements on the barrel tracks were varied. For each of these samples, the result of the fit was also compared with a simple counting method determination of the asymmetry. As a result of these checks, an uncertainty of 0.001 was assigned to the asymmetry measurement.

5.3 The $\tau^+\tau^-$ Channel

Tau pair events were selected within the angular range $|\cos \theta| < 0.90$ using criteria that have remained unchanged since our previous publications [1, 2]. Events were required to contain two back-to-back, collimated, low multiplicity jets identified using information from the central tracking chambers and the electromagnetic calorimeters. Time-of-flight measurements were used to reject cosmic ray events and muon identification to reject $e^+e^- \rightarrow \mu^+\mu^-$. The remaining backgrounds from multihadrons, two-photon processes and $e^+e^- \rightarrow e^+e^- (\gamma)$ were rejected using multiplicity cuts, and demanding the two jets to be narrow, with an acollinearity of less than 15$^\circ$. These criteria selected 28 553 events from the 1992 data.

The uncertainty in determining the edge of the geometrical acceptance was studied by comparing the number of events accepted when tracks only, clusters only or both tracks and clusters were used to reconstruct the $\tau^+\tau^-$ pair event axis. The Monte Carlo simulation reproduced the data to within
Taking into account the 2 mrad angular resolution of the track measurement a systematic error of 0.17% was assigned.

Backgrounds were checked by selecting subsamples of the candidate tau pair events in which the background fraction of a given source was enhanced [2]. The increased data and Monte Carlo statistics enabled us to perform more extensive studies, resulting in reduced systematic errors on the background estimates.

Hadronic events were rejected using multiplicity cuts [2]. To assess the residual hadronic background the distribution of the sum of the invariant masses of the two jets, reconstructed using both tracks and clusters, was investigated in the data for all topologies other than the 1-1 and 1-3 topologies (1 or 3 charged tracks in each jet). In the region of high invariant masses the tau pair contribution was assessed using the Monte Carlo simulation and subtracted. It was also necessary to subtract the contributions from tau pair events containing multiple hard photons or four fermions in the final state, which were not simulated by the Monte Carlo program. Their magnitude was estimated from the mass distribution of the data with 1-3 topology. The hadronic background was estimated to be 0.51 ± 0.14%. This estimate was nearly free from uncertainties arising from Monte Carlo modelling of fragmentation.

The overlaps between the $\tau^+\tau^-$ selection and the $e^+e^-$ and $\mu^+\mu^-$ selections were examined using a data sample which contained $e^+e^-,\mu^+\mu^-$ and $\tau^+\tau^-$ events within the same geometrical acceptance. Similar studies to those described in subsections 5.1 and 5.2 were performed. The background from muon pair events misidentified as tau pairs due to track reconstruction problems resulted in a correction of 0.16% to the Monte Carlo prediction and a total $\mu^+\mu^-$ background of 0.98 ± 0.11%. The small loss of tau pair events due to misclassification as muon pairs was found to be correctly simulated by the Monte Carlo to within 0.08%. The residual $e^+e^-$ background was investigated using a similar technique to that described in subsection 5.1. Near the edge of calorimeter modules, an excess of data over Monte Carlo prediction of 0.27 ± 0.08% was observed, giving a total background of 0.41 ± 0.15%.

To evaluate the loss of tau pair events due to the cut on the total shower energy of 0.80 $\sqrt{s}$ this distribution was studied in detail (Figure 5-a). The high shower energy region was populated by $e^+e^-$ background and also by $\tau \rightarrow \rho \nu$ decays, where the $\pi^0$ from the subsequent $\rho \rightarrow \pi\pi$ decay carried most of the energy, resulting in a low momentum charged pion in such events. Further cuts were applied to suppress the $e^+e^-$ background. Figures 5-b and c show the distribution after requiring that either of the tau jets have track momentum less than 0.40 of the beam energy and, in addition, that the acoplanarity angle be greater than 0.50. A small discrepancy between data and the simulated distributions beyond the cut point resulted in a correction of 0.12 ± 0.06% to the inefficiency evaluated by Monte Carlo.

The dominant non-resonant background processes were $e^+e^- \rightarrow e^+e^-e^-e^-$ and $e^+e^- \rightarrow e^+e^-\mu^+\mu^-$. These were studied using Monte Carlo simulation and from a subsample of the tau pair candidates containing a pair of final state electrons or muons. By comparing the distributions of the missing momentum vector the Monte Carlo prediction was found to be good to within 0.05%.

The full set of correction factors and the corresponding systematic uncertainties are summarized in Table 5. The overall correction, $f$, was 1.3024 with an uncertainty $\Delta f/f = 0.44\%$. The anticorrelation of uncertainties due to cross-over of events from one leptonic channel into another was 0.14% between the $\mu^+\mu^-$ and $\tau^+\tau^-$ samples and 0.09% between the $e^+e^-$ and $\tau^+\tau^-$ channels.

For the forward-backward asymmetry measurement, events in which the two taus were assigned the same charge sign were not used and at least one tau was required to have a charge of ±1. This rejected 1.9% of the $\tau^+\tau^-$ events. The resulting asymmetry measurement was corrected by $-0.001 \pm 0.001$ to
account for the asymmetry of the \(e^+e^-\) background. Possible biases to the asymmetry measurement were examined by comparing the results when tracks only, clusters only or both tracks and clusters were used to reconstruct the direction of the \(\tau^+\tau^-\) pair, and also from comparison of results obtained using the polar angle of the \(\tau^+\), the \(\tau^-\) or the average of the two. An uncertainty of 0.002 was estimated for the tau pair asymmetry measurement.

6 LEP Energy Calibration

A precise calibration of the LEP energy scale was achieved in 1991 resulting in a systematic uncertainty of 6 MeV on \(M_Z\) [14]. The calibration of the LEP energy scale in 1992 [15] was performed using a similar procedure. In 1992, however, calibrations with resonant depolarization were successful only late in the year and showed a large spread resulting in an error of \(\pm 18\) MeV on the centre-of-mass energy. This causes an uncertainty of \(\pm 0.02\) nb on the hadronic pole cross section and an uncertainty of \(\pm 0.001\) on the forward-backward asymmetry at the \(Z^0\) pole of \(e^+e^- \rightarrow \mu^+\mu^-\) and \(e^+e^- \rightarrow \tau^+\tau^-\), which is fully anti-correlated with the uncertainty of \(\mp 0.001\) on the forward-backward asymmetry of \(e^+e^- \rightarrow e^+e^-\).

The spread of the centre-of-mass energies, due to the energy spread of the particles in the beams, was \(46\pm5\) MeV for the running periods in 1990-91 and \(51\pm5\) MeV for the running period in 1992 [15]. Our quoted cross sections and asymmetries are not corrected for the energy spread. It was taken into account by correcting the measured cross sections in the fitting procedure as described in our previous publication [1].

7 Determination of Electroweak Parameters

Electroweak parameters were determined from the 1992 measurements described in the previous sections combined with our 1991 results (Tables 6-10 in [1]), our 1990 hadronic and leptonic cross sections (Tables 7-10 in [2]) and our combined 1989/1990 leptonic asymmetries (Tables 11-13 in [2]). The procedure used to fit the cross sections and the leptonic asymmetries was essentially the same as that described in our previous publications [1, 2]. The systematic errors of our measurements reported previously were in general larger than those of the 1992 data. The 1992 systematic errors for the hadronic and leptonic event selections were treated as common uncertainties among the data sets for 1992, 1991 and 1990. The correlation of the systematic errors for the luminosity measurement in 1992 and 1991 is given in section 3. As described in our previous publication [1] we did not include the information from the absolute luminosity measurement in 1990 and we also did not use the 1990 absolute energy calibration.

The theoretical parametrizations of the total and differential cross sections for the processes \(e^+e^- \rightarrow \) hadrons, \(e^+e^- \rightarrow \mu^+\mu^-\), \(e^+e^- \rightarrow \tau^+\tau^-\) and the contribution of \(s\)-channel diagrams to \(e^+e^- \rightarrow e^+e^-\) were obtained using the program ZFITTER [16]. For the process \(e^+e^- \rightarrow e^+e^-\) we used the program ALIBABA [13] to describe the contributions from the \(t\)-channel diagrams and from \(s-t\) interference. These were then added to the \(s\)-channel differential cross sections calculated by ZFITTER. Following the recommendation in [13], an uncertainty of 0.5% was assigned to these contributions.

The analysis methods presented in subsections 7.1-7.3 remained unchanged since our last publication [1], to which the reader is referred for formulae, details of the fits and parameter definitions. Our earlier data included some off-peak luminosity, recorded at centre-of-mass energies within \(\pm 3\) GeV.
of $M_Z$. Since all the 1992 data were accumulated close to the $Z^0$ peak, the precision of those electroweak parameters which are determined by off-peak data ($M_Z, \Gamma_Z, C^\gamma_{ZZ}$ and $C^\gamma_{\gamma\gamma}$) remains unchanged compared to [1].

7.1 Extended Improved Born Approach

Table 8 (c.f. Table 11 in [1]) gives the results of fits to the combined data set of hadronic and leptonic cross sections and leptonic forward-backward asymmetries. Parameter correlation matrices are given in the Appendix. The values in the second column of Table 8 were obtained from a 15 parameter fit with $M_Z, \Gamma_Z, \sigma_{\text{had}}^{\text{pole}}$, and the 12 $C$ parameters [1] ($C^e_{\gamma\gamma}, C^e_{\gamma\gamma}, C^e_{\gamma\gamma}$ and $C^e_{\gamma\gamma}$ individually for each leptonic species) as free parameters. The values obtained from the different leptonic species for corresponding parameters are consistent with one another, supporting the hypothesis of lepton universality. The most precise test of lepton universality is obtained from the ratio of $C^e_{\gamma\gamma}$ parameters for different leptonic species, as the overall normalization error cancels. In the improved Born approximation the ratio of $C^e_{\gamma\gamma}$ parameters can be expressed as:

$$ R_{\ell/\tau} = \frac{C^e_{\gamma\gamma}(\ell^+\ell^-)}{C^e_{\gamma\gamma}(\tau^+\tau^-)} = \frac{\hat{g}_e^2}{\hat{g}_e^2 + \hat{g}_\mu^2} $$

for $\ell = e$ or $\mu$.

The result of our measurement is:

$$ R_{e/\tau} = 1.007 \pm 0.010 $$  

$$ R_{\mu/\tau} = 1.0089 \pm 0.0087. $$

Column three of Table 8 gives the results for a 7 parameter model-independent fit when lepton universality was assumed explicitly by imposing $C(e^+e^-) \equiv C(\mu^+\mu^-) \equiv C(\tau^+\tau^-)$ for each of the four $C$ parameters.

Figure 6 shows a comparison of the results with the Standard Model prediction for the fitted parameters. Good agreement is observed for all parameters. The largest deviation, in $C^e_{\gamma\gamma}$, remains unchanged from [1] since it is determined by off-peak data.

The effective leptonic couplings, $\hat{g}_e^2$ and $\hat{g}_\mu^2$, can be determined from the $C$ parameters, assuming lepton universality and the improved Born approximation [1]. The result is:

$$ \hat{g}_e^2 = 0.00118 \pm 0.00026 \quad \hat{g}_\mu^2 = 0.2504 \pm 0.0013. $$

7.2 Derived Parameters

The partial decay widths $\Gamma_{\text{had}}, \Gamma_{ee}, \Gamma_{\mu\mu}$ and $\Gamma_{\tau\tau}$, as given in Table 9, have been obtained by a parameter transformation from the parameters $C^e_{\gamma\gamma}(e^+e^-), C^e_{\gamma\gamma}(\mu^+\mu^-), C^e_{\gamma\gamma}(\tau^+\tau^-), M_Z, \Gamma_Z$ and $\sigma_{\text{had}}^{\text{pole}}$ [1] from our model independent fit. The leptonic partial widths are consistent with each other, as already observed in the results for the $C^e_{\gamma\gamma}$ parameters.

For the decay width of the $Z^0$ into invisible final states, $\Gamma_{\text{inv}}$, we obtain:

$$ \Gamma_{\text{inv}} = \Gamma_Z - \Gamma_{\text{had}} - (3 + \delta_m)\Gamma_\ell = 490.3 \pm 7.3 \text{ MeV}, $$
where we define $\Gamma_{\ell\ell}$ as the partial width of the $Z^0$ for the decay into a pair of massless charged leptons and $\delta_m = -0.0023$ [17] represents a small correction for the mass of the tau lepton. For the ratio $\Gamma_{\nu\nu}/\Gamma_{\ell\ell}$ we obtain:

$$\Gamma_{\nu\nu}/\Gamma_{\ell\ell} = 5.868 \pm 0.090.$$ 

Combining the measured value of $\Gamma_{\nu\nu}/\Gamma_{\ell\ell}$ with the Standard Model prediction for $\Gamma_{\nu\nu}/\Gamma_{\ell\ell}=1.992\pm0.003$, where the error refers to a variation of the mass of the top quark $M_t$ in the interval $50 < M_t$ (GeV) $< 230$ and the mass of the Higgs boson $M_H$ in the interval $60 < M_H$ (GeV) $< 1000$, we obtain for the number of light neutrino generations:

$$N_\nu = 2.946 \pm 0.045(\text{exp.}) \pm 0.005(M_t, M_H).$$

We also apply a parameter transformation to our model independent fit to describe our data in terms of the standard LEP parameter set, $M_Z, \Gamma_Z, \alpha^\text{pole}_{\text{had}}, R_\ell$ and $A^\text{pole}_{FB}$ [1]. The results are given in Table 10. Parameter correlation matrices are given in the Appendix. Figure 7 shows, for each leptonic species, the resulting one standard deviation contours in the $R_\ell-A^\text{pole}_{FB}$ plane. The comparison of the $R_\ell$ values for the individual leptonic species provides a test of lepton universality with similar sensitivity to the ratio of $C^2_{Z\bar{Z}}$ parameters, as the overall normalization error cancels in $R_\ell$. These results are again compatible with lepton universality.

7.3 Standard Model Fits

In this section we compare the data to the Standard Model prediction and infer constraints on the model's unknown input parameters. From the fit [1] to our data we obtain:

$$M_t = 132^{+41}_{-48}^{+24}_{-18} \text{GeV}$$

$$\alpha_s(M_Z^2) = 0.124 \pm 0.010 \pm 0.003,$$

with a $\chi^2$/NDOF=75.8/109. The central values and the first errors of $M_t$ and $\alpha_s(M_Z^2)$ refer to a fixed value of $M_H = 300$ GeV. The second error shows the variation of the central value for Higgs masses spanning the interval $60 < M_H$ (GeV) $< 1000$. In the context of the Standard Model our measurements lead to a value of $M_W = 80.05^{+0.24}_{-0.30}$ GeV for $M_H = 300$ GeV. The change of this value for $M_W$ is negligible for Higgs masses in the range $60 < M_H$ (GeV) $< 1000$. Our result for $M_W$ is in good agreement with the direct measurements of CDF and UA2 [18] and of similar precision. The fitted value for $\alpha_s(M_Z^2)$ is essentially determined from the ratio $R_\ell = \Gamma_{\text{had}}/\Gamma_{\ell\ell}$ and the total width $\Gamma_Z$. The value we obtain is consistent with the OPAL values [19], $\alpha_s(M_Z^2) = 0.122^{+0.005}_{-0.006}$ determined from event topologies, jet rates and energy correlations and, $\alpha_s(M_Z^2) = 0.123^{+0.006}_{-0.007}$ determined from $\tau$ decays. If we calculate $\alpha_s(M_Z^2)$ from $R_\ell$ alone, we obtain for $M_t=150$ GeV and $M_H=300$ GeV, $\alpha_s(M_Z^2) = 0.134 \pm 0.013(\text{exp}) \pm 0.003(M_t) \pm 0.002(M_H)$ where the second and third errors reflect the variation of our result for the $M_t$ and $M_H$ ranges quoted above.

Figures 8 and 9 show comparisons of the measured cross sections and asymmetries with the result of the Standard Model fit. We observe excellent agreement between the data and the result of the fit.

Figure 10 shows the $\chi^2$-curves, as a function of $M_t$, for the direct Standard Model fit to the corrected cross sections and forward-backward asymmetries. From these $\chi^2$-curves we derive an upper limit on $M_t$ of:

$$M_t < 210 \text{ GeV at 95\% CL}.$$
7.4 Epsilon Parameter Fits

In this section we analyse our data in terms of parameters which are aimed at decoupling the effects of unknown top and Higgs masses from the possible effects of new physics. We use the ‘$\epsilon$’ parameters [20] defined in terms of the vector and axial-vector couplings. Allowing for electroweak corrections, $g^\ell_a$ and $g^\ell_v$ may be written as:

$$
\begin{align*}
\hat{g}_a^\ell &= \sqrt{1 + \Delta \rho I_3} \\
\hat{g}_v^\ell &= \sqrt{1 + \Delta \rho} \left[ I_3 - 2Q_f s_0^2 (1 + \Delta k) \right].
\end{align*}
$$

(1)

(2)

Here $I_3$ refers to the weak isospin of charged leptons and $s_0^2 = 1 - c_0^2 = 0.2313 \pm 0.0003$ [16] refers to an effective mixing angle after only pure QED corrections. The quoted error for $s_0$ is due to the uncertainty in the contribution of light quarks to the photon vacuum polarization [21]. The parameters $\Delta \rho$ and $\Delta k$ contain most of the $M_t$ and $M_H$ dependence. It is well documented that [17, 21]:

$$
\Delta \rho \approx - \left( \frac{c_0^2 - s_0^2}{c_0^2} \right) \Delta k = \frac{3 G_F}{8\pi^2 \sqrt{2}} M_t^2
$$

(3)

The parameters $\epsilon_1$ and $\epsilon_3$ are then defined by:

$$
\begin{align*}
\hat{g}_a^\ell &= \sqrt{1 + \epsilon_1 I_3} \\
\hat{g}_v^\ell &= \sqrt{1 + \epsilon_1} \left[ I_3 - 2Q_f s_0^2 + 2Q_f \frac{c_0^2 s_0^2}{c_0^2 - s_0^2} \left( \epsilon_1 - \frac{\epsilon_3}{c_0^2} \right) \right].
\end{align*}
$$

(4)

(5)

The result of this is that $\epsilon_1 \equiv \Delta \rho$ contains most of the $M_t$ and $M_H$ dependence. The parameter $\epsilon_3$, however, is largely free from such effects. A measurement of $\epsilon_3$ is therefore an unambiguous test of the Standard Model, and has the potential to disentangle the effects of some classes of new physics.

In the following we present three such fits based upon the results of our model independent fit in Table 8, column 3:

- **Fit 1** uses only the parameters $C_{ZZ}^2$ and $C_{2Z}^2$ which correspond to the defining measurements for $\epsilon_1$ and $\epsilon_3$, namely $\Gamma_{\mu\mu}$ and $A_{FB}^{pole}$.

- **Fit 2** uses all $C$ parameters

- **Fit 3** uses also the information contained in $\Gamma_{Z}$ and $\sigma_{pole}^{had}$. We incorporate them in such a way as to eliminate the effect of complications arising from QCD and the $b$-quark vertex. This is achieved by fitting to the expression:

$$
\Gamma_{\mu\mu}^{pole} = \Gamma_{\mu\mu}^{had} + (3 + \delta_m) \Gamma_{\mu\mu} + 3 \left( \frac{\Gamma_{\mu\mu}}{\Gamma_{\mu\mu}} \right)_{SM} \Gamma_{\mu\mu}.
$$

(6)

$\Gamma_{\mu\mu}^{pole}$ is itself derived from a parameter transformation on $\sigma_{pole}^{had}$ (as described in [1]), leaving an expression which contains measured quantities, which are varied within their error, and $\Gamma_{\mu\mu}$ as the only quantity parametrized in terms of $\hat{g}_a^\ell \left( \epsilon_1, \epsilon_3 \right)$ and $\hat{g}_v^\ell \left( \epsilon_1, \epsilon_3 \right)$.

The results of these three fits are summarized in Table 11. The values obtained for $\epsilon_1$ and $\epsilon_3$ in Fits 1–3 are compatible with each other. Figure 11 displays the one standard deviation contours in the $\epsilon_1$–$\epsilon_3$ plane from Fit 3. The comparison with a range of Standard Model values is also indicated in Figure 11 and shows good agreement.
8 Summary and Conclusions

We have presented an update to our published results by adding a total of 733,059 $e^+e^- \rightarrow$ hadrons, 25,280 $e^+e^- \rightarrow e^+e^-$, 34,259 $e^+e^- \rightarrow \mu^+\mu^-$ and 28,553 $e^+e^- \rightarrow \tau^+\tau^-$ events, recorded during 1992 at a mean centre-of-mass energy of 91.299 GeV. The results are consistent with our previous publication, and the precision of parameters such as $R_t$ and $A_{FB}^{\text{pole}}$, where the errors are dominated by the number of leptonic events at $\sqrt{s} = M_Z^2$, has improved significantly.

We have performed a model independent analysis of $Z^0$ parameters based on an extension of the improved Born approximation. We have also performed a model independent test for new physics based on the framework suggested in [26]. Comparing the resulting parameters with the Standard Model prediction we observe good agreement. Several observables that test lepton universality have been presented and show agreement with this hypothesis.

From a fit of the Standard Model prediction to our data we determine

$$M_t = 139^{+41}_{-28} \pm 18 \text{ GeV}$$

and

$$\alpha_s(M_W^2) = 0.124 \pm 0.010 \pm 0.003,$$

where the central values and the first errors of $M_t$ and $\alpha_s(M_W^2)$ refer to a fixed value of $M_H = 300$ GeV and the second errors show the variation of the central value for Higgs masses spanning the interval $60 < M_H$ (GeV) $< 1000$. The strong coupling constant determined from this fit is in good agreement with results derived from event topologies, jet rates, energy correlations and $\tau$ decays.

Our results are consistent with those of the other LEP Collaborations [22].
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Source of Uncertainty | Uncertainty '92
---|---
8 'Telescope' study | 0.17 %
drift chamber survey of tubes | 0.17 %
simulation systematics | 0.23 %
locations of drift chamber sense wires | 0.08 %
distance to interaction point | 0.04 %
calorimeter coordinates | <0.01 %
trigger inefficiency | <0.02 %
reconstruction inefficiency | <0.01 %
accidental background | <0.01 %
data statistics | 0.18 %
Monte Carlo statistics | 0.12 %
overall | 0.41 %

Table 1: Summary of experimental uncertainties in the 1992 absolute luminosity analysis.

<table>
<thead>
<tr>
<th>Correction Factor</th>
<th>Acceptance/Efficiency</th>
<th>$f$</th>
<th>Uncertainty</th>
<th>$\Delta f/f$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e^+e^- \rightarrow$ hadrons Monte Carlo</td>
<td>1.0048</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>quality of detector simulation</td>
<td>1.0000</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>failures in data acquisition / reconstruction</td>
<td>1.0000</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Background:</th>
<th>$e^+e^- \rightarrow \tau^+\tau^-$</th>
<th>0.9983</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-resonant background (0.060 ± 0.016 nb)</td>
<td>0.9980</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>forward detector accidental hits</td>
<td>1.0000</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

Theoretical error:

<table>
<thead>
<tr>
<th>Theoretical error:</th>
<th>fragmentation</th>
<th>1.0000</th>
<th>0.11</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall</td>
<td>$1.0011$</td>
<td>$0.20$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Summary of the correction factors and systematic errors for the 1992 hadronic cross section calculation. The uncertainty of the non-resonant background of 0.016 nb is treated as correlated with off-peak data points from earlier data.
<table>
<thead>
<tr>
<th>Correction Factor</th>
<th>Uncertainty $\Delta f/f$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance/Efficiency:</td>
<td></td>
</tr>
<tr>
<td>edge of acceptance</td>
<td>1.0000</td>
</tr>
<tr>
<td>calorimeter energy cut</td>
<td>1.0036</td>
</tr>
<tr>
<td>track inefficiency</td>
<td>1.0049</td>
</tr>
<tr>
<td>multiplicity cut</td>
<td>1.0001</td>
</tr>
<tr>
<td>trigger efficiency</td>
<td>1.0000</td>
</tr>
<tr>
<td>Background:</td>
<td></td>
</tr>
<tr>
<td>$e^+e^- \rightarrow \tau^+\tau^-$</td>
<td>0.9962</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow$ hadrons</td>
<td>0.9998</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow \gamma\gamma$</td>
<td>0.9999</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow e^+e^-e^+e^-$</td>
<td>1.0000</td>
</tr>
<tr>
<td>overall</td>
<td>1.0045</td>
</tr>
</tbody>
</table>

Table 3: Summary of the correction factors and systematic errors for the 1992 $e^+e^- \rightarrow e^+e^-$ cross section calculation. The correction factors listed apply to the restricted angular ranges of $|\cos \theta| < 0.70$ and acollinearity $< 10^\circ$ used for this analysis.

<table>
<thead>
<tr>
<th>Correction Factor</th>
<th>Uncertainty $\Delta f/f$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance/Efficiency:</td>
<td></td>
</tr>
<tr>
<td>$e^+e^- \rightarrow \mu^+\mu^-$ Monte Carlo</td>
<td>1.0942</td>
</tr>
<tr>
<td>tracking losses</td>
<td>1.0048</td>
</tr>
<tr>
<td>muon identification</td>
<td>1.0003</td>
</tr>
<tr>
<td>edge of geometrical acceptance</td>
<td>1.0000</td>
</tr>
<tr>
<td>cut on number of tracks</td>
<td>1.0000</td>
</tr>
<tr>
<td>only one final-state photon in KORALZ</td>
<td>1.0000</td>
</tr>
<tr>
<td>trigger efficiency</td>
<td>1.0010</td>
</tr>
<tr>
<td>treatment of four-fermion events</td>
<td>1.0004</td>
</tr>
<tr>
<td>online filter efficiency</td>
<td>1.0000</td>
</tr>
<tr>
<td>Background:</td>
<td></td>
</tr>
<tr>
<td>$e^+e^- \rightarrow \tau^+\tau^-$</td>
<td>0.9904</td>
</tr>
<tr>
<td>cosmic rays</td>
<td>0.9997</td>
</tr>
<tr>
<td>$e^+e^- \rightarrow e^+e^-\mu^+\mu^-$</td>
<td>0.9999</td>
</tr>
<tr>
<td>overall</td>
<td>1.0903</td>
</tr>
</tbody>
</table>

Table 4: Summary of the correction factors and systematic errors for the 1992 $e^+e^- \rightarrow \mu^+\mu^-$ cross section calculation. Note that the effects 'muon identification', 'tracking losses' and 'cut on number of tracks' were, in principle, simulated by the Monte Carlo. The quoted corrections were introduced to take into account the observed discrepancies between the data and Monte Carlo for these effects.
Uncertain t y

Table 5: Summary of the correction factors and systematic errors for the 1992 $e^+e^- \rightarrow \tau^+\tau^-$ cross section calculation. Note that the losses of events due to misclassification as $e^+e^-$ and $\mu^+\mu^-$ events were, in principle, simulated by the Monte Carlo. The quoted corrections were introduced to take into account the observed discrepancies between the data and Monte Carlo.

<table>
<thead>
<tr>
<th>$\sqrt{s}$ (GeV)</th>
<th>$\sigma^{tot}_{had}$ (nb)</th>
<th>$\sigma_{ee}$ (nb)</th>
<th>$\sigma^{tot}_{\mu\mu}$ (nb)</th>
<th>$\sigma^{tot}_{\tau\tau}$ (nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>91.299</td>
<td>$30.707\pm0.045$</td>
<td>$1.0108\pm0.0065$</td>
<td>$1.4846\pm0.0083$</td>
<td>$1.4786\pm0.0090$</td>
</tr>
</tbody>
</table>

Table 6: The 1992 cross sections without systematic errors, from a total of 733 059 $e^+e^- \rightarrow \tau^+\tau^-$ events, 23 998 $e^+e^- \rightarrow e^+e^-$ events, 32 492 $e^+e^- \rightarrow \mu^+\mu^-$ events and 27 036 $e^+e^- \rightarrow \tau^+\tau^-$ events. The cross sections are quoted including the statistical uncertainty of luminosity Bhabha events. $\sigma^{tot}_{had}$ is the total cross section after correction for efficiency and acceptance. $\sigma^{tot}_{ee}$ is the cross section measured within the angular acceptance $|\cos \theta| < 0.70$ and the acollinearity angle less than 10°, corrected for the effects of efficiency. $\sigma^{tot}_{\mu\mu}$ and $\sigma^{tot}_{\tau\tau}$ are the total cross sections after correction for efficiency and acceptance for a cut on the mass of the final state fermion pair $\sqrt{s'} > 0.1/\sqrt{s}$.

| cuts | $|\cos \theta|$ | acol. | $N_F$ | $N_B$ | $A_{FB}$ (Counting) | $A_{FB}$ (Fitting) | exp. syst. error |
|------|-----------------|-------|------|------|----------------------|-------------------|-----------------|
| $e^+e^-$ | 0.70 | 10° | 13885 | 11395 | 0.0988±0.0063       |                   | 0.002           |
| $\mu^+\mu^-$ | 0.95 | 15° | 16937 | 16527 | 0.0123±0.0055       | 0.0084±0.0051     | 0.001           |
| $\tau^+\tau^-$ | 0.90 | 15° | 14259 | 13778 | 0.0162±0.0060       | 0.0166±0.0056     | 0.002           |

Table 7: The 1992 leptonic forward-backward asymmetries at $\sqrt{s} = 91.299$ GeV within the angular acceptance cuts given in columns 2 and 3. The forward-backward asymmetries in column 6 were obtained from the numbers in columns 4 and 5 corrected for background and efficiency; column 7 lists the results from maximum likelihood fits to the $\cos \theta$ distributions. In columns 6 and 7 only statistical errors are quoted. The experimental systematic errors, given in column 8, are assumed to be uncorrelated among the different lepton species.
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
 & Improved Born Approximation Equivalent & Without Lepton Universality & With Lepton Universality \\
\hline
\hline
$C_{\gamma 2}^{a}(e^+e^-) \equiv (\hat{g}_e^2 + \hat{g}_e^2)(\hat{g}_e^2 + \hat{g}_e^2)$ & 0.06335$\pm$0.00080 & \\
$C_{\gamma 2}^{a}(\mu^+\mu^-) \equiv (\hat{g}_\mu^2 + \hat{g}_\mu^2)(\hat{g}_\mu^2 + \hat{g}_\mu^2)$ & 0.06350$\pm$0.00071 & \\
$C_{\gamma 2}^{a}(\tau^+\tau^-) \equiv (\hat{g}_\tau^2 + \hat{g}_\tau^2)(\hat{g}_\tau^2 + \hat{g}_\tau^2)$ & 0.06294$\pm$0.00077 & \\
$C_{\gamma 2}^{a}(\ell^+\ell^-) \equiv (\hat{g}_\ell^2 + \hat{g}_\ell^2)^2$ & 0.06326$\pm$0.00067 & \\
$C_{\gamma 2}^{a}(e^+e^-) \equiv g^e_a \hat{g}_e^2 \hat{g}_e^2 \hat{g}_e^2 \hat{g}_e^2$ & 0.00013$\pm$0.00017 & \\
$C_{\gamma 2}^{a}(\mu^+\mu^-) \equiv g^\mu_a \hat{g}_\mu^2 \hat{g}_\mu^2 \hat{g}_\mu^2 \hat{g}_\mu^2$ & 0.000213$\pm$0.000094 & \\
$C_{\gamma 2}^{a}(\tau^+\tau^-) \equiv g^\tau_a \hat{g}_\tau^2 \hat{g}_\tau^2 \hat{g}_\tau^2 \hat{g}_\tau^2$ & 0.00043$\pm$0.00011 & \\
$C_{\gamma 2}^{a}(\ell^+\ell^-) \equiv (\hat{g}_\ell a \hat{g}_\ell^2)^2$ & 0.000272$\pm$0.000066 & \\
$C_{\gamma 2}^{a}(e^+e^-) \equiv g^e_a \hat{g}_e^2 \hat{g}_e^2 \hat{g}_e^2 \hat{g}_e^2$ & 0.178$\pm$0.051 & \\
$C_{\gamma 2}^{a}(\mu^+\mu^-) \equiv g^\mu_a \hat{g}_\mu^2 \hat{g}_\mu^2 \hat{g}_\mu^2 \hat{g}_\mu^2$ & 0.211$\pm$0.027 & \\
$C_{\gamma 2}^{a}(\tau^+\tau^-) \equiv g^\tau_a \hat{g}_\tau^2 \hat{g}_\tau^2 \hat{g}_\tau^2 \hat{g}_\tau^2$ & 0.230$\pm$0.028 & \\
$C_{\gamma 2}^{a}(\ell^+\ell^-) \equiv (\hat{g}_\ell a \hat{g}_\ell^2)^2$ & 0.217$\pm$0.018 & \\
$C_{\gamma 2}^{a}(e^+e^-) \equiv g^e_a \hat{g}_e^2 \hat{g}_e^2 \hat{g}_e^2 \hat{g}_e^2$ & -0.029$\pm$0.034 & \\
$C_{\gamma 2}^{a}(\mu^+\mu^-) \equiv g^\mu_a \hat{g}_\mu^2 \hat{g}_\mu^2 \hat{g}_\mu^2 \hat{g}_\mu^2$ & 0.017$\pm$0.022 & \\
$C_{\gamma 2}^{a}(\tau^+\tau^-) \equiv g^\tau_a \hat{g}_\tau^2 \hat{g}_\tau^2 \hat{g}_\tau^2 \hat{g}_\tau^2$ & 0.029$\pm$0.024 & \\
$C_{\gamma 2}^{a}(\ell^+\ell^-) \equiv (\hat{g}_\ell a \hat{g}_\ell^2)^2$ & 0.014$\pm$0.015 & \\
\hline
$M_Z$ [GeV] & 91.182$\pm$0.007$\pm$0.006 & 91.181$\pm$0.007$\pm$0.006 \\
$\Gamma_Z$ [GeV] & 2.483$\pm$0.011$\pm$0.004 & 2.482$\pm$0.011$\pm$0.004 \\
$\sigma_{\text{pol}}^{\text{had}}$ [nb] & 41.71$\pm$0.23 & 41.70$\pm$0.23 \\
$\chi^2$/NDOF & 63.3/97 & 70.0/105 \\
\hline
\end{tabular}
\caption{Results of the model-independent fits to the leptonic cross sections and forward-backward asymmetries. The hadronic cross section measurements are also included in both fits. The values obtained for $\chi^2$ in the parameter fits are dominated by the size of the statistical errors. When the fits were repeated with the values of systematic errors set to zero, the resulting $\chi^2$ values were 75.5 and 84.2 for the fits in columns 2 and 3, respectively.}
\end{table}
Table 9: $Z^0$ partial decay widths [MeV] obtained by a parameter transformation from $M_Z$, $\Gamma_Z$, $\sigma_{\text{had}}^{\text{pole}}$ and the $C_{ZZ}^j$ parameters in Table 8.

<table>
<thead>
<tr>
<th>Without Lepton Universality</th>
<th>With Lepton Universality</th>
<th>SM Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{ee}$</td>
<td>83.63±0.53</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{\mu\mu}$</td>
<td>83.83±0.65</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{\tau\tau}$</td>
<td>82.90±0.77</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{\text{had}}$</td>
<td>1742±11</td>
<td></td>
</tr>
</tbody>
</table>

Table 10: Results of a parameter transformation from $M_Z$, $\Gamma_Z$, $\sigma_{\text{had}}^{\text{pole}}$ and the $C_{ZZ}^j$ parameters in Table 8 into the standard LEP parameter set. The second error quoted on $M_Z$ and $\Gamma_Z$ is due to the uncertainty of the LEP energy. In the last column we give the Standard Model value for each parameter assuming $M_t = 150$ GeV, $M_H = 300$ GeV and $\alpha_s(M_Z^2) = 0.12$, fixed. The range quoted for the Standard Model prediction reflects variations of $M_t$ in the interval $50 < M_t$ (GeV) $< 230$ and $M_H$ in the interval $60 < M_H$ (GeV) $< 1000$.

<table>
<thead>
<tr>
<th>Without Lepton Universality</th>
<th>With Lepton Universality</th>
<th>SM Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_e$</td>
<td>20.83±0.16</td>
<td></td>
</tr>
<tr>
<td>$R_\mu$</td>
<td>20.78±0.11</td>
<td></td>
</tr>
<tr>
<td>$R_\tau$</td>
<td>21.01±0.15</td>
<td></td>
</tr>
<tr>
<td>$\bar{R}_\ell$</td>
<td>20.835±0.086</td>
<td>20.75±0.03</td>
</tr>
<tr>
<td>$A_{\text{FB}}^{\text{pole}}(e^+e^-)$</td>
<td>0.0062±0.0080</td>
<td>0.014±0.003</td>
</tr>
<tr>
<td>$A_{\text{FB}}^{\text{pole}}(\mu^+\mu^-)$</td>
<td>0.0099±0.0042</td>
<td></td>
</tr>
<tr>
<td>$A_{\text{FB}}^{\text{pole}}(\tau^+\tau^-)$</td>
<td>0.0205±0.0052</td>
<td></td>
</tr>
<tr>
<td>$M_Z$ [GeV]</td>
<td>91.182±0.007±0.006</td>
<td>91.181±0.007±0.006</td>
</tr>
<tr>
<td>$\Gamma_Z$ [GeV]</td>
<td>2.483±0.011±0.004</td>
<td>2.482±0.011±0.004</td>
</tr>
<tr>
<td>$\sigma_{\text{had}}^{\text{pole}}$ [nb]</td>
<td>41.71±0.23</td>
<td>41.70±0.23</td>
</tr>
</tbody>
</table>

Table 11: $\epsilon$ parameters obtained by the fits described in the text to $M_Z$, $\Gamma_Z$, $\sigma_{\text{had}}^{\text{pole}}$ and the $C$ parameters in Table 8.

<table>
<thead>
<tr>
<th>$\epsilon_1 \cdot 10^3$</th>
<th>$\epsilon_2 \cdot 10^3$</th>
<th>$\chi^2$/NDOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fit 1</td>
<td>1.7 ± 5.4</td>
<td>6.4 ± 6.7</td>
</tr>
<tr>
<td>Fit 2</td>
<td>1.4 ± 5.3</td>
<td>4.6 ± 6.5</td>
</tr>
<tr>
<td>Fit 3</td>
<td>-0.5 ± 5.1</td>
<td>2.8 ± 6.3</td>
</tr>
</tbody>
</table>
## Appendix: Correlation Matrices

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_Z$</td>
<td>1.00</td>
<td>.001</td>
<td>.007</td>
<td>.057</td>
<td>.066</td>
</tr>
<tr>
<td>$\Gamma_Z$</td>
<td>.001</td>
<td>1.000</td>
<td>-.089</td>
<td>.036</td>
<td>.015</td>
</tr>
<tr>
<td>$\sigma_{\text{had}}$</td>
<td>.007</td>
<td>-.089</td>
<td>1.000</td>
<td>.222</td>
<td>.017</td>
</tr>
<tr>
<td>$R_e$</td>
<td>.057</td>
<td>.036</td>
<td>.222</td>
<td>1.000</td>
<td>.010</td>
</tr>
<tr>
<td>$A_{\text{FB}}$</td>
<td>.066</td>
<td>.015</td>
<td>.017</td>
<td>.010</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 12: The parameter correlation matrix for the standard LEP parametrization assuming lepton universality. The results of this fit are summarized in Table 10 column 3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_Z$</td>
<td>1.00</td>
<td>.003</td>
<td>-.014</td>
<td>.169</td>
<td>-.008</td>
<td>-.012</td>
<td>-.081</td>
<td>.080</td>
<td>.077</td>
</tr>
<tr>
<td>$\Gamma_Z$</td>
<td>.003</td>
<td>1.000</td>
<td>-.089</td>
<td>.022</td>
<td>.035</td>
<td>.012</td>
<td>-.004</td>
<td>.010</td>
<td>.017</td>
</tr>
<tr>
<td>$\sigma_{\text{had}}$</td>
<td>-.014</td>
<td>-.089</td>
<td>1.000</td>
<td>.195</td>
<td>.147</td>
<td>.087</td>
<td>-.019</td>
<td>-.013</td>
<td></td>
</tr>
<tr>
<td>$R_e$</td>
<td>.169</td>
<td>.022</td>
<td>.042</td>
<td>1.000</td>
<td>.135</td>
<td>.079</td>
<td>-.165</td>
<td>.075</td>
<td>.065</td>
</tr>
<tr>
<td>$R_{\mu}$</td>
<td>-.008</td>
<td>.035</td>
<td>.195</td>
<td>.135</td>
<td>1.000</td>
<td>.099</td>
<td>.004</td>
<td>.004</td>
<td>-.003</td>
</tr>
<tr>
<td>$R_{\tau}$</td>
<td>-.012</td>
<td>.012</td>
<td>.147</td>
<td>.079</td>
<td>.099</td>
<td>1.000</td>
<td>.008</td>
<td>-.007</td>
<td>.000</td>
</tr>
<tr>
<td>$A_{\text{FB}}(e^+e^-)$</td>
<td>-.081</td>
<td>-.004</td>
<td>.087</td>
<td>-.165</td>
<td>.004</td>
<td>.008</td>
<td>1.000</td>
<td>-.040</td>
<td>-.035</td>
</tr>
<tr>
<td>$A_{\text{FB}}(\mu^+\mu^-)$</td>
<td>.080</td>
<td>.010</td>
<td>-.019</td>
<td>.075</td>
<td>.004</td>
<td>-.007</td>
<td>-.040</td>
<td>1.000</td>
<td>.035</td>
</tr>
<tr>
<td>$A_{\text{FB}}(\tau^+\tau^-)$</td>
<td>.077</td>
<td>.017</td>
<td>-.013</td>
<td>.065</td>
<td>-.003</td>
<td>.000</td>
<td>-.035</td>
<td>.035</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 13: The parameter correlation matrix for the standard LEP parametrization without assuming lepton universality. The results of this fit are summarized in Table 10 column 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_Z$</td>
<td>1.00</td>
<td>.009</td>
<td>-.065</td>
<td>.000</td>
<td>.000</td>
<td>.064</td>
<td>-.162</td>
</tr>
<tr>
<td>$\sigma_{\text{pole}}$</td>
<td>.009</td>
<td>1.000</td>
<td>.350</td>
<td>-.090</td>
<td>.040</td>
<td>.041</td>
<td>-.018</td>
</tr>
<tr>
<td>$C_{2Z}$</td>
<td>-.065</td>
<td>.350</td>
<td>1.000</td>
<td>.817</td>
<td>.113</td>
<td>.094</td>
<td>.078</td>
</tr>
<tr>
<td>$\Gamma_Z$</td>
<td>.000</td>
<td>-.090</td>
<td>.817</td>
<td>1.000</td>
<td>.099</td>
<td>.082</td>
<td>.022</td>
</tr>
<tr>
<td>$C_{e2}$</td>
<td>.000</td>
<td>.040</td>
<td>.113</td>
<td>.099</td>
<td>1.000</td>
<td>.184</td>
<td>-.046</td>
</tr>
<tr>
<td>$C_{\mu2}$</td>
<td>.064</td>
<td>.041</td>
<td>.094</td>
<td>.082</td>
<td>.184</td>
<td>1.000</td>
<td>.008</td>
</tr>
<tr>
<td>$C_{\tau2}$</td>
<td>-.162</td>
<td>-.018</td>
<td>.078</td>
<td>.022</td>
<td>-.046</td>
<td>.008</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 14: The parameter correlation matrix for the extended effective Born approach assuming lepton universality. The results of this fit are summarized in Table 8 column 3.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_D$</td>
<td>1.000</td>
<td>-0.010</td>
<td>-0.144</td>
<td>-0.049</td>
<td>-0.041</td>
<td>-0.001</td>
<td>-0.004</td>
<td>-0.009</td>
<td>-0.009</td>
<td>-0.083</td>
<td>-0.077</td>
<td>-0.074</td>
<td>-0.073</td>
<td>-0.112</td>
<td>-0.096</td>
</tr>
<tr>
<td>$c_{\text{pole}}^{\text{had}}$</td>
<td>-0.010</td>
<td>1.000</td>
<td>0.347</td>
<td>0.330</td>
<td>0.302</td>
<td>-0.083</td>
<td>-0.026</td>
<td>-0.029</td>
<td>-0.032</td>
<td>-0.088</td>
<td>-0.004</td>
<td>0.008</td>
<td>-0.056</td>
<td>-0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$C_{22}^{\tau^+\tau^-}(e^+e^-)$</td>
<td>-0.144</td>
<td>0.347</td>
<td>1.000</td>
<td>0.742</td>
<td>0.678</td>
<td>0.690</td>
<td>0.027</td>
<td>0.060</td>
<td>0.062</td>
<td>0.143</td>
<td>-0.015</td>
<td>0.011</td>
<td>0.024</td>
<td>0.038</td>
<td>0.041</td>
</tr>
<tr>
<td>$C_{22}^{\mu^+\mu^-}(e^+e^-)$</td>
<td>-0.049</td>
<td>0.330</td>
<td>0.742</td>
<td>1.000</td>
<td>0.730</td>
<td>0.781</td>
<td>0.011</td>
<td>0.075</td>
<td>0.071</td>
<td>0.049</td>
<td>0.038</td>
<td>0.054</td>
<td>-0.040</td>
<td>0.112</td>
<td>0.031</td>
</tr>
<tr>
<td>$C_{22}^{\tau^+\tau^-}(\tau^+\tau^-)$</td>
<td>-0.041</td>
<td>0.302</td>
<td>0.678</td>
<td>0.730</td>
<td>1.000</td>
<td>0.723</td>
<td>-0.010</td>
<td>0.062</td>
<td>0.088</td>
<td>0.042</td>
<td>0.031</td>
<td>0.072</td>
<td>-0.036</td>
<td>0.022</td>
<td>0.116</td>
</tr>
<tr>
<td>$\Gamma_2$</td>
<td>-0.001</td>
<td>-0.083</td>
<td>0.690</td>
<td>0.781</td>
<td>0.723</td>
<td>1.000</td>
<td>0.002</td>
<td>0.067</td>
<td>0.069</td>
<td>0.004</td>
<td>0.044</td>
<td>0.065</td>
<td>-0.021</td>
<td>0.023</td>
<td>0.030</td>
</tr>
<tr>
<td>$C_{\gamma^2}^{\tau^+\tau^-}(e^+e^-)$</td>
<td>-0.004</td>
<td>-0.026</td>
<td>-0.027</td>
<td>-0.011</td>
<td>-0.010</td>
<td>-0.002</td>
<td>1.000</td>
<td>-0.001</td>
<td>-0.001</td>
<td>-0.006</td>
<td>0.002</td>
<td>0.001</td>
<td>0.196</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>$C_{\gamma^2}^{\mu^+\mu^-}(e^+e^-)$</td>
<td>0.009</td>
<td>0.029</td>
<td>0.060</td>
<td>0.075</td>
<td>0.062</td>
<td>0.067</td>
<td>-0.001</td>
<td>1.000</td>
<td>-0.006</td>
<td>0.001</td>
<td>0.199</td>
<td>0.007</td>
<td>0.005</td>
<td>0.010</td>
<td>0.001</td>
</tr>
<tr>
<td>$C_{\gamma^2}^{\tau^+\tau^-}(\tau^+\tau^-)$</td>
<td>0.009</td>
<td>0.032</td>
<td>0.062</td>
<td>0.071</td>
<td>0.088</td>
<td>0.069</td>
<td>-0.001</td>
<td>-0.006</td>
<td>1.000</td>
<td>-0.002</td>
<td>0.006</td>
<td>0.191</td>
<td>-0.006</td>
<td>-0.001</td>
<td>-0.123</td>
</tr>
<tr>
<td>$C_{22}^{\mu^+\mu^-}(\gamma^2)(e^+e^-)$</td>
<td>-0.083</td>
<td>-0.088</td>
<td>0.143</td>
<td>0.049</td>
<td>0.042</td>
<td>0.004</td>
<td>0.068</td>
<td>0.001</td>
<td>0.001</td>
<td>1.000</td>
<td>-0.038</td>
<td>-0.032</td>
<td>0.006</td>
<td>0.015</td>
<td>0.013</td>
</tr>
<tr>
<td>$C_{22}^{\tau^+\tau^-}(\gamma^2)(e^+e^-)$</td>
<td>0.077</td>
<td>-0.004</td>
<td>-0.015</td>
<td>0.038</td>
<td>0.031</td>
<td>0.044</td>
<td>0.002</td>
<td>0.199</td>
<td>0.006</td>
<td>-0.038</td>
<td>1.000</td>
<td>0.036</td>
<td>-0.009</td>
<td>0.005</td>
<td>-0.011</td>
</tr>
<tr>
<td>$C_{22}^{\tau^+\tau^-}(\tau^+\tau^-)$</td>
<td>0.074</td>
<td>0.008</td>
<td>-0.011</td>
<td>0.054</td>
<td>0.072</td>
<td>0.065</td>
<td>0.001</td>
<td>0.007</td>
<td>0.019</td>
<td>-0.032</td>
<td>0.036</td>
<td>1.000</td>
<td>-0.010</td>
<td>0.012</td>
<td>0.009</td>
</tr>
<tr>
<td>$C_{\gamma^2}^{\tau^+\tau^-}(e^+e^-)$</td>
<td>-0.073</td>
<td>-0.056</td>
<td>-0.024</td>
<td>-0.040</td>
<td>-0.036</td>
<td>-0.021</td>
<td>0.196</td>
<td>-0.005</td>
<td>-0.006</td>
<td>-0.006</td>
<td>-0.009</td>
<td>-0.010</td>
<td>1.000</td>
<td>0.028</td>
<td>0.024</td>
</tr>
<tr>
<td>$C_{\gamma^2}^{\mu^+\mu^-}(e^+e^-)$</td>
<td>-0.112</td>
<td>-0.001</td>
<td>0.038</td>
<td>0.112</td>
<td>0.022</td>
<td>0.023</td>
<td>0.000</td>
<td>-0.101</td>
<td>-0.001</td>
<td>0.015</td>
<td>0.005</td>
<td>-0.012</td>
<td>0.028</td>
<td>1.000</td>
<td>0.038</td>
</tr>
<tr>
<td>$C_{\gamma^2}^{\tau^+\tau^-}(\tau^+\tau^-)$</td>
<td>-0.096</td>
<td>0.001</td>
<td>-0.041</td>
<td>0.031</td>
<td>-0.116</td>
<td>0.030</td>
<td>0.000</td>
<td>0.001</td>
<td>-0.123</td>
<td>0.013</td>
<td>-0.011</td>
<td>0.009</td>
<td>0.024</td>
<td>0.038</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 15: The parameter correlation matrix for the extended effective Born approach without assuming lepton universality. The results of this fit are summarized in Table 8 column 2.
References

L3 Collaboration, B. Adeva et al., Z. Phys. C51 (1991) 179;
ALEPH Collaboration, D. Buskulik et al., CERN-PPE/93-40;
Figure Captions

Figure 1: Fraction of luminosity observed in 8 different telescopes defined by dividing the Bhabha acceptance in \( \phi \). The non-statistical structure seen in the figure is due to local inhomogeneities in the tube chamber reconstruction.

Figure 2: \( e^+e^- \rightarrow e^+e^- \) selection: The points represent the data, the unshaded area is the electron pair Monte Carlo and the hatched area is the background simulation. The arrow indicates the cut value. (a) Distribution of the sum of electromagnetic energy after all other cuts in the angular range \( |\cos \theta| < 0.70 \). (b) Acoplanarity distribution of events with the total electromagnetic energy satisfying \( 0.7 < \Sigma E_{\text{clus}}/\sqrt{s} < 0.8 \). (c) Distribution of the sum of the charged track momenta, normalized to the centre of mass energy, for the events with small acoplanarity \( (< 0.2^\circ) \) and low electromagnetic energy \( 0.5 < \Sigma E_{\text{clus}}/\sqrt{s} < 0.8 \). The peak near \( \Sigma E_{\text{clus}}/\sqrt{s} = 1 \) indicates the existence of \( e^+e^- \) events.

Figure 3: Measured angular distribution of \( e^+e^- \rightarrow e^+e^- \) events within \( |\cos \theta| < 0.90 \), compared with ALIBABA calculation (the curve). The data were corrected for inefficiency and backgrounds. The parameters used in the ALIBABA calculation were: \( M_Z = 91.181 \) GeV, \( M_t = 150 \) GeV and \( M_H = 300 \) GeV.

Figure 4: \( e^+e^- \rightarrow \mu^+\mu^- \) selection: Comparison of the visible energy fraction for data and Monte Carlo events in the tau pair background studies. The points represent the combined 1991 and 1992 data. The unshaded area is the muon pair Monte Carlo, the singly hatched area is the tau pair Monte Carlo, and the cross-hatched area is the two-photon Monte Carlo. The region between the arrows was considered in the systematic analysis. (a) Distributions for events in the tau-enriched muon pair sample. (b) Distributions for events in the electron-muon tau pair sample.

Figure 5: \( e^+e^- \rightarrow \tau^+\tau^- \) selection: The total shower energy fraction after all the selection cuts except for the shower energy cut. a) No additional cuts are made. b) Require at least one of the \( \tau \) jets to have a momentum less than 40% of the beam energy and in addition, require the acoplanarity angle to be greater than 0.50\(^\circ\). c) The higher shower energy region of distribution b). The open area shows the Monte Carlo distribution for the process \( e^+e^- \rightarrow \tau^+\tau^- \). The shaded area shows the Monte Carlo distribution for background events only (mostly \( e^+e^- \rightarrow e^+e^- \)).

Figure 6: Comparison of the parameters from the model independent fit (Table 8 column 3) with the Standard Model prediction as a function of \( M_t \). The cross-hatched area shows the variation of the Standard Model prediction with \( M_H \) spanning the interval \( 60 < M_H (\text{GeV}) < 1000 \) and the singly-hatched area corresponds to a variation of \( \alpha_s(M_Z^2) \) within the interval \( 0.11 < \alpha_s(M_Z^2) < 0.13 \). The experimental errors on the parameters are indicated as vertical bands.

Figure 7: One standard deviation contours (39% probability content) in the \( R_F \) vs \( A_{FB}^\text{pole} \) plane for each leptonic species and for all leptons assuming lepton universality. The shaded area is the Standard Model prediction for \( 50 < M_t (\text{GeV}) < 230 \) and \( 60 < M_H (\text{GeV}) < 1000 \).
Figure 8: Cross sections as functions of centre-of-mass energy for:
a) \(e^+e^- \rightarrow \text{hadrons} \), corrected for acceptance;
b) \(e^+e^- \rightarrow e^+e^- \), integrated over \(|\cos \theta| < 0.70\) and corrected for efficiency within the geometrical acceptance;
c) \(e^+e^- \rightarrow \mu^+\mu^- \), corrected for acceptance;
d) \(e^+e^- \rightarrow \tau^+\tau^- \), corrected for acceptance.

The solid lines are the results of the fit to the combined \(e^+e^-\), \(\mu^+\mu^-\), \(\tau^+\tau^-\) and hadronic data described in the text. The solid squares show the 1992 data, the solid circles the 1991 data and the open circles the 1990 data. The data are corrected for the centre-of-mass energy spread. The lower plots display the residuals to the Standard Model fit. Only statistical errors are shown.

Figure 9: Forward-backward asymmetries for:
a) \(e^+e^- \rightarrow e^+e^- \), within \(|\cos \theta| < 0.70\);
b) \(e^+e^- \rightarrow \mu^+\mu^- \), within \(|\cos \theta| < 0.95\);
c) \(e^+e^- \rightarrow \tau^+\tau^- \), within \(|\cos \theta| < 0.90\).
d) The difference averaged over all 3 leptonic species between the measured forward-backward asymmetry and the Standard Model fit result.

The solid lines are the results of the fit to the combined \(e^+e^-, \mu^+\mu^-, \tau^+\tau^-\) and hadronic data described in the text. The solid squares show the 1992 data, the solid circles the 1991 data and the open circles the 1990 data. The data are corrected for the centre-of-mass energy spread. Only statistical errors are shown.

Figure 10: The \(\chi^2\) curves for the fit to \(M_t\) and \(\alpha_s(M_Z^2)\), using the OPAL cross section and forward-backward asymmetry measurements, for three different Higgs mass values spanning the interval \(60 < M_H (\text{GeV}) < 1000\). The minimum value of \(\chi^2\) from the \(M_H = 60\) GeV curve has been subtracted from all curves. In these fits the strong coupling constant is unconstrained.

Figure 11: One standard deviation contours (39\% probability content) in the \(\epsilon_1-\epsilon_3\) plane for a fit to line shape and lepton asymmetry data. Also indicated is the Standard Model prediction for the \(\epsilon\) parameters. The symbols refer to \(M_t = 90\) GeV, 150 GeV and 200 GeV, where the symbol size increases with \(M_t\). Circular, box and triangular symbols discriminate between \(M_H = 60\) GeV, 300 GeV and 1000 GeV, respectively.
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