A measurement of the average lifetime of b-flavoured baryons
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The average lifetime of baryons containing a b quark has been measured with the OPAL detector using data collected between 1990 and 1992. Semileptonically decaying b-flavoured baryons which produce a Λ are identified through the charge correlation of the Λ and lepton. The decay point of the b baryon is estimated by the Λ-lepton vertex, and the observed distribution of decay lengths is fitted to determine the average lifetime. In the data sample consisting of 261 right-sign and 104 wrong-sign Λ-lepton charge combinations, the average b baryon lifetime is found to be \( \tau = 1.05^{+0.23}_{-0.20} \pm 0.08 \) ps, where the first error is statistical and the second systematic.
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1. Introduction

The b quark lifetime is important for determining the CKM mixing parameter \( V_{cb} \). The estimation of heavy quark lifetimes from the observed weakly decaying hadron lifetimes is complicated by the influence of the other quarks in the hadron, called spectator quarks, in the decay process. For example, in the charm system the lifetime of the baryon \( \Lambda_c^- \) is about five times shorter than that of the charged meson \( D^+ \). Because the b quark is much heavier than the c quark, the influence of the spectator quarks is thought to be much smaller in b hadron decays. As a result, lifetimes of the different weakly decaying b-flavoured hadrons are expected to be equal to within 10--20\% [1]. It is important to verify this by direct measurements of individual b hadron lifetimes.

Experiments at the LEP collider have provided the most precise measurements of the average b hadron lifetime [2] and several exclusive b hadron lifetimes [3--9]. This paper describes the measurement of the average b baryon lifetime using the OPAL detector, by studying events which contain decay chains of the form

\[
\Lambda_b^0 \rightarrow \Lambda_c^- \ell^- \bar{\nu} X \quad \Xi_b^0 \rightarrow \Xi_c^- \ell^- \bar{\nu} X \\
\Lambda X \quad \text{and} \quad \Lambda X \\
p \pi^- \quad p \pi^- .
\]

Charge conjugate processes are implied throughout the paper. It is expected that more \( \Lambda_b^0 \) (quark content: \( b ud \)) are produced than \( \Xi_b^0 \) (\( bsu \)) and \( \Xi_b^0 \) (\( b sd \)), and hence the symbol \( \Lambda_b \) will be used in this paper to refer to all b baryons. This analysis measures the average lifetime of weakly decaying b baryons weighted by the different production rates, branching ratios, and detection efficiencies of the various b baryons. The lifetime of the neutral b baryons are expected to be about 10\% shorter than the charged b baryons [10].

The decay length between the primary event vertex and the vertex formed by the lepton and \( \Lambda \) is used to estimate the flight distance of the b baryon. The fact that the lepton and \( \Lambda \) do not originate from the same vertex turns out not to be important in this analysis for two reasons. Firstly, the lifetime of the charmed baryons [11] (\( \tau_{\Lambda_c^+} = 0.19 \pm 0.02 \) ps, \( \tau_{\Xi_c^+} = 0.3 \pm 0.1 \) ps) are much smaller than the average b hadron lifetime. Also, since the difference between the charmed and the strange baryon masses is much smaller than the mass difference between the b and c quark, the transverse momentum of the \( \Lambda \) with respect to the charmed baryon direction is typically much smaller than the transverse momentum of b hadron decay products. As a result of these two effects, the impact parameter of the \( \Lambda \) with respect to the b baryon decay point is small.

In the following sections, the OPAL detector and the event selection are briefly described. Then the decay length estimator and the fitting procedure are defined. After checks of the method with Monte Carlo data, the result of the fit for the lifetime of b baryons in the data is given and estimates of systematic uncertainties are discussed.

2. The OPAL detector

Only a brief description of the OPAL detector is given here; complete details are found elsewhere [12]. Tracking of charged particles is performed using the three gaseous drift chambers which form the central detector -- a precision vertex drift chamber, a large volume jet chamber, and a set of chambers that measures the \( z \)-coordinate of tracks as they leave the jet chamber. The central detector is located inside a solenoid which provides a magnetic field of 0.435 T. Before the data taking period began in 1991, a silicon microvertex chamber was installed and became operational throughout most of that year and for all of 1992. Information from this detector, however, is not used in this analysis so that the tracking resolution would be uniform throughout the entire data sample.

The jet chamber also helps to identify charged particles by measuring their ionization loss as they travel through the chamber [13]. The lead-glass electromagnetic calorimeter with presampler, surrounding the central detector and solenoid, is used in this analysis for hadronic event selection, jet reconstruction, and electron identification. Outside the instrumented iron
return yoke of the magnet which forms the hadron calorimeter are chambers used for muon identification.

3. Event selection

The analysis presented in this paper uses the data sample collected between 1990 and 1992. Hadronic $Z^0$ decays are selected as described elsewhere [14], and events from this sample which have at least seven "good" charged tracks are used in the analysis. Good tracks are those which are reconstructed using at least 20 jet chamber hits with a $\chi^2$ per degree of freedom from the track fit in the $x$-$y$ plane less than 100, have a momentum less than 65 GeV/c, and have a momentum in the $x$-$y$ plane greater than 0.15 GeV/c. In addition, the distance of closest approach to the nominal beam axis must be less than 5 cm, and the $z$ coordinate of this point must be within 50 cm of the interaction point. Only the data in which the tracking chambers, electromagnetic calorimeters, barrel presampler, and muon detectors were operating properly are used in this analysis. After these track quality and detector performance requirements, 1234203 hadronic $Z^0$ decay events are selected.

The identification of $b$ baryon decays using charge correlated $\Lambda$-lepton combinations closely follows the analysis previously reported by OPAL [15]. Electron candidates are identified using their ionisation loss measured in the jet chamber and their shower shapes from the electromagnetic calorimeter and presampler [16,17]. Muons are found by associating track segments in the outer muon detectors with tracks in the central detector [18,17]. Electron and muon candidates are required to pass the good track criteria defined above.

All charged tracks and those electromagnetic clusters with no associated track are clustered into jets using the JADE algorithm [19] with the E0 recombination scheme [20] that has the invariant mass-squared cut-off set to $x_{\text{min}} = 49$ GeV$^2$. In order to obtain an analysis sample enriched in $b$ quark events, lepton candidates are required to have momentum $p > 3$ GeV/c and transverse momentum with respect to the associated jet $p_t > 0.8$ GeV/c. The lepton is included in the calculation of the jet direction.

$\Lambda$ candidates are identified via the decay $\Lambda \rightarrow p\pi^-$. To reduce combinatorial backgrounds, the distance between the $\Lambda$ vertex position and the beam axis is required to be greater than 5 cm. It is further demanded that $|\phi_\Lambda| < 14$ mrad, where $\phi_\Lambda$ is the angle in the $x$-$y$ plane between the reconstructed $\Lambda$ momentum vector and the line joining the primary and $\Lambda$ decay vertices. The track with the larger momentum is assumed to be the proton, and its ionisation loss measured in the jet chamber is required to be consistent with that of a proton. The other track, assumed to be a pion, must have a distance of closest approach to the beam axis of greater than 1 mm, to reduce combinatorial backgrounds. To reduce the contribution of $\Lambda$'s from fragmentation processes, $\Lambda$ candidates are required to have $p_T > 4$ GeV/c.

To select events containing a $b$ baryon, a $\Lambda$ candidate is required to be within a cone of half-angle 50° about a lepton candidate. Additional cuts of $m_M > 2.2$ GeV/c$^2$, where $m_M$ is the invariant mass of the $\Lambda\ell$ pair, and $p_M > 9$ GeV/c, where $p_M$ is the magnitude of the vector sum of the $\Lambda$ and lepton momenta, are made to reduce backgrounds. After these cuts, the
$p\pi$ invariant mass distributions for the $\Lambda\ell^-$ (right-sign) and for the $\Lambda\ell^+$ (wrong-sign) combinations are as shown in fig. 1. A signal region is defined for $\Lambda$ candidates with invariant mass in the range $1.1078 < m_{\pi\ell} < 1.1234$ GeV/$c^2$. A total of 261 right-sign and 104 wrong-sign $\Lambda$–lepton charge combinations are selected. The 157 excess right-sign charge combinations are attributed to $b\bar{b}$ baryon decays.

4. Monte Carlo event samples

Approximately 1.1 million events simulating hadronic decays of the $Z^0$ were generated by the JETSET 7.3 program [21] and are used to check the analysis. Approximately half of the sample has heavy quark fragmentation according to Peterson fragmentation [22] and the remaining are with LUND symmetric fragmentation [21]. Three additional samples enriched in $b$ baryons were created to estimate systematic errors and are referred to as the “standard”, “EURODEC”, and “polarization” samples. The “standard” enriched Monte Carlo sample, generated with JETSET 7.3, corresponds to roughly 1 million $Z^0 \rightarrow b\bar{b}$ events. In the “EURODEC” sample, roughly 5 times larger, the only $b$ baryon included is the $\Lambda^0$. It was generated with JETSET 7.3, used EURODEC [23] routines for $\Lambda_c$ decays with branching ratios adjusted to agree with the current measured branching fractions [11], and included $b$ baryon decay form factors [24] calculated to first order in the inverse of the $b$ quark mass. The “polarization” sample was generated assuming the $b$ quark polarization is completely transferred to the $b$ baryon [25] to estimate the sensitivity for the lifetime measurement. All of these events were processed by a detector simulation program [26] which includes a detailed description of the detector geometry and material as well as effects of detector resolutions and efficiencies.

5. Definition of the decay length

The flight length of the $b$ baryon is estimated using the positions and error matrices of the primary vertex and the $\Lambda$–lepton vertex subject to a directional constraint. The primary vertex is found by using the tracks in the event (excluding the candidate lepton, proton and pion tracks) as well as the LEP fill-averaged beam position [27]. The decay length in the plane perpendicular to the beam is defined by the length of the line parallel to the jet containing the lepton whose endpoints minimise the $\chi^2$ formed from the deviations of these endpoints from the primary and secondary vertices. This is then converted into a three dimensional decay length by dividing by the sine of the polar angle of the momentum sum of the $\Lambda$ and lepton. A typical Monte Carlo event is shown in fig. 2 to demonstrate the method. Monte Carlo studies of the resolution of the decay length indicate that use of the directional constraint, rather than just the simple primary to secondary vertex distance, reduces the RMS width of the residuals from 4.4 mm to 2.9 mm. This is due partly to a reduction in the Gaussian width of the central core from 1.1 mm to 0.96 mm, but mainly from a large reduction in the tails of the distribution.

6. Fit of the observed decay length distribution

A simultaneous fit to the decay length distributions of the right-sign and wrong-sign $\Lambda$–lepton combinations is performed to determine the average $b$ baryon lifetime. Since the decay length distribution of the background processes are expected to be independent
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of the sign correlation of the $\Lambda$-lepton combinations, the wrong-sign sample is used to define the background shape in the right-sign sample.

6.1. Model for the decay length distribution of signal events

For a particle with lifetime $\tau$, the probability density function (PDF) for an observed proper decay time, $t$, with associated uncertainty, $\sigma_t$, is given by the convolution of an exponential distribution with a Gaussian distribution:

$$C(t, t, \sigma_t) = \int_0^\infty \frac{\exp[-(t - t')^2/2\sigma_t^2] \exp(-t'/\tau)}{\tau} dt'$$

$$= \frac{1}{2\tau} \exp\left(\frac{t^2}{2\sigma_t^2} - \frac{t}{\tau}\right) \text{erfc}\left(\frac{t}{\sqrt{2}\sigma_t} - \frac{t}{\sqrt{2}\tau}\right).$$  \hspace{1cm} (2)

However, our measurements are of the decay length, $l$, and its uncertainty, $\sigma_l$. Therefore, we use the relation between the decay length and proper decay time,

$$l = \frac{p_{\Lambda b}}{m_{\Lambda b}} \cdot t,$$  \hspace{1cm} (3)

and convolute the PDF (2) with a distribution of $b$ baryon momenta, $p_{\Lambda b}$, as described in the next section.

6.1.1. Estimation of the $b$ baryon momentum spectrum

The $b$ baryon momentum distribution is formed from the observed $\Lambda$ and lepton momenta in the data in order to be less sensitive to $b$ quark fragmentation uncertainties. For any event the true $b$ baryon momentum falls between the values of

$$p_M = |p_{\Lambda} + p_l| \quad \text{and} \quad p_{\Lambda b, \max} = \sqrt{E_{\text{beam}}^2 - m_{\Lambda b}^2}.$$  \hspace{1cm} (4)

The “standard” $b$ baryon enriched Monte Carlo sample is used to determine the $b$ baryon momentum distribution within the two limits mapped to $y \in (0, 1)$. In other words, the function $g(y)$ is found which is the PDF of the quantity $y$, where

$$y = \frac{p_{\Lambda b} - p_M}{p_{\Lambda b, \max} - p_M}.$$  \hspace{1cm} (5)

In the Monte Carlo sample, the distribution for $g(y)$ is seen not to depend strongly on $p_M$. The $b$ baryon momentum distribution in the data is estimated from the convolution of the observed $p_M$ spectrum with the Monte Carlo determined $g(y)$ distribution. Taking $p_M$ from Monte Carlo reconstructed tracks ensures that momentum resolution effects are taken into account in the formation of the estimated $b$ baryon momentum spectrum. A further step is taken to remove the effect of the background by subtracting the estimated $b$ baryon momentum spectrum of the wrong-sign combinations from that of the right-sign combinations. This procedure is found to reproduce the original Monte Carlo momentum distribution well and results in similar $b$ baryon spectra for the data and Monte Carlo samples. Fig. 3 shows the $g(y)$ function determined from the $b$ baryon Monte Carlo sample and the resulting estimate of the $b$ baryon momentum spectrum for the data.

6.1.2. Definition of the signal PDF

Once the $b$ baryon momentum spectrum is determined, as described above, it is normalized and binned into 1 GeV/c bins, as shown in fig. 3b, with the central value and content of bin $i$ given by $p'_{\Lambda b} = (i - \frac{1}{2})$ GeV/c and $h(i_{\Lambda b})$, respectively. Then, the PDF for decay lengths of the $b$ baryon signal events is found by the convolution

$$S(\tau, l, \sigma_l) = \sum_{i=1}^{50} h(i_{\Lambda b}) C\left(\tau, \frac{m_{\Lambda b}}{p'_{\Lambda b}}, l, \frac{m_{\Lambda b}}{p'_{\Lambda b}}, \sigma_l\right),$$  \hspace{1cm} (6)

where $C$ is defined in eq. (2). In order to reduce the sensitivity of the fit to the decay length errors and
to allow for occasional mismeasurements, the signal
PDF actually used in this analysis is

\[ P_{\text{sig}}(\tau, l, \sigma_t, k_1, f_2, k_2) = (1 - f_2) S(\tau, l, k_1 \sigma_t) + f_2 S(\tau, l, k_2 \sigma_t) , \]  

where \( k_1 \) is an error scale factor for the majority of
measurements and \( f_2 \) is the fraction of events which
are mismeasured with a corresponding larger scale fac-
tor \( k_2 \). This form thus describes the decay length res-
olution function in terms of the sum of two Gaussian
distributions, which allows for resolution tails. Since
the parameters \( k_1, f_2, \) and \( k_2 \) are unknown, they are
allowed to vary in the lifetime fit. If the parameters \( f_2 \)
and \( k_2 \) were not included, it would be necessary to re-
strict the range of decay lengths which are used in the
fit, in order to reduce the potential bias from badly
measured decay lengths. By allowing \( f_2 \) and \( k_2 \) to vary
in the fit, all decay lengths are used and the statistical
precision of the lifetime estimate is unaffected.

6.2. Model for the decay length distribution of
background events

The decay length distribution for background
events is parametrised in terms of an exponential
and a \( \delta \)-function at zero (to account for background
events with and without lifetime, respectively), con-
volved by a Gaussian distribution with errors given
by the measured decay length error,

\[ B(l, \sigma_t, L_+, b_+, b_0) = \frac{1}{b_+ + b_0} [b_+ C(L_+, l, \sigma_t) + b_0 G(l, \sigma_t)] , \]  

where \( L_+ \) is the characteristic length of the lifetime
exponential, and \( b_+ (b_0) \) is the fraction of events in
the right-sign sample which come from background
events with (without) lifetime. The function \( C \) is de-
defined in eq. (2) and \( G(l, \sigma_t) \) is the Gaussian PDF of
mean 0 and standard deviation \( \sigma_t \). As in the signal
decay length distribution, the possibility is included
for a scale factor on the estimated error and also for
a fraction of events to have a larger scale factor. The
background PDF is thus given by

\[ P_{\text{back}}(l, \sigma_t, L_+, b_+, b_0, \tilde{k}_1, \tilde{f}_2, \tilde{k}_2) = (1 - \tilde{f}_2) B(l, \tilde{k}_1 \sigma_t, L_+, b_+, b_0) + \tilde{f}_2 B(l, \tilde{k}_2 \sigma_t, L_+, b_+, b_0) . \]  

The terms \( \tilde{k}_1, \tilde{f}_2, \) and \( \tilde{k}_2 \) are included in order to make
the background parametrisation as general as possible.
Given the variety of background sources, these
parameters should not be understood as a measure of
the detector resolution.

The number of background events in the right-
sign sample is constrained by the observed number
of events in the wrong-sign sample. Given \( N \) total
\( \Lambda \)-lepton candidates, and the probability, \( p_{ws} \), that a
\( \Lambda \)-lepton candidate has the wrong-sign correlation,
the PDF for the number of events in the wrong-sign
sample \( N_{ws} \) is given by the binomial PDF,

\[ P(N_{ws}, N, p_{ws}) = \frac{N!}{N_{ws}!(N - N_{ws})!} \times p_{ws}^{N_{ws}} (1 - p_{ws})^{N - N_{ws}} . \]  

Given the definition of \( b_+ \) and \( b_0 \), the wrong-sign
probability is \( p_{ws} = (b_+ + b_0) / (1 + b_+ + b_0) \).

6.3. Combined fit of the decay length distributions

The decay length PDF for the right-sign \( \Lambda \)-lepton
combinations is described by the sum of the signal and
background PDF's, \( P_{\text{sig}} \) and \( P_{\text{back}} \), whereas the wrong-
sign combinations follow \( P_{\text{back}} \) alone. The unbinned
likelihood function is thus defined to be the product
of the values of the probability density functions for
each observed \( \Lambda \)-lepton combination multiplied by
the binomial distribution, given above. Hence the log
likelihood is given by

\[ \log L = \sum_i \log [(1 - b_+ - b_0) P_{\text{sig}} + (b_+ + b_0) P_{\text{back}}] + \sum_j \log P_{\text{back}} + N_{\text{wrong}} \log \left( \frac{b_+ + b_0}{1 + b_+ + b_0} \right) + N_{\text{right}} \log \left( \frac{1}{1 + b_+ + b_0} \right) , \]  

where the sum over \( i \) runs over all the right-sign \( \Lambda \)-
lepton combinations and the sum over \( j \) runs over all
the wrong-sign combinations. The negative log likeli-
hood function is minimised by allowing the lifetime
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τ, the error scale factor parameters \((k_1, f_2, k_2)\), and the background parameters \((L_+, b_+, b_0, k_1, f_2, k_2)\) to vary.

6.4. Checks of the fitting procedure with Monte Carlo data

The mean lifetime of the 800 Λ-lepton combinations from b baryon decays in the “standard” enriched Monte Carlo sample which pass the event selection and are properly identified is \(1.22 \pm 0.04\) ps. The result of the fit to the decay length distribution from this sample is \(1.18 \pm 0.06\) ps. This result verifies the statement made in the introduction, that the non-zero lifetime of the charmed baryon does not significantly bias the lifetime estimator. The result is stable within 0.04 ps if the following changes to the analysis are made: Only candidates with decay lengths between \(-1\) and 2 cm are used; only candidates with decay length errors less than 5 mm are used; only candidates with the \(\chi^2\) of the length calculation less than 10 are used; or the track parameters are smeared by an additional 30%.

A further check is made that no bias exists in the fitting procedure and that the statistical error estimates are valid with a simple Monte Carlo program. The program was used to produce 200 data samples with decay lengths given by an exponential lifetime distribution smeared by errors following the error distribution seen in the data, and a background distribution according to the model described above. The samples have an average of 360 events each and were generated with the model parameters similar to the results from the fit to the data. The mean lifetime determined from the fits of the samples is \(0.019 \pm 0.014\) ps below the input lifetime and the average lifetime uncertainty is 0.18 ps. The distribution of lifetime residuals divided by errors is described by a Gaussian distribution with \(\sigma = 1.05 \pm 0.10\), indicating the statistical error to be correctly evaluated.

These samples are also used to define a goodness-of-fit test. The range of decay lengths between \(-1\) cm and 2 cm is divided into 11 unequal size bins for the right-sign and 5 bins for the wrong-sign candidates, chosen so that the expectation in all bins is greater than 5 events. The variable, \(X^2 = \sum_i (n_i - m_i)^2 / m_i\), is formed. Here, \(n_i\) is the number of observed events in bin \(i\) and \(m_i\) is the number expected from the model once the unknown parameters are determined in the fit. The \(X^2\) distributions approximately follow \(\chi^2\) distributions with 8 and 3 degrees of freedom for the right and wrong-sign distributions, respectively. This empirical method is the only way to estimate the probability distribution for the \(X^2\) variable. The total number of degrees of freedom does not correspond to the total number of bins minus the number of parameters because the model is not linear in these parameters and because the parameters are not estimated with a least squares method. In the results below, the value of \(X^2\) from the fit is referred to as the “\(X^2\) of the fit”.

The complete analysis was applied to the Monte Carlo sample of 1.1 million hadronic events, a size roughly equivalent to the data sample. A total of 291 right-sign and 123 wrong-sign Λ-lepton combinations are selected and the estimated lifetime from the fit, \(\tau = 1.31^{+0.23}_{-0.21}\) ps, is in good agreement with the input lifetime of 1.3 ps.

7. Result of lifetime fit of the data

The lifetime is measured using all events in the data which pass the Λ-lepton selection with no additional quality cuts applied. The result of the fit to the decay length distribution is shown in fig. 4, which finds \(\tau = 0.93^{+0.20}_{-0.16}\) ps. The \(\chi^2\) of the fit is 7.7 and 1.9 for the right-sign and wrong-sign candidates for 8 and 3 degrees of freedom, respectively. The values of the other parameters in the fit are shown in table 1.

![Fig. 4. The distribution of decay lengths observed in the data are shown along with the result of the fit. The inset figure shows the distribution of the wrong-sign candidates. The underflow and overflow entries, shown in the first and last bins, have large decay length errors.](image-url)
The log likelihood function is found to be approximately parabolic. By fixing the lifetime at various points, and allowing the other parameters to vary to maximise the likelihood, the 1, 2, and 3 standard deviation points are found to occur at \((-0.18, +0.20)\), \((-0.33, +0.42)\) and \((-0.47, +0.67)\) ps away from the central value of 0.93 ps.

8. Estimates of systematic uncertainties

Some systematic uncertainties are already accounted for in the statistical error because of the free parameters which are allowed to vary in the fit. This is the case for the uncertainty in the intrinsic decay length resolution as well as the uncertainties in the shape and normalisation of the background. This procedure increases the statistical error by about 0.04 ps as compared to a fit which allows only the lifetime to vary (which corresponds to an additional error of about 0.1 ps added in quadrature).

Other possible systematic effects are considered in the following sections and are summarised in table 2. The total systematic correction increases the fit lifetime by 13%, and hence the statistical errors from the fit are increased by the same amount. Since the different sources of systematic uncertainties are expected to be independent, the total systematic error is found by adding the individual errors in quadrature, giving 0.08 ps.

8.1. Bias of the decay length estimator

An estimate of a possible bias of the lifetime from the decay length estimator is made using the lifetime fits to the “standard” and “EURODEC” b baryon enriched Monte Carlo samples. The bias observed in the two samples are consistent, and the weighted average bias is, \((-7 \pm 2)\)%. Hence a correction of +0.07 ps is applied to the fit lifetime of the data sample.

Table 2
Summary of the systematic corrections to the lifetime result due to the various effects considered in the analysis. Recall that the statistical error in the result contains about 0.1 ps uncertainty owing to the fact that the background parametrisation is allowed to vary in the fit.

<table>
<thead>
<tr>
<th>Source</th>
<th>Systematic (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>decay length estimate bias</td>
<td>+ 0.07 \pm 0.05</td>
</tr>
<tr>
<td>primary vertex position</td>
<td>0.00 \pm 0.01</td>
</tr>
<tr>
<td>b baryon polarization</td>
<td>+ 0.03 \pm 0.03</td>
</tr>
<tr>
<td>b baryon momentum estimation</td>
<td>0.00 \pm 0.05</td>
</tr>
<tr>
<td>b baryon mass</td>
<td>+ 0.02 \pm 0.03</td>
</tr>
<tr>
<td>background charge invariance</td>
<td>0.00 \pm 0.01</td>
</tr>
<tr>
<td>total</td>
<td>+ 0.12 \pm 0.08</td>
</tr>
</tbody>
</table>

The reason for this bias is not completely understood. To investigate the effect, two other decay length estimators are considered to see if the full Monte Carlo sample correctly reproduces the differences between the different lifetime estimates observed in the data. The decay length estimator which uses the momentum sum of the \(\Lambda\) and lepton (instead of the direction of the jet containing the lepton) as the directional constraint is seen to have a significant bias in the Monte Carlo samples. This comes about from a correlation between the orientation of the secondary vertex error ellipse and the directional constraint. The second decay length estimator considered is one which uses no directional constraint. In both cases the full Monte Carlo fit reproduces the differences in the lifetime estimates observed in the data within 0.05 ps. The systematic error assigned to the decay length estimate bias is therefore assigned to be 0.05 ps.

8.2. Primary vertex position

To determine the primary vertex, the LEP fill-averaged beam spots are used in addition to the tracks in the event. The lifetime analysis is quite insensitive to the estimated position and width of the beam spot.
The size of the effect is estimated by observing the change in the lifetime estimate of the "standard" enriched \( b \) baryon Monte Carlo sample when the beam position is shifted from its correct value by 20 \( \mu \text{m} \) horizontally or vertically, or doubling the vertical beam size. The systematic uncertainty due to poorly defined beam spots and widths is found to be 0.01 ps.

A slight bias in the decay length estimator results from using the tracks in the event to help determine the primary vertex. If this was a large effect, it would be necessary to assign a systematic uncertainty in the modelling of this bias. The magnitude of this bias is determined with the "standard" enriched \( b \) baryon Monte Carlo sample by comparing the lifetimes determined with and without the aid of tracks in the event to define the primary vertex. The difference in the lifetimes is only 0.02 ps, and hence no additional systematic error is included.

### 8.3. Estimation of the b baryon momentum spectrum

Since the \( b \) baryon momentum spectrum is estimated from the data, there is no systematic error resulting from the uncertainty in simulation of \( b \) quark fragmentation. The method to estimate the \( b \) baryon momentum spectrum, however, is sensitive to uncertainties in the modelling of the \( b \) and \( c \) baryon decays.

The \( b \) baryons could be produced with large polarization in \( Z^0 \) decays and this is not accounted for in the standard \( \text{JETSET} \) simulation of their decays. When the "polarization" Monte Carlo sample is used to define the \( g(\gamma) \) function the lifetime estimate increases by 0.06 ps. It is not known how much of the initial polarization is transferred to the \( b \) baryons, and hence the range of polarizations from 0 to maximum is encompassed by applying a correction of +0.03±0.03 ps to the lifetime measurement.

In addition to polarization effects, the general simulation of the decay of \( b \) and \( c \) baryons has an uncertainty which can be treated as an uncertainty in the \( g(\gamma) \) function. The procedure for estimating the \( b \) baryon momentum spectrum results in mean values of 33.3 and 34.4 GeV/c for the data and Monte Carlo, respectively. The difference between the two can arise from deficiencies in the modelling of \( b \) and \( c \) baryon decays and \( b \) quark fragmentation. If the "\( \text{EURODEC} \)" Monte Carlo sample is used instead of the "standard" enriched Monte Carlo sample to define the \( g(\gamma) \) function, the reconstructed mean \( b \) baryon momentum for the data is 32.5 GeV. The effect of polarization, discussed above, could be contributing to the difference between the reconstructed \( b \) baryon momenta of the data and Monte Carlo. Nevertheless, the systematic uncertainty of the mean \( b \) baryon momentum estimation due to decay modelling alone is taken to be 2 GeV/c. This corresponds to a systematic uncertainty in the lifetime estimate of 0.05 ps.

### 8.4. Mass of the b baryon

The \( b \) baryon mass enters the model, when converting from decay times to decay lengths (eq. (3)). Although a nominal \( \Lambda_b \) mass of 5.6 GeV/c\(^2\) is used in the analysis, Monte Carlo studies indicate that many of the selected events could be from decays of \( \Xi_b \), which is expected to have a mass about 0.2-0.3 GeV/c\(^2\) greater. The \( b \) baryon mass is therefore chosen to be 5.7 ± 0.2 GeV/c\(^2\). By repeating the analysis with different \( b \) baryon masses, it is found that this introduces a correction of +0.02 ± 0.03 ps to the measured lifetime.

### 8.5. Background charge invariance

In the analysis it is assumed that the background enters the right-sign and wrong-sign distributions with equal probability. With a subsample of the hadronic Monte Carlo data the backgrounds are found to equally populate the \( \Lambda \)-lepton combinations with the ratio of right-sign to wrong-sign background being 0.95 ± 0.18. By repeating the lifetime analysis of the data, this time scaling the background in the right-sign sample by 0.95 ± 0.18, the resulting lifetime estimate changes by at most 0.01 ps. The result is so insensitive to the scale of the background because the signal and background decay length distributions are very similar.

### 9. Additional checks

Checks for correlations between the lifetime estimate and all the event selection criteria give no evidence of a bias. This is done by breaking the event sample into pairs of subsamples and comparing the lifetime result in the two subsamples. This procedure
Table 3

The results of miscellaneous checks of the stability of the lifetime analysis. The number of \( \Lambda \)-lepton combinations selected are shown as \( nnn/mmm \) where \( nnn \) is the number of right-sign and \( mmm \) is the number of wrong-sign combinations.

<table>
<thead>
<tr>
<th>Modification to standard analysis sample</th>
<th>Events</th>
<th>Lifetime estimate (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard analysis</td>
<td>261/103</td>
<td>0.93(\pm)0.20</td>
</tr>
<tr>
<td>silicon information included</td>
<td>250/101</td>
<td>0.97(\pm)0.23</td>
</tr>
<tr>
<td>alternative ( \Lambda ) selection #1</td>
<td>156/ 72</td>
<td>0.96(\pm)0.39</td>
</tr>
<tr>
<td>alternative ( \Lambda ) selection #2</td>
<td>250/113</td>
<td>0.78(\pm)0.21</td>
</tr>
<tr>
<td>loose lepton selection</td>
<td>420/223</td>
<td>1.06(\pm)0.21</td>
</tr>
<tr>
<td>decay length window ([-1,2]) cm</td>
<td>248/ 98</td>
<td>0.98(\pm)0.22</td>
</tr>
<tr>
<td>and no secondary scale factors</td>
<td>248/ 98</td>
<td>0.98(\pm)0.18</td>
</tr>
</tbody>
</table>

also provides an additional check that the statistical error is properly evaluated.

Several checks that the result is stable under variations of the analysis are shown in table 3. It is seen that the lifetime remains stable within 0.15 ps for all the changes to the analysis which are considered:

- The standard analysis, described above, is performed using track information which does not include information from the silicon vertex detector. When the analysis is repeated, this time using the silicon detector information, the result does not improve in precision because the decay length uncertainty is dominated by the \( \Lambda \) track parameters (almost all of which decay beyond the radius of the silicon detector).
- Two alternative \( \Lambda \) selections described in a recent paper[28] are used instead of the \( \Lambda \) selection described above.
- The standard lepton selection is replaced with a much looser selection, resulting in a much larger background.
- The influence on the result from events with large decay lengths is checked by repeating the fit and excluding all events outside the decay length window \([-1,2]\) cm. Only a small change in the lifetime is observed. With this window cut, it is possible to fit the distribution without the secondary error scale factors (i.e. fix \( f_2 = 0 \) and \( f_3 = 0 \) in the fit). The result is the same as when all parameters are free.

9.1. Check using the lepton impact parameters

As a check, the \( b \) baryon lifetime is also determined using the impact parameters \( \langle d_0 \rangle \) of the leptons measured in the \( r-\phi \) plane from the same data described above. The impact parameters are signed positive if the lepton track crosses the jet axis in the same hemisphere as the jet and negative otherwise. For signal events, the mean impact parameter is proportional to the \( b \) baryon lifetime with the proportionality constant taken directly from all the \( b \) baryon enriched Monte Carlo samples. To account for the background, the wrong-sign sample is used as follows:

\[
\tau = \frac{\langle d_0 \rangle_{\text{MC}} - f_{ws} \langle d_0 \rangle_{\text{ws}}}{\langle d_0 \rangle_{\text{MC}} f_{ws}} ,
\]

where \( \langle d_0 \rangle_{\text{MC}} \) is the mean impact parameter of the \( b \) baryons in the Monte Carlo sample passing the selection criteria, \( \tau_{\text{MC}} \) is the mean lifetime of these \( b \) baryons, \( \langle d_0 \rangle_{\text{r}} \) and \( \langle d_0 \rangle_{\text{ws}} \) are the impact parameter means of the data right-sign and wrong-sign samples, respectively, and \( f_{ws} \) is the ratio of the number of wrong-sign to right-sign events observed in the data.

In order to be less sensitive to the modelling of the detector resolution, a trimmed mean is used instead of the simple arithmetic mean. This involves removing an equal number of entries on each end of the distribution and then forming the average of the remaining entries. It is found in the Monte Carlo and data that this procedure gives a lifetime result relatively independent of the trim fraction, as long as more than about 20% trim is applied. For this trim value the \( b \) baryon lifetime is estimated to be \( 1.37 \pm 0.34 \) ps.

A systematic error for this method is estimated by varying the trim amount between 12% and 70%, considering the effects of jet axis resolution, and varying the Peterson fragmentation function parameter \( \epsilon_b \) between 0.0025 and 0.0095. Other systematic errors due
to uncertainties in the background fraction, the primary vertex position, the $b$ baryon mass, and polarization are determined using similar methods as the main analysis. The combined systematic error from these effects is 0.13 ps. This method is more sensitive than the decay length method to errors in the modeling of $b$ baryon decays, but it is difficult to estimate the systematic uncertainty from this effect. Monte Carlo studies indicate the correlation coefficient between the decay length and impact parameter lifetime estimators is 0.7. Hence the two results are consistent with each other even without considering the uncorrelated systematic uncertainties.

10. Conclusions

The average $b$-flavoured baryon lifetime is measured using the decay lengths of $\Lambda$-lepton vertices to be

$$\tau = 1.05^{+0.23}_{-0.20} \pm 0.08 \text{ ps},$$

where the first error is the statistical uncertainty and the second is the systematic. The statistical error in the result contains about 0.1 ps uncertainty owing to the fact that the background parametrisation is allowed to vary in the fit. The result agrees with the results [3,6] already published by the ALEPH and DELPHI collaborations of $\tau = 1.12^{+0.32}_{-0.29} \pm 0.16 \text{ ps}$ and $\tau = 1.04^{+0.44}_{-0.38} \pm 0.09 \text{ ps}$, respectively. These results can be compared to an average of recent $b$ hadron lifetime measurements [29] of $\tau = 1.49 \pm 0.03 \text{ ps}$.
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