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A measurement of electron production in hadronic $Z^0$ decays and a determination of $\Gamma(Z^0 \rightarrow b\bar{b})$

OPAL Collaboration

Abstract. The production rate of electrons with momentum \( p > 4 \text{ GeV/c} \) and large momentum transverse to the jet containing the electron has been measured in 136000 hadronic decays of the \( Z^0 \) recorded with the OPAL detector at LEP in 1990. The dominant source of these electrons is the semileptonic decay of hadrons containing \( b \) quarks. If we assume that the semileptonic branching fraction of \( b \) hadrons produced on the \( Z^0 \) resonance is the same as the branching fraction measured at the \( Y(4S) \) resonance, we determine \( \Gamma_{b\ell} = 394 \pm 13 \pm 32 \text{ MeV} \), where the first error is statistical and the second error is systematic. The sensitivity of the result to this assumption is discussed. We have reduced the dependence of our result on the model of \( b \) hadron semileptonic decay by taking into account the correlation between the model dependence of the branching fractions measured at the \( Y(4S) \) and of our kinematic acceptance for electrons.

1 Introduction

The measurement of the partial widths of the \( Z^0 \) to quarks and leptons allows a fundamental test of Standard Model of electroweak interactions. The OPAL collaboration has measured the leptonic and hadronic widths of the \( Z^0 \) to a precision of 1\%, and the measured values [1] are in good agreement with theoretical predictions. The test of the theory is incomplete without the measurement of the partial widths of the \( Z^0 \) to individual quark flavours. The measurement of the partial width to \( b \) quarks, \( \Gamma_{b\ell} \), is of particular interest, because there are electroweak vertex corrections involving \( t \) quarks that are uniquely large for the \( b \) quark [2]. These large vertex corrections partially cancel the effect of loop diagrams with \( t \) quarks, so that the theoretical prediction of \( \Gamma_{b\ell} \) has very little dependence on the mass of the top quark. A measurement of \( \Gamma_{b\ell} \) to 1\% precision would allow a test of these electroweak corrections. Extensions of the Standard Model with mixing between ordinary and exotic fermions predict shifts [3, 4] in \( \Gamma_{b\ell} \) from the Standard Model value.

Leptons are a well established signature of the decay of \( b \)-flavoured and \( c \)-flavoured hadrons. Several measurements of heavy quark production cross sections in \( e^+e^- \) collisions using leptons to tag heavy quark decays have been reported [5-8] at centre-of-mass energies \( \sqrt{s} \approx M_Z \), where \( M_Z \) is the mass of the \( Z^0 \). Other methods to determine \( \Gamma_{b\ell} \) have also been used [9, 10]. The previously published OPAL measurement of heavy quark production [8] is based on muon production in hadronic \( Z^0 \) decays. This paper reports a determination of \( \Gamma_{b\ell} \) using electrons with momentum \( p > 4 \text{ GeV/c} \).

Electrons in this momentum range are expected to come from\(^*\):

- primary \( b \)-flavoured hadron decays, \( b \to e^- \bar{\nu}_e X \);
- the secondary decay products of \( b \)-flavoured hadrons, \( b \to c \to e^- \bar{\nu}_e X \) and \( b \to \tau^- \to e^- \bar{\nu}_e X \); and
- the direct production of charmed hadrons, \( Z^0 \to c \bar{c} \), with \( c \to e^- \bar{\nu}_e X \).

\(^*\) In this paper, reference to a \( b \) or \( c \) quark decay implies the charge conjugate decay for \( \bar{b} \) and \( \bar{c} \) quarks.
Electrons from the first three sources are referred to as prompt electrons.

Electrons from primary $b$-flavoured hadron decays have a harder momentum spectrum than electrons from other sources due to the hard $b$ quark fragmentation. Electrons from primary $b$ decays have a larger average momentum component perpendicular to the momentum of the decaying hadron than electrons from other sources due to the large $b$-flavoured hadron mass in this analysis, the transverse momentum $p_t$ is measured with respect to the jet axis of the jet containing the electron candidate as explained below. We measure the production rate of electrons in the kinematic range $p > 4$ GeV/c and $p_t > 0.8$ GeV/c, where the primary decay of $b$-flavoured hadrons, $b \rightarrow e^- \bar{\nu}_e X$, is the dominant source of electrons. From this rate, $\langle J_{b6}/J_{had} \rangle \times B(b \rightarrow e^- \bar{\nu}_e X)$ can be determined, where $J_{had}$ is the partial width of the $Z^0$ to hadrons and $B(b \rightarrow e^- \bar{\nu}_e X)$ is the average semileptonic branching fraction of the $b$ hadrons produced on the $Z^0$ resonance.

Previous determinations [6-8] of $\Gamma_{b6}$ using lepton tags at LEP are limited by the uncertainty in the semileptonic branching fraction of $b$ hadrons, $B(b \rightarrow \ell \nu \ell' X)$. The average semileptonic branching fraction of the mixture of $B^0_s$ and $B^\pm$ mesons produced at the $Y(4S)$ has been determined [11, 12] using measured electron and muon momentum spectra. Leptons at the $Y(4S)$ with high momentum come predominantly from $b \rightarrow \ell \nu \ell' X$. Determining the branching fraction $B(b \rightarrow \ell \nu \ell' X)$ requires the use of a model of the semileptonic decay spectrum to extrapolate to low momenta where the presence of secondary decays $b \rightarrow c \rightarrow \ell \nu \ell' X$ and experimental limitations in lepton identification prevent a direct measurement of the rate of $b \rightarrow \ell \nu \ell' X$ decays. For example, the models considered by the CLEO collaboration [11] result in greater than 10% variation in the value of $B(b \rightarrow \ell \nu \ell' X)$. Our kinematic requirements, $p > 4$ GeV/c and $p_t > 0.8$ GeV/c, preferentially select electrons that have relatively high momentum in the rest frame of the decaying $b$ hadron; precisely the region where $b \rightarrow \ell \nu \ell' X$ dominates at the $Y(4S)$. If a particular model predicts a momentum spectrum that is too hard, this would lead to the kinematic acceptance of both CLEO and OPAL being overestimated, or alternatively, the value of $B(b \rightarrow \ell \nu \ell' X)$ determined by CLEO and the value of $\langle J_{b6}/J_{had} \rangle \times B(b \rightarrow e^- \bar{\nu}_e X)$ determined by OPAL both being underestimated.

If we instead derive $\Gamma_{b6}$ from our measurement, properly taking into account the correlation for the different models between the hardness of the lepton momentum spectrum and the values of $B(b \rightarrow \ell \nu \ell' X)$ and $B(b \rightarrow e^- \bar{\nu}_e X)$ extracted at the $Y(4S)$, then much of our result depends on the relationship between the semileptonic branching fraction of the $b$ hadrons produced at $\sqrt{s} \approx M_Z$ and the semileptonic branching fraction at the $Y(4S)$. This may not be true if the semileptonic branching fractions of $B_s^0$ and $b$ baryons are different from those of $B_s^0$ and $B^\pm$, since $B_s^0$ and $b$ baryons are presumably produced at $\sqrt{s} \approx M_Z$, but not at the $Y(4S)$. The sensitivity of $I_{b6}$ to the above assumption is discussed.

## 2 The OPAL detector

The OPAL detector is described in detail in a recent publication [13]. The essential features of the components of the detector used for electron identification are described here. In the OPAL coordinate system, positive $z$ is along the $e^-$ beam direction, $\phi$ is the azimuthal angle, and $\theta$ is the polar angle.

Charged particle trajectories are measured in the central detector, which consists of three components. The innermost component is a 1 m long, high resolution drift vertex chamber with an inner radius of 8.8 cm, and outer radius of 23.5 cm, and both axial and stereo wires. This vertex chamber is surrounded by a drift (jet) chamber that is approximately 4 m long and 3.7 m in diameter and has 24 azimuthal sectors, each with 159 axial sense wires. The jet chamber covers 95% of the solid angle with at least 20 points per track and provides a measurement of the ionization energy loss of charged particles [14]. The $z$ coordinate of each space point in the jet chamber is measured using charge division. To increase the precision of the determination of the track polar angle, the jet chamber is surrounded by drift $z$-chambers that provide up to six measurements of the $z$ coordinate with 300 $\mu$m resolution per point. These $z$-chambers cover 94% of the solid angle in the polar angle range $|\cos \theta| < 0.72$. The central detector is contained in a pressure vessel that maintains a pressure of four atmospheres. Surrounding this pressure vessel is an aluminum coil that produces a uniform solenoidal magnetic field of 0.435 T. The resolution of the momentum in the bending plane of the magnetic field is given by $\sigma_p / p = \sqrt{(0.02)^2 + (0.0018 p)^2}$ ($p$ in GeV/c), and the resolution of the azimuthal angle is 0.1 mrad. When all three components of the central detector are used, the resolution of the polar angle is 0.25 mrad.

Surrounding the magnet coil is a lead-glass electromagnetic calorimeter with a presampler. The barrel lead-glass calorimeter covers the full solid angle in the region $|\cos \theta| < 0.82$. It consists of 9440 lead-glass blocks arranged in an approximate projective geometry. The energy resolution for electrons in hadronic events, $\sigma_E$, is given by $\sigma_E/E = \sqrt{(0.16)^2 + (0.003)^2}$ ($E$ in GeV/c), and the barrel presampler is located between the magnet coil and the lead-glass calorimeter. It consists of two concentric cylinders of limited streamer tubes with wires parallel to the beam axis and cathode strips oriented at $\pm 45^\circ$ with respect to the wires. The barrel presampler covers the full solid angle in the range $|\cos \theta| < 0.81$. Particles with $\theta = 90^\circ$ that penetrate to the calorimeter traverse 1.7 radiation lengths of material distributed over approximately 40 cm.
Behind the electromagnetic calorimeter is the iron return yoke of the magnet, which is instrumented with streamer tubes with pads and strips to form a hadronic calorimeter. Four planes of muon chambers surround the hadronic calorimeter.

3 Data Sample

The data sample used in this analysis consists of 135,717 events passing a hadronic event selection [1]. These data were collected during the 1990 run of LEP at centre-of-mass energies ranging from 88.2 GeV to 94.2 GeV. The hadronic event selection is 98.4% efficient and contains approximately 0.2% background, which is from leptonic $Z^0$ decays and two-photon scattering events. This sample corresponds to 137,600 produced hadronic events with an error of 0.4%. To significantly reduce the chance that electrons from $Z^0$, $\mu^+\mu^-$, $\mu^-\nu_e$ contaminate the electron sample, events are required to have at least six good charged tracks in addition to passing the hadronic event selection criteria. A good track satisfies the following requirements: the distance of closest approach of the track to the beamspot in the plane perpendicular to the beam axis must be less than 5 cm; at this point the $z$ coordinate of the track must be less than 50 cm from the nominal collision point; the track must have at least 40 space points measured in the jet chamber and a transverse momentum with respect to the beam axis greater than 0.15 GeV/c. The track multiplicity requirement reduces the sample examined for electron candidates to 133,313 events.

Jets are found using the scaled-mass jet finding algorithm of JADE [15], with the $E_0$ recombination scheme [16], using only good charged tracks and a value of $y_{\text{cut}} = 0.02$. With this value of $y_{\text{cut}}$, the axis of a jet containing an electron is an approximate representation of the line-of-flight of the parent hadron. For each good track, we define $p_t$ as the component of its momentum transverse to the direction of the jet containing the track. In this definition, the track axis is included in the determination of the jet axis.

4 Electron selection

The electron selection is based on the ionization loss $dE/dx$ measured in the jet chamber, the amplitude of the barrel presampler cluster associated to the central detector track, the lateral distribution of energy in the barrel lead-glass cluster associated to the track, and the comparison of the track momentum with the lead-glass cluster energy. At smaller momenta, the $dE/dx$ measurement alone would be sufficient to produce a sample of electrons with low background from misidentified hadrons. At larger momenta, the presampler and lead-glass calorimeter selection criteria are necessary to keep this hadronic background low.

Tracks considered as electron candidates must satisfy the track requirements given in Sect. 3. Since all the electron selection criteria require an accurate estimate of the polar angle, tracks considered as electron candidates are required to have at least three associated $z$-chamber (CZ) hits: $N_{\text{CZ}} \geq 3$. The $z$-chambers cover the polar angle range $|\cos \theta| < 0.72$, but tracks are required to satisfy $|\cos \theta| < 0.7$ to avoid the edge of the $z$-chamber acceptance.

For charged tracks, the ionization energy loss, $dE/dx$, is measured in the jet chamber with up to 159 samples per track. A truncated mean (the mean of the lower 70% of the samples) is used to estimate the $dE/dx$ of each track.

The $dE/dx$ selection is based on

$$N_{\text{dE/dx}}^\sigma = \frac{dE/dx \text{ (measured)} - <dE/dx>_e}{\sigma_{dE/dx}};$$

where $<dE/dx>_e$ is the mean $dE/dx$ expected for electrons, and the error in $dE/dx$ is approximated by [14]:

$$\sigma_{dE/dx} = 0.038 \cdot (159/N_{\text{samp}})^{0.43},$$

with $N_{\text{samp}}$ being the number of samples used to measure $dE/dx$. Tracks considered as electron candidates must have a minimum of 40 samples, $N_{\text{samp}} \geq 40$. Figure 1 shows $N_{\text{dE/dx}}^\sigma$ for tracks in hadronic events after some of the other electron selection criteria have been applied to enhance the signal. Pion and electron peaks and a shoulder due to kaons are clearly visible. Electron candidates are required to have

* $N_{\text{dE/dx}}^\sigma > -2.0$.

Fig. 1. $N_{\text{dE/dx}}^\sigma$ for tracks with $p > 4$ GeV/c and $p_t > 0.8$ GeV/c in hadronic events after other electron selection criteria (all requirements except the $E_{\text{cone}}/p$ cut) have been applied to enhance the signal.
That is, the track is rejected as an electron candidate if the $dE/dx$ value is more than 2.0 standard deviations below the value expected for electrons.

The barrel presampler is sensitive to whether a particle has begun to shower before entering the lead-glass calorimeter. The presampler is calibrated so that the distribution of the amplitudes of clusters created by beam-energy muons peaks at two units of amplitude, corresponding to the two concentric cylindrical layers of limited-streamer tubes composing the presampler. Hadrons usually do not interact in the central detector pressure vessel and the magnet coil, which are located inside the presampler, and therefore leave a signal similar to muons in the presampler; electrons usually interact in this material and leave a presampler signal of much larger amplitude. The average amplitude for electrons increases with increasing electron momentum. The electron candidate track is required to be associated to a presampler cluster with

- presampler cluster amplitude greater than $2.5 + p/2$ or 10, whichever is smaller,

where $p$ is the momentum in GeV/c. The effect of the requirement is illustrated in Fig. 2, which shows the presampler amplitude distribution after all other electron selection criteria have been applied (the calorimeter selection is described below). The required amplitude increases with momentum in order to reject as much background as possible, while allowing an efficiency that does not depend on momentum.

The inner edges of the barrel lead-glass blocks lie on a cylinder of radius 246 cm. The blocks are 24.7 radiation lengths ($X_0$) deep and 6.7 $X_0$ wide. The face of each block is 10 cm by 10 cm, so a block subtends 41 mrad in $\theta$ at $\cos \theta = 0$ and 29 mrad at $\cos \theta = 0.7$. With this combination of angular granularity and block width in $X_0$, most of the energy of an electron shower is contained, on average, in a smaller number of blocks than the energy of a showering hadronic particle or the combined energy of a charged hadronic particle with nearby electromagnetic showers from $\pi^0$s. This difference in the lateral distribution of the energy in the lead-glass is used to separate electrons from hadronic background.

The lateral distribution of the energy in the lead-glass cluster associated to a track is measured by comparing two energies, $E_{\text{cone}}$ and $E_{\text{cone}2}$. $E_{\text{cone}}$ is the sum of the detected energies in all blocks in the associated lead-glass cluster that have centres within 30 mrad of the extrapolated track position at the inner face of the lead-glass. The second energy, $E_{\text{cone}2}$, is equal to $E_{\text{cone}}$ plus the sum...
of the detected energies in all blocks that touch (either on the side or on the corner) any block that was used in \( E_{\text{cone}} \). These energies are corrected for the average undetected energy of an electron shower due to the material in front of the calorimeter. On average, a large percentage of the energy of an electron is contained in \( E_{\text{cone}} \), so unless there are other particles surrounding the electron that contribute a significant amount of energy to the blocks defining \( E_{\text{cone2}} \), the ratio \( E_{\text{cone}} / E_{\text{cone2}} \) is close to unity for electrons. This is illustrated in Fig. 3a, which shows the \( E_{\text{cone}} / E_{\text{cone2}} \) distribution for events with a single, isolated electron in the barrel region of the detector. These single electrons are from radiative Bhabha scattering, \( e^+ e^- \rightarrow e^+ e^- \gamma \), and the two-photon process, \( e^+ e^- \rightarrow e^+ e^- e^+ e^- \). The selection of these events is very similar to the selection described in [17]. Figure 3b shows \( E_{\text{cone}} / E_{\text{cone2}} \) for tracks with \( dE/dx \) more than 2.5 standard deviations below the expected value for electrons (dashed line) and for tracks with \( dE/dx \) within 1.0 standard deviation of the expected value (solid line). The presampler amplitude requirement has already been applied. In both figures, the cut at 0.85 is indicated.

The final electron selection requirement is based on \( E_{\text{cone}} / p \). For an electron, the energy \( E \) measured in the lead-glass calorimeter should equal the momentum, within the detector resolution (except for electrons that have lost energy via bremsstrahlung, in which case \( E > p \)). For hadrons, \( E \) is usually much less than \( p \), unless the hadron showers in the lead-glass or is nearby other electromagnetically interacting particles. Using \( E_{\text{cone}} \) instead of the cluster energy reduces this overlap background and avoids mismeasuring the electron if there are other nearby particles. Figure 4a shows the distribution of \( E_{\text{cone}} / p \) from the single electron events, and Fig. 4b shows the distribution of \( E_{\text{cone}} / p \) for tracks with \( dE/dx \) more than 2.5 standard deviations below that expected for an electron. Since \( E_{\text{cone}} \) is usually slightly less than the energy of the electron, the distribution of \( E_{\text{cone}} / p \) has a peak slightly below unity. An electron candidate is required to have

\[ 0.7 < E_{\text{cone}} / p < 1.4. \]

### 5 Signal and background determination

The total number of tracks with \( p_\gamma > 0.8 \text{ GeV/c} \) passing the electron selection criteria is 1411. Table 1 gives the number of electron candidates in three bins in momentum.

Fig. 3. a \( E_{\text{cone}} / E_{\text{cone2}} \) for tracks from single electron events. b \( E_{\text{cone}} / E_{\text{cone2}} \) for tracks \((p_\gamma > 0.8 \text{ GeV/c})\) with \( dE/dx \) more than 2.5 standard deviations below the expected value for electrons (dashed line) and for tracks with \( dE/dx \) within 1.0 standard deviation of the expected value (solid line). The presampler amplitude requirement has already been applied. In both figures, the cut at 0.85 is indicated.
Fig. 4. a $E_{\text{cone}}/p$ for tracks from single electron events. b $E_{\text{cone}}/p$ for tracks ($p_t > 0.8$ GeV/c) with $dE/dx$ more than 2.5 standard deviations below the expected value for electrons to illustrate the shape of the background component in the $E_{\text{cone}}/p$ distribution.

Table 1. The number of electron candidates with $p_t > 0.8$ GeV/c in three bins of momentum. The second row is the background from photon conversions. The first error is the statistical error and the second error is the systematic error. The third and fourth rows are two independent estimates of hadronic background from the data. The error is the statistical error. The last row is the electron signal after the backgrounds from photon conversions and misidentified hadrons determined using the $E_{\text{cone}}/p$ fit have been subtracted. The error is the statistical error only.

<table>
<thead>
<tr>
<th>Momentum (GeV/c)</th>
<th>$4 &lt; p &lt; 6$</th>
<th>$6 &lt; p &lt; 10$</th>
<th>$p &gt; 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>tracks passing selection</td>
<td>324</td>
<td>508</td>
<td>579</td>
</tr>
<tr>
<td>conversion background</td>
<td>$60.0 \pm 5.5 \pm 15.0$</td>
<td>$30.0 \pm 3.9 \pm 7.5$</td>
<td>$24.0 \pm 3.5 \pm 6.0$</td>
</tr>
<tr>
<td>hadronic background</td>
<td>$13.4 \pm 1.6$</td>
<td>$28.4 \pm 3.6$</td>
<td>$67.0 \pm 8.3$</td>
</tr>
<tr>
<td>from $N_{\text{con}}/p$</td>
<td>$9.7 \pm 1.8$</td>
<td>$30.5 \pm 5.1$</td>
<td>$77.2 \pm 7.0$</td>
</tr>
<tr>
<td>$E_{\text{cone}}/p$</td>
<td>254 $\pm$ 17</td>
<td>448 $\pm$ 22</td>
<td>478 $\pm$ 24</td>
</tr>
</tbody>
</table>

Of these 1411 tracks, 57 are identified as originating from photon conversions and are rejected. Photon conversions are identified using information from the central detector only. The identification demands a pair of oppositely charged tracks with a momentum sum vector that points back to the event vertex. To reduce combinatorial background, conversion candidate pairs must have a reconstructed radius of origin greater than 1 cm from the nominal beamspot, and both tracks must have $dE/dx$ consistent with the value expected for an electron. The most important identification criterion is that the invariant mass of the pair, assuming it is an electron-positron pair, be less than 50 MeV/c$^2$.

The photon conversion identification efficiency is determined using a sample of simulated hadronic events. These events were generated using the JETSET Monte Carlo program [18] and a program that simulates [19] the response of the OPAL detector. The identification efficiency determined with this Monte Carlo data sample is about 50%, so the remaining background from photon conversions is equal to the number of observed identified conversions. The correction for unidentified conversions also includes electrons from the Dalitz decays of neutral mesons; this background is less than 1% of the total number of electrons. Table 1 lists the background from photon conversions in three bins of momentum. The first error on this background is the statistical error from the number of observed conversion candidates. The second error is a 25% systematic error assigned because of uncertainties in the Monte Carlo modelling of the central detector and uncertainties in the conversion identification.
efficiency. The fraction of prompt electrons rejected as photon conversions has been determined to be less than 0.5% and is neglected.

After subtraction of the background due to photon conversions, the remaining sample of tracks still has background from hadrons misidentified as electrons. This misidentification background is determined from the data by exploiting the independence of the \( dE/dx \) and calorimeter selection criteria. The amount of signal and hadronic background in the electron sample is measured using two independent methods: the first uses \( N_{\mu E/dx} \) distributions and the second uses \( E_{\text{cone}}/p \) distributions. In the first method, the hadronic background as a function of \( p \) and \( p_t \) is estimated by fits to \( N_{\mu E/dx} \) distributions after applying all requirements except the \( N_{\mu E/dx} \) requirement. The shape of the background component in \( p \) and \( p_t \) bins is determined from the data using tracks that are anti-selected by requiring that the track fail the presampler requirement and have \( 0.1 < E_{\text{cone}}/p < 0.5 \) (but the track must still fulfill the \( E_{\text{cone}}/E_{\text{cone}2} > 0.85 \) requirement). The distribution of \( N_{\mu E/dx} \) for electrons should be a Gaussian with a mean of zero and unit width. This is found to be true using electrons from identified photon conversions. This Gaussian and the hadronic background shape histograms are fitted to the \( N_{\mu E/dx} \) distributions; only the normalizations of the Gaussian and background histograms are allowed to vary. The fits in the three momentum bins for \( p > 0.8 \text{ GeV/c} \) are shown in Fig. 5, and the resulting measurement of the hadronic background in three momentum bins is given in Table 1. The errors on these background numbers in the table are dominated by the statistical errors from the fits: systematic shifts in these numbers due to varying the anti-selection requirements and due to including the mean and width of the Gaussian as free parameters in the fit are negligible.

A second, independent, background determination is made by fitting to the \( E_{\text{cone}}/p \) distributions after all selection criteria are applied except the \( E_{\text{cone}}/p \) requirement. The shape of the background component is determined from tracks anti-selected by requiring that they satisfy \( N_{\mu E/dx} < -2.5 \). Only the background normalization is allowed to vary in the fit. The signal is fit to a function of six parameters that adequately describes the changing shape of the electron peak in the \( E_{\text{cone}}/p \) distributions in the different momentum bins. The resulting background is depicted in Fig. 6 and is given in Table 1. The background fractions from the two methods agree within the statistical errors. The hadronic background measured with the fits to the \( E_{\text{cone}}/p \) distributions is used in the subtraction to determine the signal, and the in-
dependent measurement using $N_{\text{E}^2/dx}$ fits is used to assess systematic errors. The hadronic background fraction for electrons with $p > 4$ GeV/c and $p_t > 0.8$ GeV/c is 9%.

The last line in Table 1 lists the electron signal after the backgrounds from photon conversions and misidentified hadrons determined using the $E_{\text{cone}}/\rho$ fits have been subtracted. The error is the statistical uncertainty only. The systematic error assigned to the signal due to uncertainty in the hadronic background is 1.1%.

6 Number of produced prompt electrons

Table 1 lists the numbers of electron candidates after the backgrounds from photon conversions and misidentified hadrons have been subtracted. Using Monte Carlo simulated hadronic events, the number of electrons expected from other sources such as the decay of strange hadrons is found to be negligible after the momentum and transverse momentum requirements. The numbers of Table 1 must be corrected for the efficiency of the electron identification criteria to obtain the total number of prompt electrons produced, $N_{\text{prompt}}$, with $p > 4$ GeV/c, $p_t > 0.8$ GeV/c, and $|\cos \theta| < 0.7$.

6.1 Electron identification efficiency

The efficiencies of the different selection criteria are determined from the data, separately in each of the three momentum bins, and are summarized in Table 2.

The combined efficiency of the $N_{\text{samp}} \geq 40$ and $N_{CZ} \geq 3$ selection criteria is determined by finding the efficiency of these requirements on tracks passing the muon selec-

<table>
<thead>
<tr>
<th>$4 &lt; p &lt; 6$</th>
<th>$6 &lt; p &lt; 10$</th>
<th>$p &gt; 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{CZ}}$ and $N_{\text{samp}}$</td>
<td>0.76 ± 0.03</td>
<td>0.81 ± 0.02</td>
</tr>
<tr>
<td>$N_{dE/dx}^{CZ}$</td>
<td>0.969 ± 0.007</td>
<td>0.969 ± 0.007</td>
</tr>
<tr>
<td>$E_{\text{cone}}/E_{\text{cone}}$ and $E_{\text{cone}}/\rho$ preselector</td>
<td>0.827 ± 0.028</td>
<td>0.836 ± 0.023</td>
</tr>
<tr>
<td>combined efficiency</td>
<td>0.470 ± 0.028</td>
<td>0.549 ± 0.029</td>
</tr>
</tbody>
</table>
The efficiency of a track to satisfy the $N_{\text{amp}}$ and $N_{\text{cz}}$ criteria is sensitive to the activity in the central detector around this track. Monte Carlo studies show that this level of activity is different for $b \to e \gamma X$ than it is for other processes like $b \to c \to e \gamma X$ or $c \to e \gamma X$, even for tracks with the same momentum and transverse momentum. The muons are an ideal sample to use to calculate this efficiency, since the underlying physics processes resulting in muons in hadronic events should be similar to those processes producing electrons (excluding electrons from photon conversions and muons from nonprompt decays).

The distribution of $N_{\text{dE}/d\chi}$ for electrons is very close to a unit Gaussian. To evaluate the non-Gaussian tails of the $N_{\text{dE}/d\chi}$ distribution, we have studied samples of electrons identified from photon conversions, and pions from identified $K^\pm$ decays. Using a pure sample of electrons from photon conversions identified in the jet chamber gas volume without using $dE/dx$ as a selection criterion, the efficiency of the requirement is found to be $0.963 \pm 0.015$. A statistically more precise determination of the efficiency of the $N_{\text{dE}/d\chi}$ requirement is made using pions from $K^0 \to \pi^+ \pi^-$ decays using the expected value of $dE/dx$ for pions rather than the expected value for electrons in the formation of $N_{\text{dE}/d\chi}$. For $p > 4$ GeV/c, only particles with larger mass than the mass of the pion will contaminate the low end of the $N_{\text{dE}/d\chi}$ distributions for pions. Any $K^0 \to \pi^+ \pi^-$ candidate that also satisfies the $A \to p\pi$ hypothesis is not considered. The remaining small amount of combinatorial background in the $K^0 \to \pi^+ \pi^-$ sample is almost entirely due to pions. The efficiency of the requirement is found to be $0.969 \pm 0.007$, with no significant variation with momentum. This efficiency is in good agreement with the value of 0.977 expected for a cut at $-2$ standard deviations on a unit Gaussian.

The efficiencies of the combined $E_{\text{cone}}/E_{\text{cone}2}$ requirements and the presampler requirement have a slight dependence on $p_{\gamma}$, as shown in Table 3. The average efficiencies in Table 3 for these two requirements take into account the observed number of electrons in each $p$ and $p_{\gamma}$ bin. The efficiency for finding an electron with $p > 4$ GeV/c, $p_{\gamma} > 0.8$ GeV/c, and $|\cos \theta| < 0.7$ is $0.522 \pm 0.016$ (statistical uncertainty only).

### Table 3. Efficiency of the combined $E_{\text{cone}}/E_{\text{cone}2}$ and $E_{\text{cone}}/p$ requirements and the presampler requirement as a function of $p$ and $p_{\gamma}$

<table>
<thead>
<tr>
<th>$4 &lt; p &lt; 6$</th>
<th>$6 &lt; p &lt; 10$</th>
<th>$p &gt; 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.8 &lt; p_{\gamma} &lt; 1.2$</td>
<td>$0.748 \pm 0.029$</td>
<td>$0.815 \pm 0.039$</td>
</tr>
<tr>
<td>$1.2 &lt; p_{\gamma} &lt; 1.6$</td>
<td>$0.772 \pm 0.038$</td>
<td>$0.825 \pm 0.057$</td>
</tr>
<tr>
<td>$p_{\gamma} &gt; 1.6$</td>
<td>$0.808 \pm 0.038$</td>
<td>$0.864 \pm 0.049$</td>
</tr>
</tbody>
</table>

Average over $p_{\gamma}$: $0.761 \pm 0.022$ | $0.827 \pm 0.028$ | $0.836 \pm 0.023$

### Efficiency of the presampler requirement

<table>
<thead>
<tr>
<th>$4 &lt; p &lt; 6$</th>
<th>$6 &lt; p &lt; 10$</th>
<th>$p &gt; 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.8 &lt; p_{\gamma} &lt; 1.2$</td>
<td>$0.824 \pm 0.033$</td>
<td>$0.847 \pm 0.042$</td>
</tr>
<tr>
<td>$p_{\gamma} &gt; 1.2$</td>
<td>$0.863 \pm 0.049$</td>
<td>$0.846 \pm 0.031$</td>
</tr>
</tbody>
</table>

Average over $p_{\gamma}$: $0.838 \pm 0.027$ | $0.846 \pm 0.026$ | $0.828 \pm 0.028$
6.2 Systematic errors on the efficiency

Three sources of possible systematic bias in the electron identification efficiency are considered. A systematic error in the $dE/dx$ efficiency for an electron could be caused by the uncertainties in the expected $\langle dE/dx \rangle$ and $dE/dx$ resolution for electrons in hadronic events. This error has been estimated by allowing the mean, the width, and the normalization to vary in the fits to the $N_{E/dx}$ distribution described earlier and shown in Fig. 5. The maximum change in efficiency is 1.1%. Assuming any systematic effect is correlated from momentum bin to momentum bin, a 1.1% systematic error is added to the efficiency-corrected number of electrons, given below.

In determining the presampler efficiency, it has been assumed that the $E_{cone}/p$ distribution of the background selected with the $N_{E/dx} < -2.5$ antiselection matches the shape of the $E_{cone}/p$ distribution of the true background. This assumption could introduce a bias in the determination of the efficiency for momenta greater than 10 GeV/c where the antiselected sample consists mainly of charged kaons and protons, but the background to the electron signal consists mainly of pions. Kaons and protons are expected to have softer $E_{cone}/p$ distributions than pions, and using these softer distributions could result in a systematic underestimate of the presampler efficiency. An upper limit on the presampler efficiency for electrons in hadronic events is the presampler efficiency for electrons in single electron events. In the $p > 10$ GeV/c bin, the difference of the presampler efficiency determined from the fit and the presampler efficiency from the single electron events is 5% and has been taken as the maximum possible effect of the above systematic bias. Using this maximum difference, a systematic error of 1.8% is added to the efficiency-corrected number of electrons. For momenta below 10 GeV/c, the $dE/dx$ resolution makes it possible to produce a background sample consisting mostly of kaons and protons and a background sample consisting mainly of pions. No systematic difference between the efficiencies determined with these two different background distributions is observed.

The correction to the combined $E_{cone}/E_{cone2}$ and $E_{cone}/p$ requirements due to the background in the prompt muon sample is based on a Monte Carlo estimate of the background. This estimate has a 25% uncertainty for $p > 4$ GeV/c, which leads to a 1.0% error in the efficiency-corrected number of electrons.

The above systematic errors are all smaller than the statistical errors on the efficiencies given in Table 2.
6.3 Corrected number of prompt electrons

The total number of prompt electrons produced with 
\[ p > 4 \text{ GeV/c}, \quad p_t > 0.8 \text{ GeV/c}, \quad \text{and } |\cos \theta| < 0.7 \]
after correcting for the electron identification efficiency is

\[ N_{\text{prompt}}^e = 2258 \pm 71 \pm 90 \pm 59. \]

The first error is statistical, the second is due to the uncertainty in the electron identification efficiency, and the third is due to the uncertainty in the number of electrons originating from photon conversions.

The 4.0% error on \( N_{\text{prompt}}^e \) due to the uncertainty of the electron identification efficiency is a sum in quadrature of the three systematic errors with the 3.1% error due to the statistical uncertainty on the efficiency.

7 Measurement of \( \Gamma_{b\delta}/\Gamma_{\text{had}} \)

The number of prompt electrons, \( N_{\text{prompt}}^e \), is the sum of three sources: (1) electrons from semileptonic decays of \( b \) hadrons, (2) electrons from the decays of charmed hadrons and from \( \tau \) leptons, both coming from \( b \) hadrons, and (3) the semileptonic decays of charmed hadrons containing charm quarks produced directly from the \( Z^0 \). This sum can be expressed as follows:

\[
N_{\text{prompt}}^e = 2 \cdot N_{\text{had}}^b \cdot \frac{\Gamma_{b\delta}}{\Gamma_{\text{had}}} \cdot B(b \to e) \cdot \varepsilon(b \to e) + 2 \cdot N_{\text{had}}^b \cdot \frac{\Gamma_{b\delta}}{\Gamma_{\text{had}}} \cdot B(b \to c \to e) \cdot \varepsilon(b \to c \to e) + 2 \cdot N_{\text{had}}^b \cdot \frac{\Gamma_{b\delta}}{\Gamma_{\text{had}}} \cdot B(b \to \tau \to e) \cdot \varepsilon(b \to \tau \to e) + 2 \cdot N_{\text{had}}^c \cdot \frac{\Gamma_{c\delta}}{\Gamma_{\text{had}}} \cdot \varepsilon(c \to e),
\]

where \( N_{\text{had}}^b \) is the number of produced hadronic events, \( 2 \cdot N_{\text{had}}^b \cdot \frac{\Gamma_{b\delta}}{\Gamma_{\text{had}}} \) is the number of \( b \) and \( \bar{b} \) quarks produced, \( B(b \to e) \) is the average branching fraction of the types of \( b \) hadrons produced in \( Z^0 \) decay, and \( \varepsilon(b \to e) \) is the acceptance for electrons from \( b \) hadron decays to satisfy the kinematic and geometric requirements \( p > 4 \text{ GeV/c}, \quad p_t > 0.8 \text{ GeV/c}, \quad \text{and } |\cos \theta| < 0.7 \). \( N_{\text{prompt}}^e \) has already been corrected for the efficiency of the electron identification criteria. The other terms are defined in an analogous way.

From this expression, we can determine the ratio of partial widths, \( \Gamma_{b\delta}/\Gamma_{\text{had}} \):

\[
\frac{\Gamma_{b\delta}}{\Gamma_{\text{had}}} = \frac{N_{\text{prompt}}^e - \Sigma(B \cdot \varepsilon)}{2 \cdot N_{\text{had}}^b \cdot \Sigma(B \cdot \varepsilon)},
\]

where \( N_{\text{prompt}}^e \) is the expected number of electrons from direct charm production (the last term in the above expression for \( N_{\text{prompt}}^e \)), \( N_{\text{had}}^b = 137 \text{,600} \) is the corrected number of hadronic events, and \( \Sigma(B \cdot \varepsilon) \) is the sum of the products of branching fractions times kinematic acceptances:

\[
\Sigma(B \cdot \varepsilon) = B(b \to e) \cdot \varepsilon(b \to e) + B(b \to c \to e) \cdot \varepsilon(b \to c \to e) + B(b \to \tau \to e) \cdot \varepsilon(b \to \tau \to e).
\]

The kinematic requirements \( p > 4 \text{ GeV/c} \) and \( p_t > 0.8 \text{ GeV/c} \) suppress the secondary decays so that the dominant term in \( \Sigma(B \cdot \varepsilon) \) (about 85%) is \( B(b \to e) \cdot \varepsilon(b \to e) \).

To determine \( \Gamma_{b\delta}/\Gamma_{\text{had}} \), the kinematic acceptances are determined using a Monte Carlo simulation program, and the branching fractions are obtained from experimental measurements. Uncertainties in these branching fractions are the dominant systematic error in previous measurements of \( \Gamma_{b\delta}/\Gamma_{\text{had}} \) [6-8]. For the values of \( B(b \to e) \) and \( B(b \to c \to e) \), we use the measurements [11] of \( B(b \to \ell \nu \nu, X) \) and \( B(b \to c \to \ell \nu \nu, X) \) (with \( \ell = e \) or \( \mu \)) reported by the CLEO collaboration for the mixture of \( B^0 \) and \( B^\pm \) mesons produced at the \( \Upsilon(4S) \) (only the CLEO collaboration reports a measurement of both \( B(b \to \ell \nu \nu, X) \) and \( B(b \to c \to \ell \nu \nu, X) \)). The branching fraction \( B(b \to \ell \nu \nu, X) \) may not be the same at \( \sqrt{s} \approx M_Z \), where presumably \( B^0 \) and \( B \) baryons are produced, in addition to \( B^0 \) and \( B^\pm \). The sensitivity of our measurement to the assumption that it is the same is discussed below. We take into account expected differences in \( B(b \to c \to \ell \nu \nu, X) \) at \( \sqrt{s} \approx M_Z \) and at the \( \Upsilon(4S) \). Furthermore, although the statistical precision on \( B(b \to \ell \nu \nu, X) \) is 2%, this branching fraction varies by more than 10% depending on which theoretical model of \( b \) hadron decay is used to extract \( B(b \to \ell \nu \nu, X) \) from the data. This same model dependence, however, has the opposite effect on the acceptance, \( \varepsilon(b \to e) \), and the branching fraction, \( B(b \to c \to \ell \nu \nu, X) \), so the sum of the products of the branching fractions times kinematic acceptances, \( \Sigma(B \cdot \varepsilon) \), exhibits reduced model dependence as will be shown below.

7.1 Branching fractions of \( b \) hadrons

To determine \( B(b \to \ell \nu \nu, X) \) and \( B(b \to c \to \ell \nu \nu, X) \), the CLEO collaboration measures the momentum spectrum of electrons and muons. At the \( \Upsilon(4S) \), the \( B \) mesons are very nearly at rest, so the lepton momentum in the laboratory is very close to the lepton momentum in the rest frame of the \( B \)-meson from which it originated. The leptons with momentum above 1.4 GeV/c come predominantly from \( b \to \ell \nu \nu, X \). Determining the branching fraction \( B(b \to \ell \nu \nu, X) \) requires a model for the semileptonic decay spectrum of \( b \) hadrons to extrapolate to low momenta where the presence of secondary decays \( b \to c \to \ell \nu \nu, X \) and experimental limitations in lepton identification preclude a direct measurement. Different models predict different extrapolations, which give different branching fractions.

The CLEO collaboration uses two models to extract the branching fraction. One is the spectator model of \( b \) hadron decay of Altarelli et al. [21] (ACM). The important parameters of this model, the mass of the charm quark and the Fermi momentum, are determined by fitting the measured lepton momentum spectrum. The second model is the form-factor model of Isgur et al. [22]
(ISGW). This model determines the lepton spectrum from exclusive $B$ meson three-body decays: $B \rightarrow Dl\nu$, $B \rightarrow D^{*}l\nu$, and $B \rightarrow D^{***}l\nu$; and it predicts the relative branching fractions of these three decay modes: 27%, 62%, and 11%, respectively. The CLEO collaboration also considers a variation of this model (ISGW**), in which the branching fraction of the $B \rightarrow D^{***}l\nu$ decay is treated as a free parameter determined by a fit to the lepton spectrum. The resulting relative branching fractions of $B \rightarrow Dl\nu$, $B \rightarrow D^{*}l\nu$, and $B \rightarrow D^{***}l\nu$ are 21%, 47%, and 32%. The branching fractions obtained using these three theoretical predictions of the lepton momentum spectrum are listed in Table 4. The fits of the three models to the data also determine the semileptonic branching fraction of $B$ mesons with a $b \rightarrow u$ transition, instead of a $b \rightarrow c$ transition. These $B (b \rightarrow u l\nu)$ branching fractions are also listed in Table 4 and are included in the calculation of the kinematic acceptances.

We assume that the value of $B (b \rightarrow l \nu, X)$ for the mix of $b$ hadrons produced at $\sqrt{s} \approx M_Z$ is the same as the branching fraction measured at the $\Upsilon(4S)$. Under the reasonable assumption that the relative production rates of $B^\pm$ and $B^0_s$ are equal at both the $\Upsilon(4S)$ and at $\sqrt{s} \approx M_Z$, a difference between the semileptonic branching fractions of $B^\pm$ and $B^0_s$ [23] does not produce a difference between the average semileptonic branching fractions at the two energies. If, however, the semileptonic branching fractions of $B^0_s$ and $b$ baryons are different from the average branching fractions of $B^\pm$ and $B^0_s$, the average semileptonic branching fraction at $\sqrt{s} \approx M_Z$ will be different from the value at the $\Upsilon(4S)$, where $B^0_s$ and $b$ baryons are not produced. The values of the semileptonic branching fractions of $B^0_s$ and $b$ baryons are different from the values measured by the CLEO collaboration [26]. The correction factor is 0.926. If the relative abundances of $b$ hadrons produced at $\sqrt{s} \approx M_Z$ are changed to extreme values (equal amounts of $B^\pm$, $B^0_s$, and $B^0_B$, and 15% of the $b$ hadrons produced are $b$ baryons), this correction factor is 0.847. The assumptions that the $B^0_s$ always decays to $D_s$ and $b$ baryons always produce $A_c$; the relative semileptonic branching fractions of $D^\pm$, $D^0$, $D_s$, and $A_c$ are the same as the fractions of the well-measured lifetimes [25] of these particles; and the abundances of these charmed particles from $B$ meson decay at the $\Upsilon(4S)$ are the values measured by the CLEO collaboration [26]. The correction factor is 0.926. If the relative abundances of $b$ hadrons produced at $\sqrt{s} \approx M_Z$ are changed to extreme values (equal amounts of $B^\pm$, $B^0_s$, and $B^0_B$, and 15% of the $b$ hadrons produced are $b$ baryons), this correction factor is 0.847. The assumptions that the $B^0_s$ always decays to $D_s$ and $b$ baryons always produce $A_c$; if these are not true, the value of the correction factor increases towards unity. In order to accommodate this value, the systematic error on the correction factor is taken to be 100% of the change:

- correction factor for $B (b \rightarrow c \rightarrow l \nu, X)$ is 0.926 ± 0.074.

- $B (b \rightarrow \tau \rightarrow e) = (0.044 ± 0.018) \cdot B (b \rightarrow e)$.

The scaling factor above is the product of $B (b \rightarrow \tau)/B (b \rightarrow e) = 0.25 ± 0.10$ [27] and $B (\tau \rightarrow e) = 0.177 ± 0.004$ [25].

### 7.2 Kinematic acceptances

The kinematic acceptances are derived from a Monte Carlo simulation based on the JETSET program [18]. The simulation includes the effects of detector resolution on the jet finding and on the $p$ and $p_T$ measurements. In this Monte Carlo, there are four types of $b$ hadrons that can decay semileptonically: $B^0_s$, $B^\pm$, $B^0_B$, and $A_c$; their relative abundance is 40%, 40%, 12%, and 8%, respec-

---

**Table 4.** The branching fractions of $B$ mesons measured [11] at the $\Upsilon(4S)$ resonance by the CLEO collaboration. The three columns correspond to the three theoretical spectra used to extract the branching fractions from the data. The branching fractions $B(b \rightarrow c \nu, X)$ are the sum of $B(b \rightarrow c l \nu)$ and $B(b \rightarrow u l \nu)$.

<table>
<thead>
<tr>
<th>$b$ hadron decay model</th>
<th>ISGW</th>
<th>ACM</th>
<th>ISGW**</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B(b \rightarrow c \nu, X)$ (%)</td>
<td>9.9 ± 0.1 ± 0.4</td>
<td>10.5 ± 0.2 ± 0.4</td>
<td>11.2 ± 0.3 ± 0.4</td>
</tr>
<tr>
<td>$B(b \rightarrow c \rightarrow l \nu, X)$ (%)</td>
<td>11.3 ± 0.7 ± 0.6</td>
<td>9.7 ± 0.8 ± 0.6</td>
<td>9.0 ± 0.8 ± 0.6</td>
</tr>
<tr>
<td>$B(b \rightarrow u l \nu)$ (%)</td>
<td>0.06 ± 0.08 ± 0.03</td>
<td>0.28 ± 0.12 ± 0.03</td>
<td>0.25 ± 0.10 ± 0.02</td>
</tr>
</tbody>
</table>
corrected value \( \langle x_E \rangle_b = 0.726 \pm 0.007 \pm 0.022 \) [8], which is consistent with OPAL published value \( \langle x_E \rangle_b = 0.726 \pm 0.007 \pm 0.022 \) [8], which is determined from a fit of the \( p \) and \( p_t \) spectrum of muons in hadronic events.

The value of the kinematic acceptance \( \varepsilon(b \rightarrow e) \) determined using the JETSET Monte Carlo is 0.278 \pm 0.003, where the error is due to Monte Carlo statistics. This acceptance includes a factor of 0.61 from the geometric requirement \( |\cos \theta| < 0.7 \), the efficiency for an electron to satisfy the requirements for a good track, and the efficiency for the event to have at least six good charged tracks.

In order to determine the dependence of the kinematic acceptance on the assumed form of the electron momentum spectrum we use the following procedure. For the decays of \( B^0 \) and \( B^\pm \) mesons, the JETSET prediction of the momentum spectrum of the electron in the rest frame of the parent meson is reweighted so it agrees with the \( b \rightarrow c \ell \nu \) spectra predicted by the different theoretical models of \( b \) hadron decay used by the CLEO collaboration to extract the branching fractions. The resulting corrections to the kinematic acceptance, \( \varepsilon(b \rightarrow e) \), due to reweighting to the three different theoretical spectra are listed in Table 5. The same correction is applied for the decays of \( B^0 \) and \( b \) baryons. Effects on the momentum spectrum due to the possible polarization of \( b \) baryons are neglected. The kinematic acceptance is reduced by an additional 1.1\% to account for the damping effect of radiative corrections [29] not included in the JETSET \( b \) hadron decays. The change due to this correction has been assigned a 100\% systematic error. The Monte Carlo simulation does not include \( b \rightarrow u \ell \nu \). Based on a comparison of the rest frame spectra of \( b \rightarrow c \ell \nu \) and \( b \rightarrow u \ell \nu \) predicted by the models, the kinematic acceptance for \( b \rightarrow u \ell \nu \) semileptonic decays is taken to be a factor 1.5 larger than the kinematic acceptance of \( b \rightarrow c \ell \nu \) decays. The kinematic acceptance is increased according to the measured fraction of \( b \rightarrow u \ell \nu \) decays for each model. The resulting corrections for the three different theoretical spectra are given in Table 5. The changes due to the \( b \rightarrow u \) corrections have been assigned a 100\% systematic error.

The final values of \( \varepsilon(b \rightarrow e) \), corresponding to the three different theoretical spectra, after all corrections have been applied are summarized in Table 5.

The kinematic acceptances \( \varepsilon(b \rightarrow c \rightarrow e) \) and \( \varepsilon(b \rightarrow \tau \rightarrow e) \) are determined with the JETSET Monte Carlo:

- \( \varepsilon(b \rightarrow c \rightarrow e) = 0.0490 \pm 0.0016 \)
- \( \varepsilon(b \rightarrow \tau \rightarrow e) = 0.101 \pm 0.008 \)

The errors are due to Monte Carlo statistics. The model dependent corrections that have been applied to \( \varepsilon(b \rightarrow e) \) have not been applied to \( \varepsilon(b \rightarrow c \rightarrow e) \) and \( \varepsilon(b \rightarrow \tau \rightarrow e) \). This omission is expected to produce a systematic error of less than 1\% in \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \).

### 7.3 The charm contribution

The number of electrons from direct charm production, \( Z^0 \rightarrow c\bar{c}, \) is given by

\[
N^c_e = 2 \cdot N_{\text{had}} \cdot \frac{\Gamma_{c\bar{c}}}{\Gamma_{\text{had}}} \cdot B(c \rightarrow e) \cdot \varepsilon(c \rightarrow e);
\]

where \( \Gamma_{c\bar{c}}/\Gamma_{\text{had}} \) is taken to be the Standard Model value 0.171 [30] and \( B(c \rightarrow e) \) is taken to be equal to an average of measurements of \( B(c \rightarrow \mu) = 0.079 \pm 0.011 \) [25]. The acceptance \( \varepsilon(c \rightarrow e) = 0.0504 \pm 0.0031 \) is determined by Monte Carlo simulation; the error is due to the Monte Carlo statistics. In the Monte Carlo simulation, the charm quarks are hadronized using the Peterson fragmentation function [28] and have \( \langle x_E \rangle_b = 0.53 \), consistent with the OPAL published value \( \langle x_E \rangle_b = 0.56 \pm 0.02 \pm 0.03 \) [8]. Using these numbers yields

- \( N^c_e = 187 \pm 42 \),

where the dominant contributions to the error are the 14\% uncertainty on \( B(c \rightarrow e) \) and the 16\% maximum variation from the value of \( \varepsilon(c \rightarrow e) \) determined at \( \langle x_E \rangle_b = 0.53 \), when \( \langle x_E \rangle_b \), is varied from 0.48 to 0.59.

### 7.4 Calculating \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \)

The values of \( \Sigma(B \cdot e) \) for the three different models are given in Table 6. When the branching fractions and kinematic acceptances specific to each model are used, \( \Sigma(B \cdot e) \) shows only a small variation with the model that is considered. Using these values and the values of \( N_{\text{prompt}}, N_{\text{had}}, \) and \( N^c_e \) given above, we determine the values of \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \) given in Table 6. The error on \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \) is the experimental statistical error on \( N_{\text{prompt}} \). The systematic errors are summarized in the next section. For our final number of \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \), we quote the value obtained using the ACM model. The variation of this value of \( \Gamma_{b\bar{b}}/\Gamma_{\text{had}} \) with the values obtained with the two other models is included as a systematic error.

Returning to our illustrative example, if \( B(b \rightarrow l\bar{\nu}X) \) were 4.0\% smaller at \( \sqrt{s} \approx M_X \) than at the \( \sqrt{s}(4S) \), the

### Table 5. The kinematic acceptance calculated with the JETSET Monte Carlo [18] for an electron from \( b \) hadron semileptonic decay to satisfy \( p > 4 \) GeV/c, \( p_t > 0.8 \) GeV/c, and \( |\cos \theta| < 0.7 \), when the \( b \) hadrons are produced on the \( Z^0 \) resonance. The correction factors to this acceptance depend on which model of \( b \) hadron decay is used. The correction factors listed in the table are multiplicative and are explained in the text.

| \( \varepsilon(b \rightarrow e) \) from JETSET | 0.278 |
| \( b \) hadron decay model | ISGW | ACM | ISGW** |
| correction from reweighting | 0.993 | 0.970 | 0.938 |
| electroweak correction | 0.989 | 0.989 | 0.989 |
| correction for \( b \rightarrow u \) | 1.003 | 1.013 | 1.011 |
| corrected \( \varepsilon(b \rightarrow e) \) | 0.274 | 0.270 | 0.261 |
value of $\Sigma(B\cdot e)$ in the ACM model would decrease by 3.4% with a corresponding increase in $\Gamma_{b6}/\Gamma_{had}$ as determined using (4).

## 8 Systematic errors

The systematic errors due to the hadronic event selection, the electron identification efficiency, the contamination from photon conversions, the knowledge of the hadronic background, the direct charm contribution, the uncertainty in the radiative corrections in the decay, and $b$ hadron decay model dependence have already been discussed. These contributions to the total systematic error are listed in Table 7. The 4.0% and 1.1% systematic errors on $N_{\text{prompt}}^e$ due to the uncertainties in the electron identification efficiency and hadronic background respectively, result in 4.4% and 1.2% systematic errors on $\Gamma_{b6}/\Gamma_{had}$ after the number of electrons from direct charm production has been subtracted. Further sources of systematic error are discussed below.

The sensitivity of $\Gamma_{b6}/\Gamma_{had}$ to the $b$ quark fragmentation has been assessed by varying $\langle x_F\rangle_b$ from 0.68 to 0.76. This variation changes $e(b\to e)$, $\epsilon(b\to c\to e)$, and $\epsilon(b\to \tau\to e)$ simultaneously. When $\langle x_F\rangle_b$ is varied in this range, the maximum variation in $\Gamma_{b6}/\Gamma_{had}$ from the above central value is 3.0%.

<table>
<thead>
<tr>
<th>$b$ hadron decay model</th>
<th>ISGW</th>
<th>ACM</th>
<th>ISGW**</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B(b\to e\cdot e)(b\to e)$</td>
<td>0.0271</td>
<td>0.0284</td>
<td>0.0292</td>
</tr>
<tr>
<td>$B(b\to c\to e\cdot e)(b\to c\to e)$</td>
<td>0.0051</td>
<td>0.0044</td>
<td>0.0041</td>
</tr>
<tr>
<td>$B(b\to \tau\to e\cdot e)(b\to \tau\to e)$</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\Sigma(B\cdot e)$</td>
<td>0.0327</td>
<td>0.0332</td>
<td>0.0338</td>
</tr>
<tr>
<td>$\Gamma_{b6}/\Gamma_{had}$</td>
<td>$0.230 \pm 0.008$</td>
<td>$0.226 \pm 0.008$</td>
<td>$0.223 \pm 0.008$</td>
</tr>
</tbody>
</table>

The systematic error due to the experimental errors on the measurements of $B(b\to l\bar{\nu},X)$ and $B(b\to c\to l\nu, X)$ (the errors given in Table 4) is 3.9%. In calculating this error on $\Gamma_{b6}/\Gamma_{had}$, we have assumed that the errors on $B(b\to l\bar{\nu}, X)$ are uncorrelated with the errors on $B(b\to c\to l\nu, X)$.

The systematic error in $\epsilon(b\to e)$, $\epsilon(b\to c\to e)$, and $\epsilon(b\to \tau\to e)$ due to Monte Carlo statistics is 1.1%. The systematic error due to the uncertainty in the correction to $e(b\to e)$ that accounts for $b\to u$ decays is 1.1%. The systematic error due to the uncertainty in the correction to $B(b\to c\to l\nu, X)$ that accounts for the presence of $B^0_s$ and $A^0_b$ is 1.0%. The systematic error due to the uncertainty in $B(b\to \tau\to e)$ is 0.6%.

The final value for $\Gamma_{b6}/\Gamma_{had}$ is

$$\Gamma_{b6}/\Gamma_{had} = 0.226 \pm 0.008 \pm 0.018,$$

where the first error is statistical and the second is systematic.

As an additional check on the result, the minimum momentum of electron candidates was reduced to 2 GeV/c. The number of electron candidates found with $2 < p < 4$ GeV/c is 356. The estimated background from photon conversions is 114 \pm 29, and the measured hadronic background is 4 \pm 1. The resulting additional signal is $238 \pm 17 \pm 29$, where the first error is statistical and the second error is due to the uncertainty in the background from photon conversions. The identification efficiency in this momentum bin is 0.463 \pm 0.028. The value of $\Gamma_{b6}/\Gamma_{had}$ obtained if these additional electrons are included is $0.230 \pm 0.007 \pm 0.019$. This value is in good agreement with the value obtained for $p > 4$ GeV/c; the difference between the two results is within the expected fluctuation due to the additional statistics. Reducing the momentum cut slightly reduces the correction of the JETSET kinematic acceptance, $\epsilon(b\to e)$, and reduces the uncertainties due to the c quark and b quark fragmentation. On the other hand, the increased background from photon conversions substantially increases the systematic error due to this source.

The number of prompt electrons can also be used to determine the product

$$\frac{\Gamma_{b6}}{\Gamma_{had}} \cdot B(b\to e^-\bar{\nu}_{e},X) = 0.0238 \pm 0.0008 \pm 0.0020,$$

where the first error is statistical and the second is systematic. The product has been determined using the ACM
model; the uncertainty due to modelling contributes 0.0011 to the systematic error. The modelling uncertainty contributes a systematic error of 4.7% on the product compared to a systematic error of 1.7% on \( \Gamma_b^d / \Gamma_{\text{had}} \).

9 Discussion and conclusion

Using the value of \( \Gamma_{\text{had}} = 1739 \pm 17 \text{ MeV} \) measured by the OPAL collaboration \cite{1}, the value of \( \Gamma_b^d \) is

\[
\Gamma_b^d = 394 \pm 13 \pm 32 \text{ MeV},
\]

where the first error is statistical and the second is systematic. We have assumed that the average semileptonic branching fraction of \( B \) mesons produced at the \( Y(4S) \) is the same as the average semileptonic branching fraction of \( b \) hadrons produced at \( \sqrt{s} \approx M_Z \). This measured value agrees within errors with the value predicted by the Standard Model of 378 MeV \cite{30}. Because this measurement depends on the region of the lepton momentum spectrum that is dominated by \( b \rightarrow l \nu_l X \) at the \( Y(4S) \), only a small error is introduced due to the uncertainties in the model of \( B \) meson decay. The largest experimental component of the systematic error is the uncertainty in the electron identification efficiency. This uncertainty is dominated by the statistical precision with which the efficiency has been measured.

An alternative to assuming that the effective semileptonic branching fraction of \( b \) hadrons at \( \sqrt{s} \approx M_Z \) is the same as the semileptonic branching fraction of \( B \) mesons at the \( Y(4S) \) is to use the average value of \( B(b \rightarrow l \nu_l X) \) from measurements at PEP and PETRA. While the composition of \( b \) hadrons produced at these colliders is expected to be similar to the composition at \( \sqrt{s} \approx M_Z \), these measurements are difficult to interpret. This is because the sensitivity of these measurements to which model of \( b \) hadron decay used to extract \( B(b \rightarrow l \nu_l X) \) has not been reported. The uncertainty should be at least as large as the uncertainty found by the CLEO collaboration. The L3 collaboration has measured \cite{7} \( B(b \rightarrow l \nu_l X) \) using the ratio of the number of hadronic events with two identified leptons to the number of leptons in hadronic events. The statistical precision of this measurement is 9%.

Our assumption that all \( b \) hadrons have similar semileptonic branching fractions may soon be tested by measurements of the lifetimes of \( B^0_s \) and \( \Lambda_b \), which are expected to be proportional to their semileptonic branching fraction. If, as expected, \( B^0_s \) and \( \Lambda_b \) are about 20% of the mixture of \( b \) hadrons produced at \( \sqrt{s} \approx M_Z \), lifetime measurements with a precision of 5% would contribute an error of about 1% to \( \Gamma_b^d \).

In conclusion, by measuring the production rate of electrons with large momentum and large momentum transverse to the nearest jet, we have determined \( \Gamma_b^d \) using a procedure that reduces the dependence of the result on the model of semileptonic \( b \) hadron decay considered.
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