A measurement of the forward–backward charge asymmetry in hadronic decays of the $Z^0$

OPAL Collaboration

We present a measurement of the forward–backward charge asymmetry in hadronic decays of the $Z^0$ using data collected with the OPAL detector at LEP. The forward–backward charge asymmetry was measured using a weight function method which gave the number of forward events on a statistical basis. In a data sample of 448 942 hadronic $Z^0$ decays, we have observed a charge asymmetry of $A_L = 0.040 \pm 0.004$ (stat) $\pm 0.006$ (syst) $\pm 0.002$ (B°B°mix), taking into account the effect of B°B° mixing. In the framework of the standard model, this asymmetry corresponds to an effective weak mixing angle averaged over five quark flavours of $\sin^2 \theta_W = 0.2321 \pm 0.0017$ (stat) $\pm 0.0027$ (syst) $\pm 0.0009$ (B°B°mix). The result agrees with the value obtained from the $Z^0$ line shape and lepton pair forward–backward asymmetry.
1. Introduction

The forward-backward charge asymmetry of fermion pairs from $Z^0$ decays is sensitive to the fermion couplings to the $Z^0$. The measurement of charged lepton pair asymmetry [1] has been well established and provides a good test of the standard model. Here, as a complementary measurement to the lepton sector, the measurement of the quark charge asymmetry, summed over the five quark flavours, is presented.

The standard model predicts that the differential cross section for quark pair (qq) production in $e^+e^-$ annihilation at the Born level is

$$\frac{d\sigma_q}{d\Omega} = \frac{\alpha^2}{4\pi} \left[ C_0^q (1 + \cos^2 \theta_q) + C_1^q \cos \theta_q \right],$$

where

$$C_0^q = e_q^2 - 8e_q g_v^q g_s^q \text{Re}(\chi)$$

$$+ 16 \left[ (g_v^q)^2 + (g_s^q)^2 \right] \left[ (g_v^q)^2 + (g_s^q)^2 \right] |\chi|^2,$$

$$C_1^q = 16 \left[ -e_q g_v^q g_s^q \text{Re}(\chi) + 8 g_v^q g_s^q g_v^q g_s^q |\chi|^2 \right]$$

and

$$\chi = \frac{G_F M_Z^2}{8 \pi \alpha \sqrt{2}} \frac{s}{s - M_Z^2 + i M_Z T_Z}.$$

In the above equations, $\theta_q$ is the angle between the directions of the incoming electron and the outgoing quark \#1, $e_q$ is the quark charge, $g_v^q$ and $g_s^q$ are the vector and axial vector coupling constants of the electron and quark to the $Z^0$, respectively. The quark couplings for each flavour $q$ are given by

$$g_v^q = \frac{\alpha}{2} - 2|e_q| \sin^2 \theta_W(q),$$

$$g_s^q = \frac{\alpha}{2},$$

where $f_3$ is the third component of the weak isospin of the quark and $\sin^2 \theta_W$ is its effective weak mixing angle, which can be expressed as

$$\sin^2 \theta_W(q) = \left( 1 - \frac{M_W^2}{M_Z^2} \right) \text{Re}[\kappa_q(M_Z^2)],$$

with the form factor $\kappa_q(M_Z^2)$ described in ref [2]. This form factor is also dependent on the top quark mass, the Higgs mass and the mass of the given quark, and is slightly different for each quark flavour.

The forward–backward charge asymmetry for each quark flavour is defined as

$$A_q = \frac{\int_{\cos \theta_q > 0} (d\sigma_q/d\Omega) d\Omega - \int_{\cos \theta_q < 0} (d\sigma_q/d\Omega) d\Omega}{\int (d\sigma_q/d\Omega) d\Omega} = 3C_1^q / 8C_0^q,$$

and the fraction of hadronic decays into that flavour is $f_q = C_0^q / \sum_q C_0^q$.

For the total hadronic charge asymmetry, we define the production polar angle $\theta_h$ to be between the direction of the incoming electron and that of the outgoing parton with negative charge. The hadronic asymmetry is then

$$A_h = f_d A_d + f_s A_s + f_c A_c + f_b A_b$$

Note that the negative signs arise for the positively charged quarks because of our definition of the asymmetry.

As mentioned, the effective weak mixing angle is slightly different for each quark flavour. We will interpret our results in terms of the average effective weak mixing angle over the five available quark flavours for a value of the top quark mass which gives a set of $\sin^2 \theta_W$ values that reproduces our measured hadronic asymmetry.

The determination of the direction and charge of the underlying partons from the final state particles is the largest experimental challenge of this analysis. It will be shown that its dependence on the Monte Carlo modelling is controllable.

---

\#1 Throughout this analysis, all polar angles are measured with respect to the incoming electron direction.
Several experiments at PEP, PETRA and TRISTAN have reported their measurements of the inclusive hadronic asymmetry [3]. While these lower energy experiments essentially measure the axial couplings of the quarks to the $Z^0$, the asymmetry at the $Z^0$ resonance is sensitive to the vector coupling, and therefore to the effective weak mixing angles.

The ALEPH and DELPHI collaborations have recently published results on the measurement of the charge asymmetry in hadronic $Z^0$ decays [4].

2. The OPAL detector and event selection

The OPAL detector has been described in detail elsewhere [5]. It is a multipurpose detector covering almost the entire solid angle around the interaction point. Its main components are a system of central tracking chambers inside a magnetic field of 0.435 T, an electromagnetic calorimeter, a hadron calorimeter and an outer layer of muon chambers.

For this analysis the central tracking chambers and the electromagnetic calorimeter were used. The central tracking system provides up to 183 space points per track and close to 100% tracking efficiency for charged tracks in the polar angle range defined by $|\cos \theta| < 0.92$. High energy tracks are measured with a momentum resolution $\sigma(p)/p^2 \approx 1.5 \times 10^{-3}$ GeV$^{-1}$.

The electromagnetic calorimeter consists of a cylindrical array of 9440 lead glass blocks in the barrel region ($|\cos \theta| < 0.82$) and 2264 lead glass blocks in the two end cap regions ($0.81 < |\cos \theta| < 0.98$). It has a typical energy resolution of $\Delta E/E \approx 3\%$ for $E \approx 45$ GeV.

Monte Carlo studies were performed using a detailed simulation of the OPAL detector [6], which modelled detector geometry and material as well as resolution and efficiency. The events were generated using the Lund parton shower model, as implemented in the JETSET [7] Monte Carlo package.

The data used in this analysis correspond to an integrated luminosity of 21 pb$^{-1}$, collected in 1990 and 1991. The selection of hadronic $Z^0$ decays was based on energy clusters in the electromagnetic calorimeter and charged track multiplicity as described in ref [1]. The sample consists of 448,942 hadronic $Z^0$ decays.

For this analysis, the track definition was tightened by demanding at least 40 measured space points, and the following additional criteria were required to be satisfied:

1. The sphericity, $S$, was calculated using charged tracks only. Only events with $S < 0.12$ were selected. This cut suppressed events with hard gluon radiation and selected events where the sphericity axis closely approximated the original quark direction, however, it was loose enough that the fraction of $b\bar{b}$ events was not significantly reduced, compared to lighter quarks.

2. The polar angle of the sphericity axis, $\theta_{sph}$, was required to be in the range $|\cos \theta_{sph}| < 0.8$, so that the event was contained well in the detector acceptance.

3. The event was divided by the plane perpendicular to the sphericity axis. At least three tracks were required in each hemisphere.

4. Any event with at least one track with momentum greater than the beam energy was removed. Such tracks were caused by reconstruction problems and could bias the jet charge determination.

After applying the additional selection criteria described above, the resulting data sample contained 258,869 events.

3. Method of charge assignment

The charge of the quark is reflected to some extent by the charges of the leading particles in the resulting jet. Rather than determining the jet charge on an event by event basis, we have chosen a statistical method to determine the asymmetry. We have adopted the weight function method described in ref [8], which was previously used in the analysis of the JADE Collaboration [3]. This method allows an efficient use of the data and results in a high statistical sensitivity.

The group of tracks contained in each sphericity hemisphere was regarded as a "jet", and the sphericity axis was taken as the jet direction. To determine the jet charge, we chose the following variable to describe each track:

$$z = q \left( \frac{|p_\parallel|}{E_{beam}} \right)^\kappa,$$

where $q$ and $p_\parallel$ are the track charge and momentum component parallel to the sphericity axis, respectively, and $E_{beam}$ is the beam energy. We chose the value $\kappa = 1$ for this analysis. As a cross-check, the value $\kappa = 0$ was used, this will be discussed below.
In each jet of the event, we selected the three charged tracks $^\#2$ which had the largest $|\vec{p}_t|$ in that jet. They were ordered such that $|\vec{p}_t^{(1)}| \geq |\vec{p}_t^{(2)}| \geq |\vec{p}_t^{(3)}|$ and $z_i$ was calculated for each $\vec{p}_t^{(i)}$. In Fig 1, the distributions of $z_1$, $z_2$, and $z_3$ in the data are compared with the Monte Carlo data with full detector simulation. Fig 2 shows the distributions of $z_1$, $z_2$, and $z_3$ for jets which originated from the positive quarks in the Monte Carlo events. There is a clear asymmetry in each distribution. In addition, there exist correlations among these $z_i$ variables.

We created the weight function by using $z_1$, $z_2$, and $z_3$ distributions for the Monte Carlo events in the following way. We designated the jet in the forward hemisphere as the forward jet and that in the opposite hemisphere as the backward jet. The distributions of the $z_i$ variables for the forward jet ($z_i^F, i = 1, 2, 3$) and the backward jet ($z_i^B, i = 1, 2, 3$) were

---

$^\#2$ The limitation to the leading three particles per jet is a compromise between the charge information used in each event and the Monte Carlo statistics needed to construct the weight function, as described below.

---
obtained for Monte Carlo events in which the negative parton travelled in the forward direction (forward events). We termed this six-dimensional distribution \( f_F([z]^F, [z]^B) \), where \([z]\) denotes \((z_1, z_2, z_3)\). The same distribution for events in which the negative parton travelled in the backward direction (backward events) was also obtained and termed \( f_B([z]^F, [z]^B) \).

Obtaining an accurate six-dimensional distribution requires an extremely large number of Monte Carlo events. The task is simplified if we assume that fragmentation of one jet is independent from that of the opposite jet. We can then decompose the six-dimensional distribution into two three-dimensional distributions as

\[
\begin{align*}
    f_F([z]^F, [z]^B) &= f_-([z]^F) f_+([z]^B), \\
    f_B([z]^F, [z]^B) &= f_+([z]^F) f_-([z]^B),
\end{align*}
\]

where \( f_- (f_+) \) is the probability that the combination \([z]\), describing the three leading particles in a particular hemisphere, was produced by a negatively (positively) charged parton. This decomposition greatly reduces the number of Monte Carlo events required to obtain an accurate distribution.

The resulting distributions are then used to form the weight function

\[
\]

(1)

The weight function defined above represents the probability that the negative parton travelled in the forward direction.

It is important to note that the choice of different weight functions can lead to different sensitivities to the measured quantity, but does not bias the result.

A simple simulation program, which smeared the particle momenta given by the event generator with the measured detector resolutions, was used to produce a sample of \(10^6\) Monte Carlo events and to calculate the weight function. With each \(z_i\) distribution divided into six bins, the functions, \(f_+\) and \(f_-\), were represented as three-dimensional histograms. The bin sizes were chosen so that the number of entries in each bin was approximately equal. The binning is indicated in fig. 2. The weight function was then formed according to eq. (1) and smoothing was applied to reduce the statistical fluctuations.

A sample of \(N\) real events consists of \(N_F\) forward events and \(N_B\) backward events. The weighted number of events is given by

\[
N \overline{W} = \sum_i W_i = N_F \overline{W}_F + N_B \overline{W}_B,
\]

(2)

where \(\overline{W}\) is the average of the weight for all the events and \(\overline{W}_F\) and \(\overline{W}_B\) are the average weights for the forward and backward events, respectively. Since \(N = N_F + N_B\) holds, we can get the number of forward events as

\[
N_F = N \frac{\overline{W} - \overline{W}_B}{\overline{W}_F - \overline{W}_B}
\]

(3)

The remaining \(N_B = N - N_F\) events were the backward events.

We have divided the real and Monte Carlo event samples into \(|\cos \theta_{\text{sph}}|\) bins of width 0.2. For each
Table 1

Average weights of each quark for forward and backward events in each |cos \( \theta_{\text{ sph}} \)| bin

| |cos \( \theta_{\text{ sph}} \)| | \( W_F \) | \( W_B \) |
|---|---|---|---|
| d-quark | 0 - 0.2 | 0.5627 ± 0.0029 | 0.4368 ± 0.0028 |
| | 0.2 - 0.4 | 0.5806 ± 0.0027 | 0.4191 ± 0.0026 |
| | 0.4 - 0.6 | 0.5791 ± 0.0026 | 0.4215 ± 0.0023 |
| | 0.6 - 0.8 | 0.5762 ± 0.0024 | 0.4226 ± 0.0021 |
| u-quark | 0 - 0.2 | 0.6093 ± 0.0032 | 0.3978 ± 0.0033 |
| | 0.2 - 0.4 | 0.6213 ± 0.0029 | 0.3744 ± 0.0031 |
| | 0.4 - 0.6 | 0.6294 ± 0.0026 | 0.3732 ± 0.0028 |
| | 0.6 - 0.8 | 0.6281 ± 0.0024 | 0.3756 ± 0.0026 |
| s-quark | 0 - 0.2 | 0.5830 ± 0.0030 | 0.4148 ± 0.0033 |
| | 0.2 - 0.4 | 0.6010 ± 0.0028 | 0.3982 ± 0.0026 |
| | 0.4 - 0.6 | 0.6036 ± 0.0026 | 0.3996 ± 0.0023 |
| | 0.6 - 0.8 | 0.6020 ± 0.0024 | 0.3987 ± 0.0021 |
| c-quark | 0 - 0.2 | 0.5414 ± 0.0032 | 0.4661 ± 0.0031 |
| | 0.2 - 0.4 | 0.5503 ± 0.0030 | 0.4568 ± 0.0031 |
| | 0.4 - 0.6 | 0.5461 ± 0.0027 | 0.4551 ± 0.0029 |
| | 0.6 - 0.8 | 0.5451 ± 0.0024 | 0.4543 ± 0.0027 |
| b-quark | 0 - 0.2 | 0.5932 ± 0.0030 | 0.4084 ± 0.0029 |
| | 0.2 - 0.4 | 0.6194 ± 0.0027 | 0.3743 ± 0.0025 |
| | 0.4 - 0.6 | 0.6196 ± 0.0025 | 0.3798 ± 0.0023 |
| | 0.6 - 0.8 | 0.6227 ± 0.0024 | 0.3791 ± 0.0021 |

In the case of the forward–backward charge asymmetry in hadronic events, the number of forward events and backward events occur randomly with a binomial distribution. In this case, the statistical error on \( N_F \) contains an additional term due to non-perfect separation of the event classes by the weight function and is given by

\[
\sigma_{\text{stat}}^F = \sqrt{\frac{N_F N_B}{N} + \frac{N_F \sigma_F^2 + N_B \sigma_B^2}{(W_F - W_B)^2}}
\]

Here \( \sigma_F \) and \( \sigma_B \) are the standard deviations of the weight distributions for the forward and backward Monte Carlo events, respectively (Fig. 3). In addition, there is an error due to the statistical precision of \( W_F \) and \( W_B \), which is limited by the number of Monte Carlo events. This results in an error on \( N_F \) of

\[
\sigma_{\text{stat}}^F = \frac{N}{(W_F - W_B)^2} \times \sqrt{\frac{(W - W_F)^2}{N_F} + \frac{(W - W_B)^2}{N_B}}
\]

In Fig 4a, the distribution of the weights for data is compared with that for Monte Carlo events with a charge asymmetry at the parton level of 0.04. The enhancement in the weight at 0.5 is due to events in which both jets have the same charge combination. To further check the matching between the data and Monte Carlo events, we define
In the standard model, different quark flavours are expected to have different asymmetries, all of which depend on $\sin^2 \theta_W$. In particular, for our definition of the asymmetry, the u-type (u and c) and the d-type (d, s and b) quarks contribute to the total asymmetry with opposite sign. This can potentially introduce a bias because different quark flavours fragment differently, producing different weight function distributions and hence different values for $W_F$ and $W_B$, as shown in Table 1. Obtaining the correct average weight therefore depends on having the correct quark composition for the events with the true asymmetry for each quark. Since both the quark composition and the asymmetry depend on $\sin^2 \theta_W$, the determination of the asymmetry is an iterative procedure. This will be discussed in more detail shortly.

The events were generated for only one value of $\sin^2 \theta_W$, i.e. one value of the total quark-antiquark charge asymmetry. Different asymmetries were then simulated by adjusting the relative numbers of forward and backward events for each of the five quark flavours and by changing the corresponding flavour mixtures as predicted by the standard model, for various values of $\sin^2 \theta_W$.

In order to obtain the charge asymmetry at the quark level, one must correct for the effect of $B^0\bar{B}^0$...
mixing, which has the effect of reducing the observed asymmetry. This effect was estimated by implementing $B^0\bar{B}^0$ mixing in the Monte Carlo event generator. Note that the size of the correction is approximately proportional to the size of the $B^0\bar{B}^0$ asymmetry. Assuming standard model behaviour, the $B^0\bar{B}^0$ asymmetry is related to the effective weak mixing angle, which also gives the total charge asymmetry. Therefore, the effect of $B^0\bar{B}^0$ mixing has been evaluated using a Monte Carlo in which the asymmetry has been tuned to match the observed data, i.e.

$$A_h = A_h^0 + \Delta A_{B^0\bar{B}^0\text{mix}},$$

where $A_h^0$ is the observed asymmetry in the data without correction for $B^0\bar{B}^0$ mixing, $A_h$ is the measured charge asymmetry with a correction for $B^0\bar{B}^0$ mixing, expressed as $\Delta A_{B^0\bar{B}^0\text{mix}}$. The $B^0\bar{B}^0$ mixing correction term is determined from the Monte Carlo by comparing the asymmetry corrected and uncorrected for this effect, while adjusting the corrected Monte Carlo asymmetry to the measured asymmetry. The following experimentally measured mixing ratio was used [9]:

$$\chi = 0.145 \pm 0.045$$

Here, $\chi$ can be broken down into contributions from $B^0_d$ and $B^0_s$ mesons as

$$\chi = f_d \, \chi_d + f_s \, \chi_s,$$

where $\chi_d$ is the mixing ratio for $B^0_d$ mesons and $f_d$ is the fraction of the primary $b$ quark fragmenting into that meson. To estimate the effect of the $B^0\bar{B}^0$ mixing, we used the above value for the total mixing and a value for $\chi_d$ of 0.17 ± 0.04, as measured by the ARGUS and CLEO experiments [10]. Assuming $f_d = 0.375 \pm 0.050$ and $f_s = 0.150 \pm 0.050$, we observed a shift in the measured asymmetry of Monte Carlo events of $\Delta A_{B^0\bar{B}^0\text{mix}} = 0.0044 \pm 0.0015$ for a charge asymmetry of 0.04 at parton level. Here, the error was obtained by allowing the products $(f_d \, \chi_d)$ and $(f_s \, \chi_s)$ to vary to all combinations of extreme values allowed by the quoted numbers and accounting for uncertainties in the decay mode.

### 4 Measurement of the charge asymmetry

Since the efficiency of event selection is dependent on $|\cos \theta_{\text{sph}}|$, and in order to relate the sphericity axis to the parton direction, an acceptance correction was made for each $\cos \theta_{\text{sph}}$ bin. After applying the acceptance correction, the angular distribution of the negatively charged quarks, $\cos \theta_h$, was obtained. The corrected number of events for the $i$th bin, $N^\text{corr}_i$, was calculated by

$$N^\text{corr}_i = \frac{N^\text{gen}_{i,MC}}{N^\text{accept}_{i,MC}},$$

where $N^\text{accept}_{i,MC}$ and $N^\text{gen}_{i,MC}$ are the numbers of data and Monte Carlo events, respectively, which pass the selection, and $N^\text{gen}_{i,MC}$ is the number of generated events in which the parton is emitted in this bin. Monte Carlo studies show that the acceptance does not depend on quark flavour.

The charge asymmetry is obtained by fitting the angular distribution to the function $f(\cos \theta_h) \propto (1 + \cos^2 \theta_h + 3 \chi_c \cos \theta_h)$, where the asymmetry $A_{B^0}^0$ is the only free parameter. As mentioned earlier, the average weights are dependent on the asymmetry in the Monte Carlo, because of the different contributions of the various quark flavours. The asymmetry within the Monte Carlo is adjusted such that the asymmetry measured from the Monte Carlo agrees with that observed in the data.

As a cross-check, the asymmetry was calculated by simply counting the number of forward and backward events as

$$A_h = \frac{N_F - N_B}{N_F + N_B} + \Delta A_{B^0\bar{B}^0\text{mix}},$$

where the geometric correction factor $K$ appears because of the cut on $|\cos \theta_{\text{sph}}|$ and is calculated to be 1.135.

The relationships of the asymmetries $A_h$, $A_{B^0}$ and $A_{B^0\bar{B}^0}$ are indicated in fig 5a and the final fitted distribution is shown in fig 5b. Only statistical errors (eq (4)) for each $\cos \theta_h$ bin are indicated in the figure. The result using the weight function with $\kappa = 1$ for all centre of mass energies is

$$A_h = 0.040 \pm 0.004$$

$$\chi^2/dof = 7.5/7 \quad (\sqrt{S} = 91.3 \text{ GeV}),$$
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Table 2

Resulting charge asymmetry from the fit for each energy region in the case of \( \kappa = 1 \) and 0

<table>
<thead>
<tr>
<th>( \sqrt{s} ) [GeV]</th>
<th>( \kappa = 1 )</th>
<th>( \kappa = 0 )</th>
<th>( \chi^2/\text{d.o.f} )</th>
<th>( \chi^2/\text{d.o.f} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.2–90.2 (( \langle \sqrt{s} \rangle = 89.7 ))</td>
<td>( A_h \pm \sigma_A = 0.034 \pm 0.012 )</td>
<td>( A_h \pm \sigma_A = 0.045 \pm 0.004 )</td>
<td>17/6/7</td>
<td>20/6/7</td>
</tr>
<tr>
<td>91.2</td>
<td>( A_h \pm \sigma_A = 0.045 \pm 0.004 )</td>
<td>( A_h \pm \sigma_A = 0.044 \pm 0.005 )</td>
<td>43/7</td>
<td>51/7</td>
</tr>
<tr>
<td>92.0–94.2 (( \langle \sqrt{s} \rangle = 92.7 ))</td>
<td>( A_h \pm \sigma_A = 0.015 \pm 0.009 )</td>
<td>( A_h \pm \sigma_A = 0.015 \pm 0.010 )</td>
<td>75/7</td>
<td>151/7</td>
</tr>
<tr>
<td>all data (( \langle \sqrt{s} \rangle = 91.3 ))</td>
<td>( A_h \pm \sigma_A = 0.040 \pm 0.004 )</td>
<td>( A_h \pm \sigma_A = 0.040 \pm 0.004 )</td>
<td>75/7</td>
<td>90/7</td>
</tr>
</tbody>
</table>

Table 3

Resulting charge asymmetry by the simple counting method for each energy region in the case of \( \kappa = 1 \) and 0

| \( \sqrt{s} \) [GeV] | \( A_h \pm \sigma_A \) | \( \kappa = 1 \) | \( \kappa = 0 \) |
|-------------------------|-----------------|-----------------|------------------|------------------|
| 88.2–90.2 (\( \langle \sqrt{s} \rangle = 89.7 \)) | \( A_h \pm \sigma_A = 0.059 \pm 0.016 \) | \( A_h \pm \sigma_A = 0.059 \pm 0.016 \) | 0.059 \pm 0.016 | 0.059 \pm 0.016 |
| 91.2 | \( A_h \pm \sigma_A = 0.043 \pm 0.005 \) | \( A_h \pm \sigma_A = 0.042 \pm 0.005 \) | 0.042 \pm 0.005 | 0.042 \pm 0.005 |
| 92.0–94.2 (\( \langle \sqrt{s} \rangle = 92.7 \)) | \( A_h \pm \sigma_A = 0.019 \pm 0.013 \) | \( A_h \pm \sigma_A = 0.019 \pm 0.013 \) | 0.019 \pm 0.013 | 0.019 \pm 0.013 |
| all data (\( \langle \sqrt{s} \rangle = 91.3 \)) | \( A_h \pm \sigma_A = 0.042 \pm 0.005 \) | \( A_h \pm \sigma_A = 0.042 \pm 0.005 \) | 0.042 \pm 0.005 | 0.042 \pm 0.005 |

Fig. 5 (a) The dependence of the observed charge asymmetry as a function of the charge asymmetry in the Monte Carlo events and (b) angular distribution of negatively charged jets for the whole data sample. In the top figure (a), the dependence of the measured asymmetry on the asymmetry which is assumed in the Monte Carlo is shown with and without the correction for \( B^0 \bar{B}^0 \) mixing by the dashed and solid lines, respectively. In the bottom figure (b), the solid lines are the fit results without correction for the effect of \( B^0 \bar{B}^0 \) mixing. The dotted lines show the symmetric function, \( \propto (1 + \cos^2 \theta_h) \). Only statistical errors for each \( \cos \theta_h \) bin are indicated.

where this value includes the correction for \( B^0 \bar{B}^0 \) mixing, as discussed in the previous section, and the errors are statistical only. The results for the various energy ranges are listed in table 2. The poor \( \chi^2 \) of the fit to the \( \cos \theta_h \) distribution of the lowest energy point is ascribed to a statistical fluctuation near \( \cos \theta_h = 0 \) and has little effect on the result of the fit, but does result in a discrepancy between the result obtained from fitting and that from simple counting.

When the data at different energy points were combined, the contributions were weighted by the number of selected events. This is justified as \( A_h \) varies almost linearly with energy in the energy region measured within the sensitivity of this analysis.

The counting method yields for all centre of mass energies

\[
A_h = 0.042 \pm 0.005 \quad (\langle \sqrt{s} \rangle = 91.3 \text{ GeV})
\]

For the various energy ranges, we have also applied the simple counting method and the resulted asymmetries are listed in table 3. They are all in reasonable agreement with the above values for the fits. Once again, a poor \( \chi^2 \) is obtained for the lowest energy point, due to the fluctuation mentioned above.

As a check of the weight function method, event samples with different charge asymmetries at the parton level were created from JETSET Monte Carlo events with full detector simulation and were processed in the same way as the data. A sample (430 127
events) with a parton asymmetry of 0.04 resulted in a measured asymmetry of 0.040 ± 0.004 with $\chi^2/d\text{ of} = 2.3/7$, a sample with 0.08 asymmetry gave a measured asymmetry 0.079 ± 0.004 with $\chi^2/d\text{ of} = 2.1/7$. By counting forward and backward events, asymmetry values for these two samples were 0.037 ± 0.005 and 0.077 ± 0.006, respectively, both in good agreement with the values from the fits.

As a second check of the weight function method, we have applied the same procedure to the data using only the charge information of the selected tracks ($\kappa = 0$) instead of weighting by the longitudinal momentum. In this case, the fit result for all centre of mass energies is

$$A_h = 0.040 \pm 0.004$$

$$(\chi^2/d\text{ of} = 9.0/7) \quad (\langle \sqrt{s} \rangle = 91.3 \text{ GeV}) \quad (6)$$

The simple counting method yields in this case

$$A_h = 0.042 \pm 0.005 \quad (\langle \sqrt{s} \rangle = 91.3 \text{ GeV})$$

The results of the fit and simple counting method for the various energy ranges are listed in table 2 and table 3. These results are almost identical to those obtained using $\kappa = 1$ but with a slight increase in the statistical errors.

### 5. Systematic errors

The main systematic error on the determination of the forward–backward charge asymmetry arises from the estimate of the averages of the weights, $\overline{W}_F$ and $\overline{W}_B$, because this relies on the validity of the Monte Carlo simulation. Systematic errors due to inadequacies of the event generator were investigated by repeating the analysis for different values of the fragmentation parameters. In the JETSET Monte Carlo, the following parameters were varied ±1 standard deviation from the OPAL optimised values [11]:

- $\Lambda_{\text{QCD}}$, a value used in running $\alpha_s$ for parton showers,
- $\sigma_\perp$, corresponding to the width in the gaussian transverse momentum distributions for primary hadrons,
- $Q_0$, invariant mass cutoff parameter of parton showers,
- $a$, parameter of the Lund symmetric fragmentation function.

The simple simulation program discussed in section 3 was used for this study. The systematic errors obtained are listed in table 4 in the case of $\kappa = 1$ and $\kappa = 0$. Other fragmentation parameter in the JETSET Monte Carlo, $\gamma_s$ and $V/(V + S)$, were also examined. The parameter $\gamma_s$, the relative probability of picking up $s$ quarks from the vacuum in the fragmentation process, has been known to give a large effect on the jet charge determination. The optimised value and allowed range at LEP energies [12] were used to estimate the systematic error. The resulting uncertainty in the asymmetry was found to be ±0.0029. The parameter $V/(V + S)$ determining the vector over pseudoscalar production rate in the fragmentation, has been varied for $u$ and $d$, $s$, and $c$ and $b$ quarks independently around the JETSET defaults, taking into account theoretical limits. The resulting changes in the asymmetry are listed in table 4.

We also checked the dependence on the fragmentation function for heavy quarks by comparing the Lund symmetric function [7] and the Peterson function [13]. The Peterson fragmentation function characterises the fragmentation for heavy quarks, $c$ and $b$, with $e_c$ and $e_b = (m_c^2/m_b^2)e_c$. For the systematic error estimation, $e_c$ was varied from 0.04 to 0.10 [14]. We obtain an error of 0.0009.

In order to further investigate the effects of the modeling of the fragmentation process, we compared the results obtained using a sample of 96,721 events generated by the HERWIG Monte Carlo package [15] to calculate the average weights. In this case, the difference in the measured asymmetry was found to be negligible.

All the errors related to the event generator are summarised in table 4 and the total systematic error arising from the event generator was estimated to be $\sigma_A = 0.0036$.

As can be seen in fig 1, there are discrepancies between the $z$, $d$ distributions for data and Monte Carlo. The simplest way to adjust the JETSET fragmentation parameters to take into account these distributions, in addition to the previous constraints, is a change in the parameter $\sigma_\perp$ by approximately $2\sigma$. Such a change can also account for the difference between data and Monte Carlo observed in fig 4b. The shift in the measured asymmetry resulting from this change of
Table 4
Systematic errors on the measured asymmetry from fragmentation modelling

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Nominal value</th>
<th>Range</th>
<th>$\sigma_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{QCD}$</td>
<td>0.29</td>
<td>0.28 - 0.31</td>
<td>$\kappa = 1$</td>
</tr>
<tr>
<td>$Q_0$</td>
<td>1.0</td>
<td>0.7 - 1.8</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\sigma_q$</td>
<td>0.37</td>
<td>0.32 - 0.40</td>
<td>0.0009</td>
</tr>
<tr>
<td>$a$</td>
<td>0.18</td>
<td>0.13 - 0.30</td>
<td>0.0010</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.285</td>
<td>0.220 - 0.320</td>
<td>0.0029</td>
</tr>
<tr>
<td>$V/(V+S)_{u,d}$</td>
<td>0.50</td>
<td>0.30 - 0.75</td>
<td>0.0007</td>
</tr>
<tr>
<td>$V/(V+S)_s$</td>
<td>0.60</td>
<td>0.50 - 0.75</td>
<td>0.0003</td>
</tr>
<tr>
<td>$V/(V+S)_{c,b}$</td>
<td>0.75</td>
<td>0.65 - 0.80</td>
<td>0.0004</td>
</tr>
<tr>
<td>Peterson</td>
<td>0.06</td>
<td>0.04 - 0.10</td>
<td>0.0009</td>
</tr>
<tr>
<td>total</td>
<td></td>
<td></td>
<td>0.0036</td>
</tr>
</tbody>
</table>

$\sigma_q$ is 0.002. We add this in quadrature to the list of uncertainties discussed above.

To study effects due to imperfections in the detector simulation, the momentum resolution of the simulated tracks has been changed up to two times the difference between the resolution for $\mu$-pair events in the data and the simulation. In addition, the track finding efficiency in the simulation has been lowered by 5%. The maximal shift in the observed asymmetry is 0.001. None of these changes can account for the discrepancies in the $z_i$ distributions displayed in fig 1.

The effects of the sphericity cut were also investigated by changing the cut values. Since the sphericity cut affects the rate of events with hard photon/gluon emission, this checks whether the Monte Carlo events correctly describe these radiative effects. The observed asymmetry changed by less than 0.002 when the sphericity cut was varied in the range of 0.10 - 0.14. The sphericity cut also changes the fraction of each quark flavour in the sample and therefore modifies the asymmetry. With our cut of $S < 0.12$, the $bb$ fraction changes by only 0.002, and the effect on $A_b$ was about 0.0002. We assign a systematic error of 0.002 due to the sphericity cut.

The sphericity axis cut, $|\cos \theta_{\text{sp}}| < 0.8$, can introduce a bias in the asymmetry measurement, because the sphericity axis is not exactly in the original parton direction, although the acceptance correction partially compensates for this. To check this effect, using the Monte Carlo sample, the sphericity axis distribution after the event selection and the acceptance correction was compared with the original parton distribution. With the $|\cos \theta_{\text{sp}}| < 0.8$ cut, the sphericity axis distribution was in good agreement with that of partons. This cut may also introduce an energy dependence of the photonic corrections, since the initial state radiation modifies the angular distribution. It was estimated by the ZFITTER program [2], and, in the energy range measured, the effect was less than 0.001. Thus, the effect of the sphericity axis cut was estimated to be 0.001.

The cross-talk between the neighbouring bins in $|\cos \theta_{\text{sp}}|$ was found to be small because the bin size of at least 15° was large compared to the mismatch in $\cos \theta_{\text{sp}}$ between the parton direction and the sphericity axis. However, the cross-talk between the two bins at $\cos \theta_{\text{sp}} = 0$ makes the determination of forward/backward jets slightly ambiguous. It is reflected in the errors of the average weights in those $\cos \theta_{\text{sp}}$ bins.

The error due to the lack of higher order QED corrections (i.e., multiple photon emissions in the initial state) in the Monte Carlo generator was estimated by the ZFITTER program [2]. This should be small because the effect of the initial state radiation is small on the $Z^0$ peak, and also because the energy dependence of the asymmetry is rather weak. The contribution to the asymmetry was found to be much less than 0.001.

The weight function method is more sensitive to semi-leptonic decays of heavy quarks than to their hadronic decay modes. Therefore, the semi-leptonic branching ratios for $b$ and $c$ quarks have been varied in opposite directions by 10%, resulting in a maximum.
Table 5
Systematic errors

<table>
<thead>
<tr>
<th>Source</th>
<th>( \sigma_h )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \kappa = 1 )</td>
</tr>
<tr>
<td>fragmentation</td>
<td>0.004</td>
</tr>
<tr>
<td>shift in ( q ) to adjust ( z_t ) distributions</td>
<td>0.002</td>
</tr>
<tr>
<td>detector effects</td>
<td>0.001</td>
</tr>
<tr>
<td>sphericity cut</td>
<td>0.002</td>
</tr>
<tr>
<td>(</td>
<td>\cos \theta_{sph}</td>
</tr>
<tr>
<td>initial state radiation</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>b, c semi-leptonic decay branching ratio</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Monte Carlo statistics</td>
<td>0.003</td>
</tr>
<tr>
<td>total</td>
<td>0.006</td>
</tr>
</tbody>
</table>

...shift in the asymmetry of 0.0005...

Due to the limited number of available Monte Carlo events with full detector simulation, the average weights fluctuate according to eq (5). The resulting error on the asymmetry was estimated to be 0.003 from 430,127 Monte Carlo events. For \( \kappa = 0 \), the error arising from the statistics of the number of Monte Carlo events was estimated to be 0.004. This error increases because of the lower sensitivity of the weight function to the parton charge for \( \kappa = 0 \).

All the systematic errors were added in quadrature, and the total systematic error of the asymmetry was estimated to be 0.006 (table 5).

6. Charge asymmetry of the parton level and determination of the effective weak mixing angle

Our final measured value for the charge asymmetry in hadronic \( Z^0 \) decays for the entire 1990 and 1991 OPAL data sample ((\( \sqrt{s} \)) = 91.3 GeV) is

\[
A_h = 0.040 \pm 0.004 \text{ (stat.)} + 0.006 \text{ (syst.)}
\]

\[
\pm 0.002 (B^0\overline{B}^0 \text{ mix})
\]

including the effect of \( B^0\overline{B}^0 \) mixing. If this asymmetry is compared with the theoretical prediction by the ZFITTER program [2], which includes photonic corrections of complete \( O(\alpha) \), leading \( O(\alpha^2) \) and soft photon exponentiation, it may be interpreted in terms of \( \sin^2 \theta_w \).

Fig 6 (a) The charge asymmetry corrected for the effect of \( B^0\overline{B}^0 \) mixing as a function of the centre of mass energy (closed circles). The open circle is the asymmetry for the whole data sample. The lines are the standard model predictions with \( \sin^2 \theta_w = 0.230 \), 0.232, and 0.234. (b) Comparison with lower energy results [3]

\[
\sin^2 \theta_w = 0.2321 \pm 0.0017 \text{ (stat.)} \pm 0.0027 \text{ (syst.)}
\]

\[
\pm 0.0009 (B^0\overline{B}^0 \text{ mix})
\]

As stated in the introduction, this is the average of the individual effective weak mixing angles for the five quark flavours, each weighted by the relative content of the appropriate quark, for a value of the top quark mass which reproduces the measured hadronic asymmetry. Assuming a Higgs mass of \( m_H = 100 \) GeV, the top quark mass \( m_t \) equivalent to the effective weak mixing angle result is

\[
m_t = 163^{+30}_{-27} \text{ (stat.)} + 67^{+21}_{-27} \text{ (B^0\overline{B}^0 \text{ mix})} \text{ GeV},
\]

where the uncertainties correspond to those on \( \sin^2 \theta_w \).

The dependence on the mass of the Higgs was checked by varying the Higgs mass from 50 GeV to 1000 GeV, and retuning the top mass to reproduce...
the measured asymmetry. The effect on the average weak mixing angle was found to be negligibly small ($< 0.0001$). It should be noted that the effective weak mixing angles for the individual quark flavours are well within the quoted errors of the average effective weak mixing angle.

In the context of the standard model, this result agrees well with the value of $m_t = 163^{+75}_{-67}$ GeV [1], obtained from the OPAL measurement of the $Z^0$ line shape and lepton pair forward–backward asymmetry.

A comparison of these results with the standard model prediction is shown in fig 6.

7. Conclusion

We have measured the average quark forward–backward charge asymmetry using 448 942 hadronic $Z^0$ decays collected with the OPAL detector at LEP. We have used a weight function method and used the distributions of the longitudinal momenta for the leading charged particles to determine jet charge on a statistical basis.

The observed charge asymmetry was obtained as $0.040 \pm 0.004$ (stat) $\pm 0.006$ (syst) $\pm 0.002$ (B$^0$B$^0$ mix), for the whole data sample where this result includes the correction for B$^0$B$^0$ mixing. In the framework of the standard model, the observed charge asymmetry corresponds to an effective weak mixing angle of $\sin^2 \theta_W = 0.2321 \pm 0.0017$ (stat) $\pm 0.0027$ (syst) $\pm 0.0009$ (B$^0$B$^0$mix). Assuming a Higgs mass of $m_H = 100$ GeV, the top mass corresponding to this effective weak mixing angle was determined to be $m_t = 163^{+50}_{-71}$ (stat) $^{+57}_{-21}$ (syst) $^{+21}_{-21}$ (B$^0$B$^0$mix) GeV. This agrees well with the value obtained from the $Z^0$ line shape and lepton pair forward–backward asymmetry.
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