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ABSTRACT

This paper presents the performance evaluation of i-vector and PLDA based speaker recognition system which incorporate quality measures function (QMF) in linear calibration. Evaluated on the recent NIST SRE’12 corpus, the linear calibration with QMF as the additional term shows a positive gain in the system performance compared to the conventional linear calibration with only two terms. Based on the equal error rate values measured from our I4U evaluation trial set, the QMF calibration approach shows 10–37% relative improvement compared to the conventional linear calibration. It is shown that by adding 1–2 extra parameters in the linear calibration through QMF approach, there is a potential to improve the calibration and discrimination performances of a speaker recognition system.

Index Terms— Calibration, duration, quality measures, QMF, speaker recognition.

1. INTRODUCTION

In a specific field such as forensic speaker identification [1], calibration is very important in order to make the scores produced by an automatic speaker recognition system more reliable. By presenting calibrated scores in the likelihood ratio form, results can be used as legal evidence in court [2]. In the more general field of speaker recognition, the significance of calibration is becoming more recognized by the community. Especially in the 2012 edition of the speaker recognition evaluation (SRE) from the National Institute of Standard and Technology (NIST), calibration is an interesting topic to be discussed amongst the researchers in the field [3]. This is because of the requirement by NIST to participants to express their system output in the log-likelihood-ratio form.

The NIST SRE’12 provides plenty of challenges to its participants. In terms of quality measures of speech samples, there are two problems addressed in this year evaluation, duration variation (20–160 s) and noisy speech conditions. This year’s evaluation also includes new performance measure called primary cost that is defined as the average of Bayes error rates from two detection cost functions. To address some of the interesting problems offered by the SRE’12 evaluation, this paper presents the performance analysis from calibration that is based on the duration quality measures function (QMF) approach.

The duration QMF for calibration in speaker recognition system is proposed in [4]. In this approach, we add the QMF as an extra term in the linear calibration. Evaluated on the NIST SRE’08 and SRE’10 corpora with truncations to shorter duration, it has been observed that QMF calibration is robust in the conditions where speech duration varied. In this paper, motivated by the challenging NIST SRE’12 protocol, we use the QMF approach as a simple yet robust technique to deal with the duration variability effect on the discrimination and calibration performance of speaker recognition system.

This paper presents the speaker recognition system and corpora descriptions in Section 2 and Section 3, respectively. Calibration methods are detailed in Section 4 and performance measures are listed in Section 5. Experiment results are discussed in Section 6. This paper is concluded in Section 7.

2. SPEAKER RECOGNITION SYSTEM

System configuration of speaker recognition in this paper is fairly similar with the configuration in the latest papers of the authors [4,5]. The system is based on i-vector [6] framework and probabilistic linear discriminant analysis (PLDA) modeling [7,8]. The main difference is that there is an inclusion of speech enhancement algorithm with a dynamic noise suppression rule [9] in the system used for this paper. For this noise suppression purpose, we did noise estimation through improved minima controlled recursive averaging (IMCRA) [10], and Wiener filter is applied on the amplitude spectrum as a soft mask.

Spectral features used in this system is 60 dimensional MFCCs which consist of 19 base MFCCs and log energy, augmented with deltas and double deltas. The features are extracted every 10 ms using 30 ms window. To enhance the features quality, a feature-warping was applied [11]. A speech activity detection (SAD) is implemented to extract the active speech frames from the features [12]. Gender-dependent with 2048 components UBM (universal background model) was trained using NIST SRE 2004–2006, Switchboard Cellular phase 1 and 2, and Fisher English corpora. The i-vectors were trained using a low dimensional (400 dimensions) matrix that defines both the speaker and channel subspaces. Linear discriminant analysis (LDA) projection was applied in order to reduce the i-vectors dimension to 200. Prior to PLDA modeling, the i-vectors were processed by i-vector centering, within-class covariance normalization (WCCN) and length-normalization.

3. CORPORA

The speaker recognition system calibration performance is evaluated using NIST SRE’12 corpus. There are three different datasets used in the experiments. The first two is the Dev-I4U (development) and Eval-I4U (evaluation) sets from I4U¹ trials list [13]. The third dataset used in the experiments is the evaluation set from NIST SRE’12 trials list which refers to Eval-SRE’12 set in this paper. For this NIST SRE 2012 evaluation, we made three sub-selections of the core-test core-training condition for different noise levels, based on the 5 common conditions (cc’s) defined in the evaluation plan, using

¹I4U is a joint effort from 9 research Institutes and Universities across 4 continents in joining the NIST SRE’12 evaluation. The lists are available via http://lands.let.ru.nl/~saeidi/I4U.tgz
version 1 of the trial key. The first level, “noise”, consisted of all telephone and microphone speech, without noise addition, that were not recorded in a noisy environment (the intersection of cc1 and cc2 with trials from cc5 removed). For the two noisy conditions, “15 dB” and “6 dB,” we selected trials from cc3 and cc4 with added noise of types “babble” and “HVAC” at 15 dB and 6 dB, respectively.

We divided each dataset into 3 different subsets based on the noise conditions in the test segments of the trials listed as clean (no-alteration), 15 dB and 6 dB noise-levels subsets. The number of trials for target and non-target scores are presented in Table 1. Partitioning the results with respect to SNR is intended for analysis of the calibration sensitivity with duration function to SNR-levels in test segments. In the training of calibration parameters, the scores were pooled without noting the SNR-levels. Only the unknown non-target trials are included in the experiments, and we focus our experiments on female speakers. By looking at the durations of utterances in the NIST SRE’12 database (a histogram is provided in Figure 2), we see there is a high variability in duration, therefore performing consistent calibration is a very challenging task.

4. CALIBRATION

All calibrations performed for the experiments in this paper are based on the linear transformation of scores into calibrated log likelihood ratio scores. There are two calibration approaches used. The first approach is conventional linear calibration with two parameters, and the second approach is linear calibration that applies quality measures function (QMF) as an extra term in calibration.

4.1. Linear calibration

In the linear calibration, we transform a set of raw scores $s$ which produced from the speaker recognition system to a set of calibrated scores $\ell$ using a linear transformation

$$\ell = w_0 + w_1 s,$$

where $w_0$ is the offset/gain parameter and $w_1$ is the scaling parameter of calibration. In this paper, this two parameterized linear calibration is referred to as conventional calibration approach.

In the experiment, calibration parameters are trained in a set of scores, and then applied to another set of scores to be evaluated. In this paper, the calibration parameters are trained in the Dev-I4U set (including all noise condition subsets) and applied to all sets which are Dev-I4U, Eval-I4U and Eval-SRE’12. The parameters for both conventional and QMF calibration approaches were trained via logistic regression [14] using FoCał toolkit.

4.2. Quality Measure Function

Quality measures function or QMF calibration is proposed by the authors in [4] and it was analyzed for the SRE’08 and SRE’10 corpora. This calibration approach basically is a linear calibration technique with several extra parameters in the linear transformation. It also includes the quality measures of speech utterance in the calibration, in this case, the duration of active speech. The QMF calibration approach is applied via linear scores transformation that can be formulated as:

$$\ell = w_0 + w_1 s + Q(d_m, d_t, w_2, \ldots)$$

with $Q(d_m, d_t, w_2, \ldots)$ as the function that defines quality measures we use for calibration, and $d_m$ and $d_t$ as the duration of active speech (after SAD) in the model and test segments, respectively. There were multi-sessions enrollment in the NIST SRE’12, thus we use sum of the duration of utterances in model segments as $d_m$.

There are four QMFs proposed in [4] and all of this QMFs are analyzed in this paper as well. The four QMFs are presented in Table 2. All QMFs are modeled from the behavior of the calibration parameters of linear score transformation (scaling parameters) in various duration conditions of the model and test segments. Figure 1 depicts the behavior of the scaling parameters across duration of model and test segments. The first two QMFs, $Q_1$ and $Q_2$ are formed in order to model the large deviation of the scaling parameters when there is a large difference (mismatched) between the model and test segments. The last two QMFs, $Q_3$ and $Q_4$ are modeled from the saddle-plane like of the scaling calibration parameters in calibration which is presented in Figure 1 with $d_c = 20 s$.

5. PERFORMANCE MEASURES

There are five performance measures used to characterized the speaker recognition system performance of discrimination and classification, namely equal error rate ($E_m$), primary cost from NIST SRE’12 ($C_{primary}$), cost of log likelihood ratio calibration ($C_{llr}$), minimum $C_{llr}$ ($C_{llr}^{\min}$), and the miscalibration cost ($C_{mcal}$).

5.1. Equal Error Rate

Equal error rate or $E_m$ is the error rate of a binary-classifier when the probability of the false-acceptance rate and false-rejection rate is equal at a certain point in the detection error trade-off (DET) curve. The $E_m$ was computed using sretools analysis package in R using relative operating point convex hull (ROC-CH) approach.

---

**Table 1.** Number of trials in the Dev-I4U, Eval-I4U and Eval-SRE’12 sets for female gender and “unknown” non-target trials.

<table>
<thead>
<tr>
<th>Set</th>
<th>Noise condition</th>
<th>Number of Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dev-I4U</td>
<td>Clean</td>
<td>6621</td>
</tr>
<tr>
<td></td>
<td>15 dB noisy</td>
<td>2118521</td>
</tr>
<tr>
<td></td>
<td>6 dB noisy</td>
<td>2118521</td>
</tr>
<tr>
<td>Eval-I4U</td>
<td>Clean</td>
<td>6921</td>
</tr>
<tr>
<td></td>
<td>15 dB noisy</td>
<td>2997225</td>
</tr>
<tr>
<td></td>
<td>6 dB noisy</td>
<td>2997225</td>
</tr>
<tr>
<td>Eval-SRE’12</td>
<td>15 dB noisy</td>
<td>2912</td>
</tr>
<tr>
<td></td>
<td>6 dB noisy</td>
<td>7908</td>
</tr>
</tbody>
</table>

**Table 2.** Duration quality measure functions (QMFs) proposed for calibration on various duration conditions.

<table>
<thead>
<tr>
<th>$n$</th>
<th>QMF: $Q_n(d_m, d_t, \ldots)$</th>
<th>Additional parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$Q_1 = w_2 \log \frac{d_m}{d_t}$</td>
<td>$w_2$</td>
</tr>
<tr>
<td>2</td>
<td>$Q_2 = w_2 \log^2 \frac{d_m}{d_t}$</td>
<td>$w_2$</td>
</tr>
<tr>
<td>3</td>
<td>$Q_3 = w_2 \log \frac{d_m}{d_c} \log \frac{d_t}{d_c}$</td>
<td>$w_2, d_c$</td>
</tr>
<tr>
<td>4</td>
<td>$Q_4 = w_2 \log \frac{d_m}{d_c} \log \frac{d_t}{d_c} + w_3 \left( \log^2 \frac{d_m}{d_c} + \log^2 \frac{d_t}{d_c} \right)$</td>
<td>$w_2, w_3, d_c$</td>
</tr>
</tbody>
</table>

---

2This is done for compatibility results with earlier SRE protocols. [3]

3Software is available at https://sites.google.com/site/nikobrummer/focal

4Software is available at https://sites.google.com/site/sretools/
5.2. Primary cost for the NIST SRE’12

For this year’s speaker recognition evaluation, NIST announced new detection cost function or $C_{det}$, that is referred to $C_{primary}$. Unlike the previous evaluations, the SRE’12 cost function is a combination of two costs, the cost of NIST SRE’10 ($P_{tar} = 1/1000$) and another cost with greater prior than SRE’10 ($P_{tar} = 1/100$). Each of these $C_{det}$ is computed using

$$C_{det} = C_{miss} \times P_{tar} \times P_{miss|tar}$$
$$+ C_{FA} \times (1 - P_{tar}) \times (P_{FA|non,known} \cdot P_{known})$$
$$+ P_{FA|non,unknown} \cdot (1 - P_{known})$$

with $C_{miss} = C_{FA} = 1$. Because in the experiments, we used only unknown non-target trials\(^5\). Equation (3) becomes

$$C_{det} = C_{miss} \times P_{tar} \times P_{miss|tar} + C_{FA} \times (1 - P_{tar}) \times P_{FA|non} \cdot (1 - P_{known})$$

The $C_{det}$ values are computed using BOSARIS\(^a\) toolkit via Bayes error rate computation.

5.3. Cost of Log Likelihood Ratio Calibration ($C_{llr}$)

As the calibration performance measures, we use cost of likelihood ratio calibration or $C_{llr}$ [15]. The metric $C_{llr}$ can be empirically computed by

$$C_{llr} = \frac{1}{N_{tar}} \sum_{i \in \text{tar}} \log_2(1 + e^{-\ell_i}) + \frac{1}{N_{non}} \sum_{j \in \text{non}} \log_2(1 + e^{\ell_j})$$

with $\ell_i$ and $\ell_j$ as the calibrated log likelihood ratio scores for the target and non-target trials, respectively. Besides $C_{llr}$, we also use two other measures for calibration namely $C_{min}^{llr}$ or the minimum value of $C_{llr}$ and $C_{min}^{nc}$ or mis-calibration cost which is defined as the difference between $C_{llr}$ and $C_{min}^{llr}$. The metric $C_{min}^{llr}$ was computed using isotonic regression through pool adjacent violators (PAV) algorithm [16].

6. RESULTS

Results of the calibration experiments conducted in this paper are presented in Table 3. Generally in all evaluated datasets, the system tends to perform slightly better in 15 dB noise condition or 6 dB noise condition (in $C_{inc}$ measure). This is because each of the original NIST segments which are included in the I4U lists has two noise variants included in the training of PLDA and enrollment data. The system is biased to perform better in the slightly noisy conditions compared to the unaltered (clean) condition.

The details of results analysis in Table 3 are divided into two parts: the Dev- and Eval-I4U sets, and Eval-SRE’12 set. Those analysis are discussed in the following.

6.1. Results on I4U Trials List

In this subsection, we present the analysis of calibration experiment results on the Dev-I4U and Eval-I4U sets. In the Dev-I4U set results, one can observe from Table 3 that all QMF calibrations give lower values across all performance measures than the linear calibration on all noise subsets. This is expected because when we applied the calibration parameters trained on the Dev-I4U set to the Dev-I4U set itself (self-calibration).

In the Eval-I4U set results, the QMF calibrations perform well across all performance measures when we compared it to the linear calibration results. Table 3 shows that all the QMF calibrations outperform the linear calibration in terms of $C_{llr}$ and $E_{llr}$ performance measures. Based on these two performance metrics, $Q_1$ appears to be the best QMF that provides the best discrimination performance compared to the linear calibration and all other QMF calibrations.

The $Q_1$ calibration results in absolute reduction of 0.28 %, 0.47 %, and 0.82 % in the $E_{llr}$ compared to the conventional linear calibration on the clean, 15 dB and 6 dB conditions, respectively. This equals to 10–37 % relative improvement in performance.

In the mis-calibration cost or $C_{inc}$ metric, the QMFs calibration only perform better than the linear calibration in the clean condition. Even though the $C_{inc}$ values for the 15 dB and 6 dB noise conditions for the QMF calibrations are not lower than the linear calibration, still the $C_{llr}$ and $C_{min}$ values of QMF calibrations are already better than the conventional linear calibration. Using the $C_{llr}$ and $C_{primary}$ measures, the QMF calibrations perform better than the linear calibration in general, with the $Q_1$ and $Q_2$ performances slightly surpass the $Q_2$ and $Q_4$ calibrations. Evaluated on the Eval-I4U set, the QMF calibrations offer better performance than the conventional linear calibration based on the observations from all five performance measures.

Comparing all four QMFs for calibration, Table 3 shows that the $Q_4$ performs the best when calibrations applied in the Dev-I4U set while $Q_1$ performs the best in the Eval-I4U set. This results indicate that the more complex $Q_4$ function that model the saddle-plane of calibration parameters distribution does not necessary generalize better than the more simple function such as $Q_1$. The $Q_4$ training has clearly over-fitted to the calibration development set (Dev-I4U).

On the other hand, the simple $Q_1$ function can be easily and effectively implemented in the cross-calibration\(^7\). Regardless of which QMF is the best for calibration, all QMF calibrations indicate better performances in terms of discrimination and calibration when it is compared to the case where duration information are dismissed.

6.2. NIST SRE’12 Evaluation Results

The experimental results on the evaluation set from NIST SRE’12 (Eval-SRE’12) are slightly different from results on the Dev-I4U and Eval-I4U sets. As presented in Table 3, the QMF calibrations only surpass the linear calibration performance in the 6 dB noise condition subset. In other noise subsets, applying QMF calibrations does

\(^5\)This corresponds to $P_{known} = 0$ for our experiments.

\(^a\)Software is available at https://sites.google.com/site/bosaristoolkit/

\(^7\)Applying the calibration parameters which were trained on one set to another set, in this case, from the Dev-I4U set do the Eval-I4U set.
Table 3. System performance in terms of $C_{llr}$, $C_{llr}^{\min}$, $C_{mc}$, $E_{w}$ and $C_{primary}$ on the Dev-I4U, Eval-I4U and Eval-SRE’12 sets.

<table>
<thead>
<tr>
<th>Set</th>
<th>Noise cond.</th>
<th>Cost of log-likelihood ratio calibration ($C_{llr}$)</th>
<th>Minimum value of $C_{llr}$ ($C_{llr}^{\min}$)</th>
<th>Mis-calibration cost ($C_{mc}$)</th>
<th>Equal error rate ($E_{w}$) in %</th>
<th>Primary cost for NIST SRE’12 ($C_{primary}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N.A.*</td>
<td>O** Q1 Q2 Q3 Q4</td>
<td>Clean 0.134 0.134 0.130 0.129 0.130 0.129</td>
<td>Clean 4.239 0.061 0.054 0.054 0.062 0.050</td>
<td>Clean 3.43 3.43 3.34 3.33 3.33 3.33</td>
<td>Clean 0.219 0.219 0.173 0.177 0.205 0.171</td>
</tr>
<tr>
<td>Dev</td>
<td>15 dB</td>
<td></td>
<td>Clean 0.106 0.102 0.102 0.096 0.092 0.087</td>
<td>Clean 2.85 2.85 2.85 2.85 2.85 2.85</td>
<td>Clean 2.78 2.78 2.78 2.78 2.78 2.78</td>
<td>Clean 0.174 0.174 0.174 0.174 0.174 0.174</td>
</tr>
<tr>
<td></td>
<td>6 dB</td>
<td></td>
<td>Clean 0.052 0.052 0.052 0.048 0.044 0.040</td>
<td>Clean 5.08 5.08 5.08 5.08 5.08 5.08</td>
<td>Clean 5.08 5.08 5.08 5.08 5.08 5.08</td>
<td>Clean 0.086 0.086 0.086 0.086 0.086 0.086</td>
</tr>
<tr>
<td>Eval</td>
<td>15 dB</td>
<td></td>
<td>Clean 0.086 0.086 0.086 0.080 0.075 0.070</td>
<td>Clean 8.31 0.179 0.212 0.232 0.210 0.194</td>
<td>Clean 4.22 4.22 4.22 4.22 4.22 4.22</td>
<td>Clean 0.163 0.163 0.163 0.163 0.163 0.163</td>
</tr>
<tr>
<td></td>
<td>6 dB</td>
<td></td>
<td>Clean 0.119 0.119 0.119 0.119 0.119 0.119</td>
<td>Clean 10.93 0.031 0.137 0.335 0.118 0.262</td>
<td>Clean 10.93 0.031 0.137 0.335 0.118 0.262</td>
<td>Clean 0.163 0.163 0.163 0.163 0.163 0.163</td>
</tr>
<tr>
<td>Eval</td>
<td>15 dB</td>
<td></td>
<td>Clean 0.052 0.052 0.052 0.048 0.044 0.040</td>
<td>Clean 8.31 0.179 0.212 0.232 0.210 0.194</td>
<td>Clean 4.22 4.22 4.22 4.22 4.22 4.22</td>
<td>Clean 0.163 0.163 0.163 0.163 0.163 0.163</td>
</tr>
<tr>
<td>SRE’12</td>
<td>15 dB</td>
<td></td>
<td>Clean 0.086 0.086 0.086 0.080 0.075 0.070</td>
<td>Clean 8.31 0.179 0.212 0.232 0.210 0.194</td>
<td>Clean 4.22 4.22 4.22 4.22 4.22 4.22</td>
<td>Clean 0.163 0.163 0.163 0.163 0.163 0.163</td>
</tr>
<tr>
<td></td>
<td>6 dB</td>
<td></td>
<td>Clean 0.119 0.119 0.119 0.119 0.119 0.119</td>
<td>Clean 10.93 0.031 0.137 0.335 0.118 0.262</td>
<td>Clean 10.93 0.031 0.137 0.335 0.118 0.262</td>
<td>Clean 0.163 0.163 0.163 0.163 0.163 0.163</td>
</tr>
</tbody>
</table>

* N.A.: Not applicable or no-calibration performed
** O: Conventional linear calibration using $w_0$ and $w_1$

7. CONCLUSION

Using our development set Dev-I4U to calibrate both the development (self-calibration) and our evaluation set Eval-I4U, the QMF calibration approaches provide a significant performance improvement in both discrimination and calibration. This is observed in all performance metrics used to measure the performance. By adding one or two extra parameters in calibration via the QMF approaches, the system performance based on $E_{w}$ improves by 37 % relative to linear calibration without QMF. However, from the calibration results on the Eval-SRE’12 set using $P_{known} = 0$, this does not hold.

We surmised that in applying a QMF, it is important that the development set matches the evaluation set in terms of duration range and distribution, so that it can give a positive improvement in the system performance. From the problem revealed by the different duration conditions in the Eval-SRE’12 set from the Dev-I4U set for training calibration, our future works include the truncation utterances from the development set or simulate the duration effect such that it can be used to better model the duration distribution in the SRE’12 evaluation set.
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