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Abstract

This paper presents the application of a variety of techniques to study jet substructure. The performance of various modified jet algorithms, or jet \emph{grooming} techniques, for several jet types and event topologies is investigated for jets with transverse momentum larger than 300 GeV. Properties of jets subjected to the mass-drop filtering, trimming, and pruning algorithms are found to have a reduced sensitivity to multiple proton–proton interactions, are more stable at high luminosity and improve the physics potential of searches for heavy boosted objects. Studies of the expected discrimination power of jet mass and jet substructure observables in searches for new physics are also presented. Event samples enriched in boosted $W$ and $Z$ bosons and top-quark pairs are used to study both the individual jet invariant mass scales and the efficacy of algorithms to tag boosted hadronic objects. The analyses presented use the full 2011 ATLAS dataset, corresponding to an integrated luminosity of $4.7 \pm 0.1$ fb$^{-1}$ from proton–proton collisions produced by the Large Hadron Collider at a centre-of-mass energy of $\sqrt{s} = 7$ TeV.
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ABSTRACT: This paper presents the application of a variety of techniques to study jet substructure. The performance of various modified jet algorithms, or jet grooming techniques, for several jet types and event topologies is investigated for jets with transverse momentum larger than 300 GeV. Properties of jets subjected to the mass-drop filtering, trimming, and pruning algorithms are found to have a reduced sensitivity to multiple proton–proton interactions, are more stable at high luminosity and improve the physics potential of searches for heavy boosted objects. Studies of the expected discrimination power of jet mass and jet substructure observables in searches for new physics are also presented. Event samples enriched in boosted W and Z bosons and top-quark pairs are used to study both the individual jet invariant mass scales and the efficacy of algorithms to tag boosted hadronic objects. The analyses presented use the full 2011 ATLAS dataset, corresponding to an integrated luminosity of 4.7 ± 0.1 fb⁻¹ from proton–proton collisions produced by the Large Hadron Collider at a centre-of-mass energy of √s = 7 TeV.
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1 Introduction

The dominant feature of high-energy proton–proton (pp) collisions at the Large Hadron Collider (LHC) is the production of highly collimated sprays of energetic hadrons, called jets, that originate from the quarks and gluons in the primary collisions. The large centre-of-mass energy at the LHC enables the production of Lorentz-boosted heavy particles, whose decay products can be reconstructed as one large-area jet. The study of the internal structure of jets goes beyond the four-momentum description of a single parton and yields new approaches for testing Quantum Chromodynamics (QCD) and for searching for new physics in hadronic final states. However, many of the new tools developed for the study of jet substructure at the LHC have only recently been validated with data in a hadron–hadron collider environment. For example, the effect of multiple pp interactions on large-area jet measurements has not been extensively studied experimentally.

This paper presents a comprehensive set of studies designed to establish the efficacy, accuracy, and precision of several of the tools available for determining and analysing the internal structure of jets at the LHC. New jet algorithms and strategies, referred to as jet grooming, that refine the definition of a jet in a high-luminosity environment, are studied using data taken at a centre-of-mass energy of \( \sqrt{s} = 7 \) TeV during 2011. A variety of techniques and tagging algorithms intended to improve the mass resolution in the reconstruction of boosted objects that decay hadronically are studied in the data both in inclusive jet samples and in samples enriched in events containing boosted W/Z bosons and top quarks. Evaluations of the systematic uncertainties for jet mass measurements are presented for a variety of jet algorithms. Comparisons of the discrimination between signal and background provided by various observables are also evaluated for a selection of models of new physics containing boosted hadronic particle decays.

The organization of the paper is as follows. In this section, motivation for the use of new jet reconstruction techniques for Lorentz-boosted particles is given and the jet algorithms and jet substructure variables that are used in the analyses presented here are defined. Section 2 provides descriptions of the ATLAS detector and the Monte Carlo simulations, and section 3 defines the jet reconstruction and calibration procedures that are used throughout. The latter section includes a discussion of the jet mass scale and the subjet energy scale, which are important ingredients in the jet grooming algorithms. Section 4 describes studies of the effect of jet grooming on jet properties in the presence of pile-up, which represents a major experimental challenge at the present and future LHC machine.

Studies of the performance of the various jet algorithms are conducted with three classes of event samples in both data and Monte Carlo simulation in section 5: inclusive jet events, which are dominated by light-quark or gluon jets whose properties are defined primarily by soft gluon emission; boosted hadronically decaying W and Z bosons, which form jets that are dominated by two high-\( p_T \) components; and top-quark decays, where the W boson decays hadronically, which form jets that have three prominent components (due to the b-quark in addition to the W). In section 5.1, the effect on jet resolution of the various jet grooming algorithms is compared in simulated events separately for signal
(W, Z, and top jets) and background from light-quark and gluon jets. The discrimination
between background and signal is then studied using a number of grooming configurations
by comparing jet properties for the different types of events before and after grooming. This
is followed in section 5.2 by a direct comparison of multiple Monte Carlo predictions and
inclusive jet data. Lastly, section 5.3 presents jet grooming studies on boosted top-quark
events. Finally, conclusions are drawn in section 6.

1.1 Motivation

The centre-of-mass energy of the LHC has opened new kinematic regimes to experimental
study. The new phase space available for the production of Standard Model (SM) parti-
cles with significant Lorentz boosts, or even new massive particles that decay to highly
boosted SM particles, necessitates new techniques to conduct measurements in novel final
states. For example, when sufficiently boosted, the decay products of W bosons \([1]\), top
quarks \([2, 3]\), and Higgs bosons \([4]\) can become collimated to the point that standard re-
construction techniques begin to fail. When the separation of the quarks in these boosted
topologies becomes smaller than the radius parameter of the jets, they often fail to be
individually resolved by standard jet algorithms and configurations. Moreover, the high-
luminosity conditions at the LHC can further degrade even the most complex procedures
for reconstructing decays of boosted hadronic objects. Multiple \(pp\) interactions per bunch
crossing (pile-up) produce soft particles unrelated to the hard scattering that can con-
taminate jets in the detector considerably more than at previous hadron–hadron colliders.

In events where boosted particle decays are fully contained within individual large-radius
jets, a diminished mass resolution due to pile-up may dramatically weaken sensitivity to
new physics processes. It is crucial that the above issues be addressed together, as the
efficacy of a given technique for boosted object reconstruction may depend critically on its
vulnerability to experimental conditions.

One example of a new physics process that may produce heavy objects with a sig-
nificant Lorentz boost is the decay of a new heavy gauge boson, the \(Z’\), to top-quark
pairs. Figure 1 shows the angular separation between the W and b decay products of a top
quark in simulated \(Z’ \rightarrow t\bar{t} (m_{Z’} = 1.6 \text{ TeV})\) events, as well as the separation between the
light quarks of the subsequent hadronic decay of the W boson. In each case, the angular
separation of the decay products is approximately

\[
\Delta R \approx \frac{2m}{p_T},
\]

where \(\Delta R = \sqrt{(\Delta y)^2 + (\Delta \phi)^2}\), and \(p_T\) and \(m\) are the transverse momentum and the mass,
respectively, of the decaying particle.\(^1\) For \(p_T^W > 200 \text{ GeV}\), the ability to resolve the

\(^1\)The ATLAS coordinate system is a right-handed system with the x-axis pointing to the centre of
the LHC ring and the y-axis pointing upwards. The polar angle \(\theta\) is measured with respect to the LHC
beam-line. The azimuthal angle \(\phi\) is measured with respect to the x-axis. The rapidity is defined as
\(y = 0.5 \times \ln[(E + p_z)/(E – p_z)]\), where \(E\) denotes the energy and \(p_z\) is the component of the momentum
along the beam direction. The pseudorapidity \(\eta\) is an approximation for rapidity \(y\) in the high-energy limit,
and it is related to the polar angle \(\theta\) by \(\eta = -\ln \tan(\theta/2)\). Transverse momentum and energy are defined
as \(p_T = p \times \sin \theta\) and \(E_T = E \times \sin \theta\), respectively.
Figure 1. (a) The angular separation between the $W$ boson and $b$-quark in top decays, $t \rightarrow Wb$, as a function of the top-quark transverse momentum ($p_T^t$) in simulated PYTHIA [5] $Z' \rightarrow t\bar{t}$ ($m_{Z'} = 1.6$ TeV) events. (b) The angular distance between the light quark and anti-quark from $t \rightarrow Wb$ decays as a function of the $p_T$ of the $W$ boson ($p_T^W$). Both distributions are at the generator level and do not include effects due to initial and final-state radiation, or the underlying event.

individual hadronic decay products using standard narrow-radius jet algorithms begins to degrade, and when $p_T^t$ is greater than 300 GeV, the decay products of the top quark tend to have a separation $\Delta R < 1.0$. Techniques designed to recover sensitivity in such cases focus on large-$R$ jets in order to maximize efficiency. In this paper, large-$R$ refers to jets with a radius parameter $R \geq 1.0$. At $\sqrt{s} = 7$ TeV, nearly one thousand SM $t\bar{t}$ events per $fb^{-1}$ are expected with $p_T^W$ greater than 300 GeV. New physics may appear in this region of phase space, the study of which was limited by integrated luminosity and available energy at previous colliders.

A single jet that contains all of the decay products of a massive particle has significantly different properties than a jet of the same $p_T$ originating from a light quark. The characteristic two-body or three-body decays of a high $p_T$ vector boson or top quark result in a hard substructure that is absent from typical high $p_T$ jets formed from gluons and light quarks. These subtle differences in substructure can be resolved more clearly by removing soft QCD radiation from jets. Such adaptive modification of the jet algorithm or selective removal of soft radiation during the process of iterative recombination in jet reconstruction is generally referred to as jet grooming [4, 6, 7].

Recently many jet grooming algorithms have been designed to remove contributions to a given jet that are irrelevant or detrimental to resolving the hard decay products from a boosted object (for recent reviews and comparisons of these techniques, see for example refs. [8, 9]). The structural differences between jets formed from gluons or light quarks and individual jets originating from the decay of a boosted hadronic particle form the basis for these tools. The former are characterized primarily by a single dense core of energy
surrounded by soft radiation from the parton shower, hadronization, and underlying event (UE) remnants [10–12]. Jets containing the decay products of single massive particles, on the other hand, can be distinguished by hard, wide-angle components representative of the individual decay products that result in a large reconstructed jet mass mass, as well as typical kinematic relationships among the hard components of the jet [1, 2, 4, 13–18]. Grooming algorithms are designed to retain the characteristic substructure within such a jet while reducing the impact of the fluctuations of the parton shower and the UE, thereby improving the mass resolution and mitigating the influence of pile-up. These features have only recently begun to be studied experimentally [19–25] and have been exploited heavily in recent studies of the phenomenological implications of such tools in searches for new physics [4, 26–36]. A groomed jet can also be a powerful tool to discriminate between the often dominant multi-jet background and the heavy-particle decay, which increases signal sensitivity. Figure 2 demonstrates this by comparing the invariant mass distribution of single jets in events containing highly boosted hadronically decaying Z bosons before and after the application of a grooming procedure referred to as mass-drop filtering. In this simulated $Z \rightarrow q\bar{q}$ sample described in section 2.2, pile-up events are also included. Prior to the application of this procedure, no distinct features are present in the jet mass distribution, whereas afterwards, a clear mass peak that corresponds to the Z boson is evident.
1.2 Definitions

1.2.1 Jet algorithms

In this paper, three jet algorithms are studied: the anti-$k_t$ algorithm [37], the Cambridge–Aachen (C/A) algorithm [38, 39], and the $k_t$ algorithm [40–42]. These are implemented within the framework of the FastJet software [43, 44]. They represent the most widely used infrared and collinear-safe jet algorithms available for hadron–hadron collider physics today. Furthermore, in the case of the $k_t$ and C/A algorithms, the clustering history of the algorithm – that is, the ordering and structure of the pair-wise subjet recombinations made during jet reconstruction – provides spatial and kinematic information about the substructure of that jet. The anti-$k_t$ algorithm provides jets that are defined primarily by the highest-$p_T$ constituent, yielding stable, circular jets. The compromise is that the structure of the jet as defined by the successive recombinations carried out by the anti-$k_t$ algorithm carries little or no information about the $p_T$ ordering of the shower or wide angular-scale structure. It is, however, possible to exploit the stability of the anti-$k_t$ algorithm and recover meaningful information about the jet substructure: anti-$k_t$ jets are selected for analysis based on their kinematics ($\eta$ and $p_T$), and then the jet constituents are reclustered with the $k_t$ algorithm to enable use of the $k_t$-ordered splitting scales described in section 1.2.2. The four-momentum recombination scheme is used in all cases and the jet finding is performed in rapidity–azimuthal angle ($y$–$\phi$) coordinates. Jet selections and corrections are made in pseudorapidity–azimuthal angle ($\eta$–$\phi$) coordinates.

1.2.2 Jet properties and substructure observables

Three observables are used throughout these studies to characterize jet substructure and distinguish massive boosted objects from gluons or light quarks: mass, $k_t$ splitting scales, and $N$-subjettiness.

Jet mass: The jet mass is defined as the mass deduced from the four-momentum sum of all jet constituents. Depending on the input to the jet algorithm (see section 3.1), the constituents may be considered as either massive or massless four-momenta.

$k_t$ splitting scales: The $k_t$ splitting scales [45] are defined by reclusterling the constituents of a jet with the $k_t$ recombination algorithm, which tends to combine the harder constituents last. At the final step of the jet recombination procedure, the $k_t$ distance measure, $d_{ij}$, for the two remaining proto-jets (intermediate jet-like objects at each stage of clustering), referred to as subjets in this case, can be used to define a splitting scale variable as:

$$\sqrt{d_{ij}} = \min(p_{T1}, p_{Tj}) \times \Delta R_{ij},$$

where $\Delta R_{ij}$ is the distance between the two subjets in $\eta$–$\phi$ space. With this definition, the subjets identified at the last step of the recombination in the $k_t$ algorithm provide the $\sqrt{d_{12}}$ observable. Similarly, $\sqrt{d_{23}}$ characterizes the splitting scale in the second-to-last step of the recombination. The parameters $\sqrt{d_{12}}$ and $\sqrt{d_{23}}$ can be used to distinguish heavy-particle
decays, which tend to be reasonably symmetric when the decay is to like-mass particles, from the largely asymmetric splittings that originate from QCD radiation in light-quark or gluon jets. The expected value for a two-body heavy-particle decay is approximately \( \sqrt{d_{12}} \approx m_{\text{particle}}/2 \), whereas jets from the parton shower of gluons and light quarks tend to have smaller values of the splitting scales and to exhibit a steeply falling spectrum for both \( \sqrt{d_{12}} \) and \( \sqrt{d_{23}} \) (see for example figure 30).

**N-subjettiness:** The \( N \)-subjettiness variables \( \tau_N \) \([13, 46]\) are observables related to the subjet multiplicity. The \( \tau_N \) variable is calculated by clustering the constituents of the jet with the \( k_t \) algorithm and requiring that exactly \( N \) subjets be found. This is done using the exclusive version of the \( k_t \) algorithm \([42]\) and is based on reconstructing clusters of particles in the jet using all of the jet constituents. These \( N \) final subjets define axes within the jet. The variables \( \tau_N \) are then defined in eq. (1.3) as the sum over all constituents \( k \) of the jet, such that

\[
\tau_N = \frac{1}{d_0} \sum_k p_T k \times \min(\delta R_{1k}, \delta R_{2k}, ..., \delta R_{Nk}) \ , \quad \text{with} \quad d_0 \equiv \sum_k p_T k \times R \quad (1.3)
\]

where \( R \) is the jet radius parameter in the jet algorithm, \( p_T k \) is the \( p_T \) of constituent \( k \) and \( \delta R_{ik} \) is the distance from subjet \( i \) to constituent \( k \). Using this definition, \( \tau_N \) describes how well jets can be described as containing \( N \) or fewer \( k_t \) subjets by assessing the degree to which constituents are aligned with the axes of these subjets for a given hypothesis \( N \). The ratios \( \tau_2/\tau_1 \) and \( \tau_3/\tau_2 \) can be used to provide discrimination between jets formed from the parton shower of initial-state gluons or light-quarks and jets formed from two hadronic decay products (from \( Z \)-bosons, for example) or three hadronic decay products from boosted top quarks. These ratios are herein referred to as \( \tau_{21} \) and \( \tau_{32} \) respectively. For example, \( \tau_{21} \approx 1 \) corresponds to a jet that is very well described by a single subjet whereas a lower value implies a jet that is much better described by two subjets than one.

### 1.2.3 Jet grooming algorithms

Three jet grooming procedures are studied in this paper. Mass-drop filtering, trimming, and pruning are described, and performance measures related to each are defined. The different configurations of the grooming algorithms described in this section are summarized in table 1. Additionally, a technique to tag boosted top quarks using the mass-drop filtering method is introduced. Unless otherwise specified, the jet \( p_T \) reported for a groomed jet is that which is calculated after the grooming algorithm is applied to the original jet.

**Mass-drop Filtering:** The mass-drop filtering procedure\(^2\) seeks to isolate concentrations of energy within a jet by identifying relatively symmetric subjets, each with a significantly smaller mass than that of the original jet. This technique was developed and optimized using C/A jets in the search for a Higgs boson decaying to two \( b \)-quarks: \( H \to bb \) \([4]\). The C/A algorithm is used because it provides an angular-ordered shower history that begins

\[^2\]In this paper, mass-drop filtering is often shortened to only filtering in figures and captions.
with the widest combinations when reversing the cluster sequence. This provides useful information regarding the presence of potentially large splittings within a jet (see section 4 and section 5). Although the mass-drop criterion and subsequent filtering procedure are not based specifically on soft-$p_T$ or wide-angle selection criteria, the algorithm does retain the hard components of the jet through the requirements placed on its internal structure. The first measurements of the jet mass of these filtered jets was performed using 35 pb$^{-1}$ of data collected in 2010 by the ATLAS experiment [20]. The mass-drop filtering procedure has two stages:

• **Mass-drop and symmetry** The last stage of the C/A clustering is undone. The jet “splits” into two subjets, $j_1$ and $j_2$, ordered such that the mass of $j_1$ is larger: $m^{j_1} > m^{j_2}$. The mass-drop criterion requires that there be a significant difference between the original jet mass ($m^{\text{jet}}$) and $m^{j_1}$ after the splitting:

$$m^{j_1}/m^{\text{jet}} < \mu_{\text{frac}},$$  

(1.4)

where $\mu_{\text{frac}}$ is a parameter of the algorithm. The splitting is also required to be relatively symmetric, which is approximated by the requirement that

$$\min[(p_T^{j_1})^2, (p_T^{j_2})^2] \times \Delta R_{j_1,j_2}^2 > y_{\text{cut}},$$  

(1.5)

where $\Delta R_{j_1,j_2}$ is a measure of the opening angle between $j_2$ and $j_1$, and $y_{\text{cut}}$ defines the energy sharing between the two subjets in the original jet. For the analyses presented here, $y_{\text{cut}}$ is set to 0.09, the optimal value for identifying two-body decays, obtained in previous studies [4]. To give a sense of the kinematic requirements that this places on a given decay, consider a hadronically decaying $W$ boson with $p_T^W \approx 200$ GeV. According to the approximation given by eq. (1.1), the average angular separation of the two daughter quarks is $\Delta R_{j_1,j_2} \sim 0.8$. The symmetry requirement determined by $y_{\text{cut}}$ in eq. (1.5) thereby implies that the transverse momentum of the softer (in $p_T$) of the two subjets is greater than approximately 30 GeV. Generally, this requirement entails a minimum $p_T$ of the softer subjet of $p_T^{\text{subj}} / p_T^{\text{jet}} > 0.15$, thus forcing both subjets to carry some significant fraction of the momentum of the original jet. This procedure is illustrated in figure 3(a). If the mass-drop and symmetry criteria are not satisfied, the jet is discarded.

• **Filtering** The constituents of $j_1$ and $j_2$ are reclustered using the C/A algorithm with radius parameter $R_{\text{filt}} = \min[0.3, \Delta R_{j_1,j_2}/2]$, where $R_{\text{filt}} < \Delta R_{j_1,j_2}$. The jet is then filtered; all constituents outside the three hardest subjets are discarded. The choice of three allows one additional radiation from a two-body decay to be captured. In isolating $j_1$ and $j_2$ with the C/A algorithm, the angular scale of any potential massive particle decay is known. By dynamically reclustering the jet at an appropriate angular scale able to resolve that structure, the sensitivity to highly collimated decays is maximized. This is illustrated in figure 3(b).
In this paper, three values of the mass-drop parameter $\mu_{\text{frac}}$ are studied, as summarized in table 1. The values chosen for $\mu_{\text{frac}}$ are based on a previous study [4] which has shown that $\mu_{\text{frac}} = 0.67$ is optimal in discriminating $H \to b\bar{b}$ from background. A subsequent study regarding the factorization properties of several groomed jet algorithms [47] found that smaller values of $\mu_{\text{frac}}$ (0.20 and 0.33) are similarly effective at reducing backgrounds, and yet they remain factorizable within the soft collinear effective theory studied in that analysis.

**Trimming:** The trimming algorithm [7] takes advantage of the fact that contamination from pile-up, multiple parton interactions (MPI) and initial-state radiation (ISR) in the reconstructed jet is often much softer than the outgoing partons associated with the hard-scatter and their final-state radiation (FSR). The ratio of the $p_T$ of the constituents to that of the jet is used as a selection criterion. Although there is some spatial overlap, removing the softer components from the final jet preferentially removes radiation from pile-up, MPI, and ISR while discarding only a small part of the hard-scatter decay products and FSR. Since the primary effect of pile-up in the detector is additional low-energy deposits
in clusters of calorimeter cells, as opposed to additional energy being added to already existing clusters produced by particles originating from the hard scattering process, this allows a relatively simple jet energy offset correction for smaller radius jets ($R = 0.4, 0.6$) as a function of the number of primary reconstructed vertices [48].

![Diagram of jet trimming procedure](image)

**Figure 4.** Diagram depicting the jet trimming procedure.

The trimming procedure uses a $k_t$ algorithm to create subjets of size $R_{sub}$ from the constituents of a jet. Any subjets with $p_{T,i}/p_{T,jet} < f_{cut}$ are removed, where $p_{T,i}$ is the transverse momentum of the $i^{th}$ subjet, and $f_{cut}$ is a parameter of the method, which is typically a few percent. The remaining constituents form the trimmed jet. This procedure is illustrated in figure 4. Low-mass jets ($m_{jet} < 100$ GeV) from a light-quark or gluon lose typically 30–50% of their mass in the trimming procedure, while jets containing the decay products of a boosted object lose less of their mass, with most of the reduction due to the removal of pile-up or UE (see, for example, figures 29 and 32). The fraction removed increases with the number of $pp$ interactions in the event.

Six configurations of trimmed jets are studied here, arising from combinations of $f_{cut}$ and $R_{sub}$, given in table 1. They are based on the optimized parameters in ref. [7] ($f_{cut} = 0.03, R_{sub} = 0.2$) and variations suggested by the authors of the algorithm. This set represents a wide range of phase space for trimming and is somewhat broader than considered in ref. [7].

**Pruning:** The pruning algorithm [6, 49] is similar to trimming in that it removes constituents with a small relative $p_T$, but it additionally applies a veto on wide-angle radiation. The pruning procedure is invoked at each successive recombination step of the jet algorithm (either C/A or $k_t$). It is based on a decision at each step of the jet reconstruction whether or not to add the constituent being considered. As such, it does not require the reconstruction of subjets. For all studies performed for this paper, the $k_t$ algorithm is used in the pruning procedure. This results in definitions of the terms *wide-angle* or *soft* that are not directly related to the original jet but rather to the proto-jets formed in the process of rebuilding the pruned jet.

The procedure is as follows:

- The C/A or $k_t$ recombination jet algorithm is run on the constituents, which were found by any jet finding algorithm.
At each recombination step of constituents $j_1$ and $j_2$ (where $p_T^{j_1} > p_T^{j_2}$), either $p_T^{j_2} / p_T^{j_1+j_2} > z_{cut}$ or $\Delta R_{j_1,j_2} < R_{cut} \times (2m^j_{jet}/p_T^{jet})$ must be satisfied. Here, $z_{cut}$ and $R_{cut}$ are parameters of the algorithm which are studied in this paper.

$j_2$ with $j_1$ are merged if one or both of the above criteria are met, otherwise, $j_2$ is discarded and the algorithm continues.

The pruning procedure is illustrated in figure 5. Six configurations, given in table 1, based on combinations of $z_{cut}$ and $R_{cut}$ are studied here. This set of parameters also represents a relatively wide range of possible configurations.

<table>
<thead>
<tr>
<th>Jet finding algorithms used</th>
<th>Grooming algorithm</th>
<th>Configurations considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>C/A</td>
<td>Mass-Drop Filtering</td>
<td>$\mu_{frac} = 0.20, 0.33, 0.67$</td>
</tr>
<tr>
<td>Anti-$k_t$ and C/A</td>
<td>Trimming</td>
<td>$f_{cut} = 0.01, 0.03, 0.05$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$R_{sub} = 0.2, 0.3$</td>
</tr>
<tr>
<td>Anti-$k_t$ and C/A</td>
<td>Pruning</td>
<td>$R_{cut} = 0.1, 0.2, 0.3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$z_{cut} = 0.05, 0.1$</td>
</tr>
<tr>
<td>C/A</td>
<td>HEPTopTagger</td>
<td>(see table 2)</td>
</tr>
</tbody>
</table>

Table 1. Summary of the grooming configurations considered in this study. Values in boldface are optimized configurations reported in ref. [4] and ref. [7] for filtering and trimming, respectively.

1.2.4 HEPTopTagger

The HEPTopTagger algorithm [26] is designed to identify a top quark with a hadronically decaying $W$ boson daughter over a large multi-jet background. The method uses the C/A jet algorithm and a variant of the mass-drop filtering technique described in section 1.2.3 in order to exploit information about the recombination history of the jet. This information
is used to search for evidence within the jet of the presence of $W$ decay products as well as an additional energy deposition – the $b$-quark – that are consistent with the $W$ and top masses and the expected angular distribution of the final-state quarks. The HEPTopTagger algorithm is optimized for top-quark transverse momentum as low as 200 GeV and therefore uses a correspondingly large jet radius parameter. The algorithm proceeds as follows and is illustrated in figure 6.

**Decomposition into substructure objects:** The mass-drop criterion defined in eq. (1.4) is applied to a large-$R$ C/A jet, where $j_1$ and $j_2$ are the two subjets from the last stage of clustering, with $m^{j_1} > m^{j_2}$. If the criterion is satisfied, the same prescription is followed to split both $j_1$ and $j_2$ further. The iterative splitting continues until the subjets either have masses $m_i$ less than a tunable parameter $m_{cut}$, or represent individual constituents, such as calorimeter energy deposits, tracks, or generator-level particles (i.e. no clustering history); see section 3.1 for definitions. This procedure results in $N_i$ subjets. If at any stage $m^{j_1} > (m^{jet} \times \mu_{frac})$, the mass-drop criterion and subsequent iterative declustering is not applied to $j_2$. The values of $m_{cut}$ and $R$ studied are summarized in table 2. $R$ values of 1.5 and 1.8, somewhat larger than used generally in mass-drop filtering, are chosen based on previous studies [26]. When the iterative process of declustering the jet is complete, there must exist at least three subjets ($N_i \geq 3$), otherwise the jet is discarded.

**Filtering:** All possible combinations of three subjets are formed, and each triplet is filtered one at a time. The constituents of the subjets in a given triplet are reclustered into $N_j$ new subjets using the C/A algorithm with a size parameter $R_{filt} = \min[0.3, \Delta R_{j_1,j_2}/2]$, where $\Delta R_{j_1,j_2}$ is the minimum separation between all possible pairs in the current triplet. It is therefore possible that $N_j > 3$ after the reclustering step. All energy deposits not in the $N_j$ subjets are discarded.

**Top mass window requirement:** If the invariant mass of the four-momentum determined by summing the constituents of the $N_j$ subjets is not in the range $140 \text{ GeV} \leq m^{jet} < 200 \text{ GeV}$, the triplet combination is ignored. If more than one triplet satisfies the criterion, only the one with mass closest to the top-quark mass, $m_t$, is used. This triplet (which consists of $N_j \geq 3$ subjets) is thus identified as the top-candidate triplet.

**Reclustering of subjets:** From the $N_j$ subjets of the top-candidate triplet, $N_{subjet}$ leading-$p_T$ subjets are chosen, where $N_{subjet}$ is a parameter satisfying $3 \leq N_{subjet} \leq N_j$. From this set of subjets, exactly three jets are built by re-applying the C/A algorithm to the constituents of the $N_{subjet}$ subjets, which are exclusively clustered using a distance parameter $R_{jet}$ listed in table 2. This latter step reflects the hypothesis that this is likely to be a top-jet candidate. These subjets are calibrated as described in section 3.5.

**W boson mass requirements:** Relations listed in Eqs. (A.1) of Ref. [26] are defined using the total invariant mass of the three subjets ($m_{123}$) and the invariant mass $m_{ij}$ formed from combinations of two of the three subjets ordered in $p_T$. These conditions include:

$$R_- < \frac{m_{23}}{m_{123}} < R_+$$  \hspace{1cm} (1.6)
\begin{table}
\begin{tabular}{|c|c|c|c|}
\hline
 & Default & Tight & Loose \\
\hline
$R$ & 1.5 or 1.8 & 1.5 & 1.5 \\
\hline
$m_{\text{cut}}\,[\text{GeV}]$ & 30 & 30 & 70 \\
\hline
$R_{\text{jet}}$ & 0.3 & 0.2 & 0.5 \\
\hline
$N_{\text{subjet}}$ & 5 & 4 & 7 \\
\hline
$f_{W}\,[\%]$ & 15 & 10 & 20 \\
\hline
\end{tabular}
\caption{The settings used for studying the performance of the HEPTopTagger.}
\end{table}

Here, $R_{\pm} = (1 \pm f_{W})(m_{W}/m_{t})$, $f_{W}$ is a resolution variable (given in table 2), and the quantities $m_{W}$ and $m_{t}$ denote the $W$ boson and top-quark masses, respectively. If at least one of the criteria in Eqs. (A.1) of [26] is met, the four-momentum addition of the three subjets is considered a candidate top quark.

\begin{align}
0.2 < \text{arctan} \frac{m_{13}}{m_{12}} < 1.3.
\end{align}

(a) Every object encountered in the declustering process is considered a ‘substructure object’ if it is of sufficiently low mass or has no clustering history.

(b) The mass-drop criterion is applied iteratively, following the highest subjet-mass line through the clustering history, resulting in $N_{i}$ substructure objects.

(c) For every triplet-wise combination of the substructure objects found in (b), recluster the constituents into subjets and select the $N_{\text{subjet}}$ leading-$p_T$ subjets, with $3 \leq N_{\text{subjet}} \leq N_{i}$ (here, $N_{\text{subjet}} = 5$).

(d) Recluster the constituents of the $N_{\text{subjet}}$ subjets into exactly three subjets to make the top candidate for this triplet-wise combination of substructure objects.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{The HEPTopTagger procedure.}
\end{figure}
2 The ATLAS detector and data samples

2.1 The ATLAS detector

The ATLAS detector [50, 51] provides nearly full solid angle coverage around the collision point with an inner tracking system covering $|\eta| < 2.5$, electromagnetic and hadronic calorimeters covering $|\eta| < 4.9$, and a muon spectrometer covering $|\eta| < 2.7$. Of the multiple ATLAS subsystems, the most relevant to this analysis are the barrel and endcap calorimeters [52, 53] and the trigger [54].

The calorimeter comprises multiple sub-detectors of various designs, spanning the pseudorapidity range up to $|\eta| = 4.9$. The measurements presented here are performed using data predominantly from the central calorimeters, comprising the liquid argon (LAr) barrel electromagnetic calorimeter ($|\eta| < 1.475$) and the tile hadronic calorimeter ($|\eta| < 1.7$). Three additional calorimeter subsystems are located in the higher-\(\eta\) regions of the detector: the LAr electromagnetic endcap calorimeter, the LAr hadronic endcap calorimeter, and the forward calorimeter with separate components for electromagnetic and hadronic showers.

Dedicated trigger and data acquisition systems are responsible for the online event selection, which is performed in three stages: Level 1, Level 2, and the Event Filter. The measurements presented in this paper rely primarily on the single-jet and multi-jet triggers implemented at the Event Filter level, which has access to the full detector granularity, and finds multi-jet events with high efficiency. The intermediate trigger levels provide coarser jet finding and sufficient rate reduction to satisfy the trigger and offline selection requirements.

2.2 Data and Monte Carlo samples

Data from the entire 2011 ATLAS data-taking period are used, corresponding to $4.7 \pm 0.1$ fb$^{-1}$ of integrated luminosity [55]. All data are required to have met baseline quality criteria and were taken during periods in which almost all of the detector was fully functional. Data quality criteria reject events with significant contamination from detector noise or with issues in the read-out, and are based on assessments for each subdetector individually. Multiple proton–proton collisions, or pile-up, result in several reconstructed primary vertices per event. The inclusive jet sample that is used for many studies in this paper is selected from the data using a single high-$p_T$ jet trigger that requires the leading jet in the event to have $p_T^{\text{jet}} > 350$ GeV. This trigger threshold was used for the entire 2011 data-taking period and thus represents the full integrated luminosity with negligible inefficiency.

These data are compared to inclusive jet events, which are dominated by light-quark or gluon jets whose properties are defined primarily by soft gluon emission, that are generated by three Monte Carlo (MC) simulation programs: PYTHIA 6.425 [5], HERWIG++ [56], and POWHEG-BOX 1.0 [57–59] (patch 4) interfaced to PYTHIA 6.425 for the parton shower, hadronization, and UE models. Both PYTHIA and HERWIG++ use the modified-LO parton distribution function (PDF) set MRST LO* [60]. POWHEG+PYTHIA uses the CT10 NLO PDF [61] in the matrix element and CTEQ6L1 PDF set [62] for the PYTHIA parton shower. For both cases, PYTHIA is used with the corresponding...
ATLAS AUET2B tune [63, 64] and HERWIG++ uses the so-called UE7-2 tune [65], which is tuned to UE data from the LHC experiments. PYTHIA or HERWIG++ with POWHEG+PYTHIA provide an important comparison, at least at the matrix-element level, between leading-order (LO) (PYTHIA and HERWIG++) and next-to-leading-order (NLO) (POWHEG) calculations. Furthermore, PYTHIA and HERWIG++ offer distinct approaches to the modelling of the parton shower, hadronization, and the UE.

Samples of t\bar{t} events are generated with MC@NLO v4.01 [66] using the CT10 NLO PDF, interfaced to HERWIG v6.520 [67] and JIMMY v4.31 [68]. Alternative samples for the study of systematic uncertainties are generated with POWHEG, with showering provided by either HERWIG or PYTHIA. Samples generated with the AcerMC v3.8 [69] package, using CTEQ6L1 PDFs, with showering provided by PYTHIA are also used. In these samples PYTHIA parameters have been tuned to increase or decrease the amount of initial- and final-state radiation. Single-top-quark events in the s-channel and Wt processes are also generated with MC@NLO using the CT10 NLO PDF set, with only leptonically decaying W bosons allowed in the final state. Single-top-quark events in the t-channel, where all W boson decay channels are produced, are generated with AcerMC using the CTEQ6L1 PDF set, and are showered using PYTHIA with the AUET2B tune.

Samples of W+jets and Z+jets events are produced with the ALPGEN v2.13 [70] generator, using CTEQ6L1 PDFs, interfaced to HERWIG for parton showering and hadronization. Samples of diboson production processes (WW, WZ and ZZ) are produced with the HERWIG generator.

After simulation of the parton shower and hadronization, as well as of the UE, events are passed through the full Geant4 [71] detector simulation [72]. Following this, the same trigger, event, data quality, jet, and track selection criteria are applied to the Monte Carlo simulation events as are applied to the data.

Boosted particles decaying to hadrons are used for direct comparisons of the performance of the various reconstruction and jet substructure techniques. For two-pronged decays, a sample of hadronically decaying Z bosons is generated using the HERWIG v6.510 [67] event generator interfaced with JIMMY v4.31 [68] for the UE. A sample of hadronically decaying W bosons produced using the same configuration as for the Z boson sample is also used for comparisons of the HEPTopTagger performance in section 5.3.3. In order to test the performance of techniques designed for three-pronged decays, t\bar{t} events from a non-Standard-Model heavy gauge boson (Z′ with m_{Z′} = 1.6 TeV) are generated using the same PYTHIA 6.425 tune as above. This model provides a relatively narrow t\bar{t} resonance and top quarks with \pt \simeq 800 GeV.

Pile-up is simulated by overlaying additional soft pp collisions, or minimum bias events, which are generated with PYTHIA 6.425 using the ATLAS AUET2B tune [64] and the CTEQ6L1 PDF set. The minimum bias events are overlaid onto the hard scattering events according to the measured distribution of the average number \langle \mu \rangle of pp interactions. The proton bunches were organized in trains of 36 bunches with a 50 ns spacing between the bunches. Therefore, the simulation also contains effects from out-of-time pile-up, i.e. contributions from the collision of bunches neighbouring those where the events of interest occurred. Simulated events are reweighted such that the MC distribution of \langle \mu \rangle agrees
with the data, as measured by the luminosity detectors in ATLAS [55].

3 Jet reconstruction and calibration

3.1 Inputs to jet reconstruction

The inputs to jet reconstruction are either stable particles with a lifetime of at least 10 ps (excluding muons and neutrinos) in the case of MC generator-level jets (also referred to as particle jets), charged particle tracks in the case of so-called track-jets [48], or three-dimensional topological clusters (topo-clusters) in the case of fully reconstructed calorimeter-jets. Stable particles, such as pions or protons in the simulation, retain their respective masses when input to the jet reconstruction algorithm. Tracks are assigned the pion mass when used as input to the jet algorithm. Quality selections are applied in order to ensure that good quality tracks that originate from the reconstructed hard scattering vertex are used to build track-jets. The hard scattering vertex is selected as the primary vertex that has the largest \( \sum (p_{\text{track}}^T)^2 \) in the event and that contains at least two tracks. The selection criteria are:

- transverse momentum: \( p_{\text{track}}^T > 0.5 \text{ GeV} \);
- transverse impact parameter: \( |d_0| < 1.0 \text{ mm} \);
- longitudinal impact parameter: \( |z_0| \times \sin(\theta) < 1.0 \text{ mm} \);
- silicon detector hits on tracks: hits in pixel detector \( \geq 1 \) and in the silicon strip detector \( \geq 6 \);

where the impact parameters are computed with respect to the hard scattering vertex, and \( \theta \) is the angle between the track and the beam. In the reconstruction of calorimeter jets, calorimeter cells are clustered together using a three-dimensional topological clustering algorithm that includes noise suppression [73]. The resulting topo-clusters are considered as massless four-momenta, such that \( E = |\vec{p}| \). They are classified as either electromagnetic or hadronic based on their shape, depth and energy density. In the calibration procedure, corrections are applied to the energy in order to calibrate the clusters to the hadronic scale.

3.2 Jet quality criteria and selection

All jets in the event reconstructed with the anti-\( k_t \) algorithm with \( R = 0.4 \) and a measured \( p_T^{\text{jet}} > 20 \text{ GeV} \) are required to satisfy the *looser* requirements discussed in detail in ref. [74]. These selections are designed to retain good quality jets while rejecting as large a fraction as possible of those from non-collision beam background and calorimeter noise. Jets are required to deposit at least 5% of their measured total energy in the electromagnetic (EM) calorimeter as well as not more than 99% of their energy in a single calorimeter layer.

To prevent contamination from detector noise, these jet quality criteria are extended by several requirements applied in a specific detector region. Any event with an anti-\( k_t \) \( R = 0.4 \) jet with \( p_T^{\text{jet}} > 20 \text{ GeV} \) that fails the above non-collision beam background or noise rejection requirements is removed from the analysis.
3.3 Jet calibration and systematic uncertainties

The precision and accuracy of energy measurements made by the calorimeter system are integral to every physics analysis, and the procedures to calibrate jets are described in ref. [48]. The baseline energy scale of the calorimeters derives from the calibration of the electronic signal arising from the energy deposited by electromagnetic showers measured in beam tests, known as the electromagnetic scale. The hadronic calorimeter has been calibrated with electrons, pions, and muons in beam tests and the energy scale has been validated using muons produced by cosmic rays with the detector in situ in the experimental hall [53]. The invariant mass of the $Z$ boson in $Z \rightarrow ee$ events measured in situ in the same data sample studied here is used to adjust the calibration for the EM calorimeters.

3.3.1 Monte Carlo based calibration

The MC hadronic calibration scheme starts from the measured calorimeter energy at the electromagnetic (EM) energy scale [75–83], which correctly measures the energy deposited by electromagnetic showers. A local cluster weighting (LCW) calibration method classifies topological clusters along a continuous scale as being electromagnetic or hadronic, using shower shapes and energy densities. Energy corrections are applied to hadronic clusters based on this classification scheme, which is derived from single pion MC simulations and tested in situ using beam tests. These corrections account for the effects of non-compensation, signal losses due to noise suppression and out-of-cluster effects in building topo-clusters, and energy lost in non-instrumented regions of the calorimeters. The results shown here use LCW clusters as input to the jet algorithm.

The final jet energy scale (JES) calibration is derived as a correction relating the calorimeter’s response to the true jet energy. It can be applied to EM scale jets, with the resulting calibrated jets referred to as EM+JES, or to LCW calibrated jets, with the resulting jets referred to as LCW+JES jets. More details regarding the evaluation and validation of this approach for standard anti-$k_t$ $R = 0.4, 0.6$ jets can be found in ref. [48].

The JES correction used here for large-$R$ jets is derived from a PYTHIA MC sample including pile-up events. There is no explicit offset correction for pile-up contributions, as in the standard JES procedure [48]. For standard jet algorithms, the dependence of the jet response on the number of primary vertices ($N_{PV}$) and the average number of interactions ($\langle \mu \rangle$) is removed by applying a pile-up offset correction to the EM or LCW scale before applying the JES correction. However, no explicit pile-up correction is applied to large-$R$ jets or to jets with the various grooming algorithms applied.

Since one of the primary goals of the use of large-$R$ and groomed jet algorithms is to reconstruct the masses of jets accurately and precisely, a last step is added to the calibration procedure of large-$R$ jets wherein the mass of the jet is calibrated based on the MC simulation of dijet events. An explicit jet mass calibration is important when using the individual invariant jet mass in physics analyses since it is particularly susceptible to soft, wide-angle contributions that do not otherwise significantly impact the jet energy scale. The procedure measures the jet mass response for jets built from LCW clusters after the standard JES calibration. The mass response is determined from the mean of a Gaussian
fit to the core of the distribution of the reconstructed jet mass divided by the corresponding generator-level jet mass.

Figure 7. Mass response \( \frac{m_{\text{reco}}}{m_{\text{true}}} \) (a) before and (b) after mass calibration for ungroomed anti-\(k_t\), \( R = 1.0 \) jets. The dotted lines shown in (b) represent a ±3% envelope on the precision of the final jet mass scale calibration. In each case, the jet energy itself has been calibrated by applying the JES correction.

Figure 7 shows the jet mass response \( \frac{m_{\text{reco}}}{m_{\text{true}}} \) for several values of jet energy as a function of \( \eta \) for anti-\(k_t\), \( R = 1.0 \) jets, before and after calibration to the true jet mass and without jet grooming. In each case, the jet energy itself has been calibrated by applying the JES correction. One can see from this figure that even very high-energy jets near the central part of the detector can have a mean mass scale (or JMS) differing by up to 20% from the particle level true jet mass. In particular, the reconstructed mass is, on average, greater than that of the particle-level jet due in part to noise and pile-up in the detectors. Furthermore, the finite resolution of the detector has a differential impact on the mass response as a function of \( \eta \). Following the jet mass calibration, performed also as a function of \( \eta \), a uniform mass response can be restored within 3% across the full energy and \( \eta \) range.

3.3.2 Jet mass scale validation in inclusive jet events using track-jets

In order to validate the jet mass measurement made by the calorimeter, calorimeter-jets are compared to track-jets. Track-jets have a different set of systematic uncertainties and allow a reliable determination of the relative systematic uncertainties associated with the calorimeter-based measurement. Performance studies [84] have shown that there is excellent agreement between the measured positions of clusters and tracks in data, indicating no systematic misalignment between the calorimeter and the inner detector.

The use of track-jets reduces or eliminates the impact of additional \( pp \) collisions by requiring the jet inputs (tracks) to come from the hard-scattering vertex. The inner detector
and the calorimeter have largely uncorrelated instrumental systematic effects, and so a comparison of variables such as jet mass and energy between the two systems allows a separation of physics (correlated) and detector (uncorrelated) effects. It is therefore possible to validate the JES and JMS, and also to estimate directly the pile-up energy contribution to jets. This approach was used extensively in the measurement of the jet mass and substructure properties of jets in the 2010 data [20] where pile-up was significantly less important and the statistical reach of the measurement was smaller than with the full integrated luminosity of 4.7 fb$^{-1}$ for the 2011 dataset.

The relative uncertainty is determined using the ratio of the transverse momentum of the calorimeter jet, $p_T^{\text{jet}}$, to that of the track-jet, $p_T^{\text{track jet}}$. The same procedure is repeated for the jet mass, $m^{\text{jet}}$, by using the track-jet mass, $m^{\text{track jet}}$. The ratios are defined as

$$r^{p_T}_{\text{track jet}} = \frac{p_T^{\text{jet}}}{p_T^{\text{track jet}}}, \quad r^{m}_{\text{track jet}} = \frac{m^{\text{jet}}}{m^{\text{track jet}}},$$

(3.1)

where the matching between calorimeter and track-jets is performed using a matching criterion of $\Delta R < 0.3$. The mean values of these ratios are expected to be well described by the detector simulation if detector effects are well modelled. That is to say, even if some underlying physics process is unaccounted for in the simulation, as long as this process affects both the track-jet and calorimeter-jet $p_T$ or masses in a similar way, then the ratio of data to simulation should be relatively unaffected when averaged over many events.

Double ratios of $r^{m}_{\text{track jet}}$ and $r^{p_T}_{\text{track jet}}$ are constructed in order to evaluate this agreement. These double ratios, $R^{p_T}_{r\text{track jet}}$ and $R^{m}_{r\text{track jet}}$, are defined as:

$$R^{p_T}_{r\text{track jet}} = \frac{r^{p_T}_{\text{data}}}{r^{p_T}_{\text{MC}}}, \quad R^{m}_{r\text{track jet}} = \frac{r^{m}_{\text{data}}}{r^{m}_{\text{MC}}}.\tag{3.2}$$

The dependence of $R^{p_T}_{r\text{track jet}}$ and $R^{m}_{r\text{track jet}}$ on $p_T^{\text{jet}}$ and $m^{\text{jet}}$ provides a test of the deviation of simulation from data, thus allowing an estimate of the uncertainty associated with the Monte Carlo derived calibration.

Figure 8 shows the distribution of $r^{m}_{\text{track jet}}$ for two jet algorithms and for jets in the range $500 \text{ GeV} \leq p_T^{\text{jet}} < 600 \text{ GeV}$ in the central calorimeter region, $|\eta| < 0.8$. Comparisons between MC simulation and the data are made using PYTHIA, HERWIG++, and POWHEG+PYTHIA, where the distributions are normalized to the number of events observed in the data. This $p_T^{\text{jet}}$ range is chosen for illustrative purposes and because of its relevance to searches for boosted vector bosons and top quarks, as the decay products of both are expected to be fully merged into a large-$R$ jet in this transverse momentum range. The peak near $r^{m}_{\text{track jet}} \approx 2$ and the shape of the distribution are both generally well described by the Monte Carlo simulations. Both the ungroomed and the trimmed anti-$k_T$, $R = 1.0$ distributions show some discrepancies at very low $r^{m}_{\text{track jet}}$, where the description of very soft radiation and hadronization is important, and at high values of $r^{m}_{\text{track jet}}$, above $r^{m}_{\text{track jet}} \gtrsim 4$. The differences are approximately 20%. However, these spectra are used primarily to test the overall scale, so that the important comparison is of the mean values of the distributions, which are quite well described.
Figure 8. $r_{\text{track jet}}$ distributions for (a) C/A, $R = 1.2$ jets, (b) anti-$k_t$, $R = 1.0$ trimmed jets ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) in the range 500 GeV $< p_T^\text{jet} < 600$ GeV and in the central calorimeter, $|\eta| < 0.8$. The ratios between data and MC distributions are shown in the lower section of each figure. The error bars and bands represent the statistical uncertainty only.

The relative systematic uncertainty is first estimated for each MC generator sample as the weighted average absolute deviation of the double ratio, $R_{r\text{track jet}}$, from unity. Measurements of $R_{r\text{track jet}}$ are performed in exclusive $p_T^\text{jet}$ and $\eta$ ranges. The statistical uncertainty is used as the weight in this case. The final relative uncertainty is then determined by the maximum of the weighted average deviation among the MC samples considered. Comparisons are made using PYTHIA, HERWIG++, and POWHEG+PYTHIA.

Figure 9 presents the distributions of both $\langle r_{\text{track jet}} \rangle$ and the double ratio with respect to MC simulation, $\langle R_{r\text{track jet}} \rangle$, for the same algorithms and grooming configurations as shown in figure 8. In the peak of the jet mass distribution, logarithmic soft terms dominate [3] and lower-$p_T$ particles constitute a large fraction of the calorimeter-jet mass. These particles are bent more by the magnetic field than higher-$p_T$ particles, or are not reconstructed as charged-particle tracks, and thus contribute more to the calorimeter-jet mass than the track-jet mass. At much lower calorimeter-jet masses, charged particles can be completely bent out of the jet acceptance, thus reducing the calorimeter-jet mass for a fixed track-jet mass. These effects result in the shape observed in the $r_{\text{track jet}}$ distribution in this region. Higher-mass jets tend to be composed of multiple higher-$p_T$ particles that are less affected by the magnetic field and therefore contribute more similarly to the calorimeter-based and track-based mass reconstruction. This results in a flatter and fairly stable $r_{\text{track jet}}$ ratio. This flat $r_{\text{track jet}}$ distribution is present across the mass range for trimmed and mass-drop filtered (not shown) jet masses, as both these algorithms are designed to remove softer particles. Although there is a difference in the phase space of emissions probed at low and high mass, the calorimeter response relative to the tracker response is well modelled by each of the three MC simulations.
The weighted average deviation of $R_{\text{track jet}}^m$ from unity ranges from approximately 2% to 4% for the set of jet algorithms and grooming configurations tested for jets in the range $500 \text{ GeV} \leq p_T < 600 \text{ GeV}$ and in the central calorimeter, $|\eta| < 0.8$. The results are fairly stable for the slightly less central $\eta$ range $0.8 \leq |\eta| < 1.2$.

Figure 10 presents the full set of jet mass scale systematic uncertainties for various jet algorithms estimated using the calorimeter-to-track-jet double ratios. The total relative uncertainty includes the 3% uncertainty on the precision of the jet mass scale calibration (see figure 7(b)) as well as the uncertainty on the track measurements themselves. The latter uncertainty takes into account the knowledge of tracking inefficiencies and their impact on the $p_T$ and $m$ measurements using track-jets. Each of these two additional components is assumed to be uncorrelated and added in quadrature with the uncertainty determined solely from the calorimeter-to-track-jet double ratios. The uncertainties are smoothly interpolated between the multiple discrete $\eta$ ranges in which they are estimated. Figure 10 shows the uncertainty evaluated at two points $|\eta| = 0.0$ (solid) and $|\eta| = 1.0$ (dashed) as a function of $p_T$.

The impact of the tracking efficiency systematic uncertainty on $R_{\text{track jet}}^m$ is evaluated by randomly rejecting tracks used to construct track-jets according to the efficiency uncertainty. This is evaluated as a function of $\eta$ and $m$ for various $p_T$ ranges. Typically, this results in a 2–3% shift in the measured track-jet kinematics (both $p_T$ and mass) and thus a roughly 1% contribution to the resulting total uncertainty, since the tracking uncertainty is taken to be uncorrelated to that determined from the double ratios directly.

The total systematic uncertainty on the jet mass scale is fairly stable near 4–5% for all
Figure 10. Summary of the jet mass scale (JMS) relative systematic uncertainties as a function of $p_T^{\text{jet}}$. These uncertainties are determined from track-jet double ratios. For each jet algorithm (a) anti-$k_t$, $R = 1.0$ without trimming, (b) anti-$k_t$, $R = 1.0$ with trimming ($f_{\text{cut}} = 0.05, R_{\text{sub}} = 0.3$), (c) C/A, $R = 1.2$ without filtering, and (d) C/A, $R = 1.2$ with filtering, the two lines shown represent the uncertainty evaluated at $|\eta| = 0.0$ (solid) and $|\eta| = 1.0$ (dashed). These estimates include a 3% relative non-closure uncertainty on the MC-based mass scale calibration factors, as well as systematic uncertainties on the impact of the tracking efficiency on the track measurements.

Jet algorithms up to $p_T^{\text{jet}} \approx 800$ GeV. At low $p_T^{\text{jet}}$, in the range $200$ GeV $\leq p_T^{\text{jet}} < 300$ GeV, the average uncertainty for some jet algorithms rises to approximately 5–7%. The estimated uncertainty is similar for both the ungroomed and the trimmed or mass-drop filtered jets, except for trimmed anti-$k_t$ jets (see figure 10(b)) for which the uncertainty in the range $900$ GeV $\leq p_T^{\text{jet}} < 1000$ GeV and $|\eta| = 1.0$ is approximately 8%.
3.3.3 Jet mass scale validation using hadronic $W$ decays in $t\bar{t}$ events

An alternative approach to validating the jet mass scale is to study a hadronically decaying particle with a known mass. The most accessible source of hadronically decaying massive particles is events containing top-quark pairs ($t\bar{t}$). The $t\bar{t}$ process at the LHC has a relatively large cross-section and the final state contains two $W$ bosons. About 15% of the time, one of the $W$ bosons decays to a muon and neutrino, while the other decays to hadrons. This leads to an abundant source of events with a distinctive leptonic signature and a hadronically decaying known heavy particle.

Signal muons are defined as having $p_T > 25$ GeV and $|\eta| < 2.5$, as well as passing a number of quality criteria. Events are required to contain a signal muon and no additional muons or electrons. The missing transverse momentum ($E_T^{\text{miss}}$) is calculated as the negative of the vector sum of the transverse momenta of all physics objects, at the appropriate energy scale, and the transverse momentum of any remaining topo-clusters not associated with physics objects in the event. Events are required to have $E_T^{\text{miss}} > 25$ GeV.

In events passing this leptonic selection, a $W$ candidate is constructed from the signal muon and $E_T^{\text{miss}}$. In order to reject multi-jet background, this candidate is required to have transverse mass ($m_T$) greater than 40 GeV.

Boosted hadronically decaying $W$ boson candidates are defined as single large-$R$ jets with $p_T > 200$ GeV. The hadronic and leptonic $W$ candidates are required to be separated by at least 1.2 radians in $\phi$ to minimize potential overlap between the decay products of the two $W$ bosons. In order to further enhance the fraction of top-quark production processes, an anti-$k_t$ jet with $R = 0.4$, $p_T > 20$ GeV and with $\Delta R > 1.0$ to the hadronic $W$ candidate is required. This additional jet is also required to be tagged as a $b$-jet by the MV1 algorithm at the 70% efficient working point [85].

The resulting mass distributions of hadronic $W$ candidates for two jet algorithms can be seen in figure 11. A peak near the $W$ mass is clearly observed for both the mass-drop filtering and trimming algorithms in data and simulated Monte Carlo events.

A fitting procedure is used to extract the features of the jet mass distribution. The peak produced by the hadronic decays of $W$ bosons is modelled by a Voigtian function, which is the convolution of Gaussian and Lorentzian functions. In this function the width of the Lorentzian component is fixed to the world-average $W$ boson width. The width of the Gaussian function is a measure of the mass resolution although this is not explored in this study. The background shape has no simple analytic form and is assumed to be modelled by a quadratic polynomial. In order to simplify the background modelling, the $W$+jets MC prediction and multi-jet prediction are both subtracted from the data and the resulting distributions are compared to the sum of the $t\bar{t}$, single-top quark, and $WW$ MC samples. The results of this fit for Cambridge–Aachen jets can be seen in figure 12.

After fitting, the parameter controlling the mean of the Voigtian function ($\mu$) is a mea-

\[ m_T = \sqrt{E_T^2 - p_T^2} \]

\[ L(x) = \frac{(x/\sigma_x)^{\alpha_x} ((x/\sigma_x)^{-1})^{\beta_x}}{(\sigma_x^2 + (x/\sigma_x)^2)^{\gamma_x/2}} \]

\[ x_0 \text{ specifies the mean and } \sigma \text{ specifies the width.} \]
Figure 11. Jet mass distributions for jets with $p_T > 200$ GeV in events containing a $W \rightarrow \mu\nu$ candidate and a $b$-tagged anti-$k_t$ jet. The jets shown are (a) Cambridge–Aachen $R = 1.2$ after mass-drop filtering, and (b) anti-$k_t$ $R = 1.0$ after trimming.

Figure 12. Results of fitting the mass distributions of Cambridge–Aachen $R = 1.2$ jets after mass-drop filtering. The $W$+jets and multi-jet predictions have been subtracted from the distributions. The two figures show (a) the Monte Carlo prediction and (b) data. The dashed line represents the polynomial fit to the background shape, while the solid line represents the combined signal and background fit.

The measured value of the reconstructed mass of hadronically decaying $W$ bosons. As shown in figure 12, this scale is observed to be $\mu_{\text{data}} = 86.9 \pm 0.8$ GeV and $\mu_{\text{MC}} = 87.4 \pm 0.2$ GeV. The departure from the world-average value of $m_W = 80.385 \pm 0.015$ GeV [86] is due to clustering and
detector effects, as well as physics effects such as contributions from the UE and hadronization that are not completely removed by the grooming procedures. The ratio \( \mu_{\text{data}}/\mu_{\text{MC}} \) is therefore the relevant figure of merit for any mismodelling of the reconstructed scale in Monte Carlo simulation. A relative scale difference of \((-0.6 \pm 1.0)\%\) is found for C/A jets after mass-drop filtering, whereas the value is \((0.5 \pm 1.2)\%\) for anti-\(k_t\) jets after trimming. The uncertainties are statistical, as extracted from the fitting procedure.

\[ \int L = 4.7 \text{ fb} \ \sqrt{s} = 7 \text{ TeV} \]

**Figure 13.** The ratio \( \mu_{\text{data}}/\mu_{\text{MC}} \) as a function of jet \(|\eta|\) for (a) Cambridge–Aachen \( R = 1.2 \) after mass-drop filtering and (b) anti-\(k_t\) \( R = 1.0 \) after trimming.

It is also possible to repeat the fitting procedure after dividing the data and Monte Carlo simulation samples into bins of \(|\eta|\). This allows a test of any potential \(|\eta|\) dependence in a range outside that covered by track-jet techniques. The result of these fits can be seen in figure 13. The results extracted in individual bins show no statistically significant deviation from the average.

Furthermore, systematic uncertainties are evaluated for this technique. The Monte Carlo modelling is assessed by replacing the \(t\bar{t}\) and single-top samples with alternative samples as described in section 2.2. The impact of mismodelling of the jet resolution is assessed by applying additional smearing. The effect of mismodelling of the \(p_T\) scale is studied by shifting the scale in the Monte Carlo predictions. Other systematic uncertainties considered are: a possible bias in the fitting procedure; cross-section uncertainties; muon reconstruction uncertainties; energy, resolution and \(b\)-tagging uncertainties associated with the additional jet; \(E_T^{\text{miss}}\) reconstruction uncertainties. The most significant of these are the uncertainties associated with Monte Carlo modelling and jet resolution.

The final relative scales including all uncertainties are, for Cambridge–Aachen jets \((-0.6 \pm 1.0(\text{stat})^{+1.9}_{-1.7}(\text{syst}))\%\) and for anti-\(k_t\) jets \((+0.5 \pm 1.2(\text{stat})^{+2.7}_{-2.7}(\text{syst}))\%\). There is therefore no observed discrepancy between data and Monte Carlo simulation for jets originating from \(W\) bosons with \(p_T \gtrsim 200 \text{ GeV}\).
3.4 In situ validation of the subjet energy scale

The trimming and mass-drop filtering procedures both rely heavily on the energy scale of subjets in order to evaluate $f_{\text{cut}}$ or $\mu_{\text{frac}}$, respectively. A similar approach based on double ratios as described in section 3.3.2 is used in order to determine the uncertainty on the energy scale of these subjets. Tracks measured by the inner detector are utilized as an independent reference with which to compare calorimeter measurements. Each subjet measured by the calorimeter has a set of tracks associated with it. The following momentum ratio is defined using the calorimeter $p_T$ ($p_{\text{T}}^{\text{subjet}}$) and the track $p_T$ ($p_{\text{T}}^{\text{track}}$) for each subjet:

$$r_{\text{subjet}}^{\text{track}} = \frac{\sum p_{\text{T}}^{\text{track}}}{p_{\text{T}}^{\text{subjet}}}$$  \hspace{1cm} (3.3)

It is useful to identify the general features of the subjet structure of large-$R$ jets in dijet events in order to guide the study of the kinematic properties of subjets. These jets are typically characterized by a highly energetic leading-$p_{\text{T}}^{\text{subjet}}$ subjet located close to the parent jet axis as shown in figure 14. These leading subjets (with $R_{\text{sub}} = 0.3$) carry a large fraction of the parent jet energy, and this fraction increases with the parent jet $p_T$: $p_{\text{T}}^{\text{subjet,lead}}/p_{\text{T}}^{\text{jet}} \approx 0.71$ for $100 \text{ GeV} \leq p_{\text{T}}^{\text{jet}} < 150 \text{ GeV}$ and $p_{\text{T}}^{\text{subjet,lead}}/p_{\text{T}}^{\text{jet}} \approx 0.86$ for $400 \text{ GeV} \leq p_{\text{T}}^{\text{jet}} < 500 \text{ GeV}$. The second leading-$p_{\text{T}}^{\text{subjet}}$ subjet carries approximately 10% of the energy of the parent jet, for jets in the range $100 \text{ GeV} \leq p_{\text{T}}^{\text{jet}} < 500 \text{ GeV}$. The leading-$p_{\text{T}}^{\text{subjet}}$ subjet is located on average at $\Delta R \leq 0.07$ from the axis of the parent jet, while less energetic subjets are more distant from the axis of the parent jet: $\Delta R \geq 0.5$. These observations are consistent with the increased radial collimation expected in jets produced from gluons and light quarks as the jet $p_T$ rises [87]. Therefore, the subjet structure of jets from dijet events can be characterized by looking only at the leading and sub-leading subjets.

Given the crowded nature of the subjet topology within a jet, many standard approaches to studying the subjet energy scale begin to fail. Associating individual tracks with calorimeter subjets may begin to suffer from the proximity of multiple such subjets to a given track, which in turn impact the measurement of $r_{\text{subjet}}^{\text{track}}$. Geometrical matching relies on assumptions that are not fulfilled in high-density environments. This association assumes a cone-like shape and an area of $\pi R_{\text{sub}}^2$ for all subjets, and that all tracks within this area belong to the subjet. This assumption generally works well in the case of an isolated anti-$k_t$ jet. Conversely, $k_t$, $C/A$, and even anti-$k_t$ subjets in high-multiplicity environments often have very irregular boundaries and the question of which tracks to associate becomes more difficult to answer. Ghost-association [88, 89] provides a much more appropriate matching of the tracks to the calorimeter subjets for this scenario. In this technique, tracks are treated as infinitesimally soft, low-$p_T$ particles by setting their $p_T$ to 1 eV. These tracks are then added to the list of inputs for jet finding. The low scale means the tracks do not affect the reconstruction of calorimeter-jets. However, after jet finding, it is possible to identify which tracks are clustered into which subjets. This technique shows a more stable dependence of the ratio $r_{\text{track}}^{\text{subjet}}$ on the angular separation between subjets. Generally, this approach facilitates the measurement of the effective area.
of a jet, or the so-called ghost area. Instead of tracks, a uniform, fixed density (one per $\Delta y \times \Delta \phi = 0.01 \times 0.01$) of infinitesimally soft particles is distributed within the event and are allowed to participate in the jet clustering algorithm. Instead of identifying tracks associated with the resulting jets, the number of such ghost particles present in the jet after reconstruction defines the effective area of that jet.

Figure 15 shows the mean ratio $r_{\text{subjet}}^{\text{trk}}$ as a function of the distance between the subjet and its closest neighbour subjet in the $\eta - \phi$ plane ($\Delta R_{\text{min}}$). The numerator of $r_{\text{trk}}^{\text{subjet}}$ corresponds to the total transverse momentum of tracks associated with the subjet using either a standard geometric association (figure 15(a)) or the novel ghost-association technique (figure 15(b)). For standard geometric track association, a rise in $r_{\text{trk}}^{\text{subjet}}$ is observed for close-by subjets with $\Delta R_{\text{min}} \leq 2 \times R_{\text{sub}}$. The impact of the track association scheme is more significant for the second leading subjet, which often has a very energetic sub-jet nearby (i.e. the leading-$p_T$ subjet one). For these cases geometrical association of tracks fails dramatically, and the ratio $r_{\text{trk}}^{\text{subjet}}$ is a factor of two smaller at $\Delta R_{\text{min}} = 0.6$ than at $\Delta R_{\text{min}} = 0.3$, which is approximately the smallest separation between jets. The double ratio $R_{\text{trk}}^{\text{subjet}} = \langle r_{\text{trk}}^{\text{subjet}} \rangle_{\text{data}} / \langle r_{\text{trk}}^{\text{subjet}} \rangle_{\text{MC}}$ provides an estimate of the calibration uncertainty. Any difference is well within 5% for the leading-$p_T$ subjet and 20% for the second leading subjet, independent of the track matching scheme.

### 3.5 Calibration of subjets

The HEPTopTagger [26] also relies on the energy scale of subjets to analyse the structure of $R = 1.5$ jets and to reconstruct a top-quark candidate four-momentum. This section describes a dedicated calibration procedure for C/A subjets with a radius param-
Figure 15. Mean ratio of track $p_T$ to calorimeter $p_T (r_{\text{subj}})$ for sub-leading subjets as a function of the distance of the subjet to the nearest subjet within the jet for (a) geometrical association and (b) ghost association techniques.

C/A jets – reconstructed as independent jets and not as constituents of parent jets, as above – are first calibrated using a simulation of the calorimeter response to jets by comparing the energy and pseudorapidity of a generator-level jet to that of a matched calorimeter jet. Calibration constants obtained from this procedure are then applied to the actual subjets reconstructed by the HEPTopTagger. For this reason, these C/A jets are referred to using the same subjet notation as in the previous section. Prior to calibration, the reconstructed jet energy is lower than the particle jet’s energy and is corrected as a function of $p_T$ and in bins of $\eta$. For example, the correction for C/A jets with $R=0.4$ and $|\eta|<0.1$ is +9% at low $p_T$ and up to +2.5% for $p_T>500$ GeV. The corrected $p_T$ matches that of the particle jet to within 2% for all energies and pseudorapidities. For C/A $R=0.2$ jets this closure test is 4% at $p_T=20$ GeV and better for higher $p_T$.

Uncertainties on the jet calibration are determined from the quality of the modelling of the calorimeter-jet $p_T$. The direct ratio $p_T^{\text{jet}}(\text{MC})/p_T^{\text{jet}}(\text{data})$ is sensitive to mismodelling of jets at the hadron level. To reduce this effect, the calorimeter-jet $p_T$ is normalized to the $p_T$ of the tracks within the jet. This is done because the uncertainty of the track-jet $p_T$ tends to be small compared to the calorimeter-jet $p_T$ in the kinematic regime considered here. Tracks are matched to calorimeter-jets using ghost-track association. The jets are required to be within $|\eta|<2.1$ to ensure coverage of the associated tracks by the tracking detector.
Figure 16. Comparison of the calibrated Cambridge–Aachen $R = 0.4$ calorimeter jet $p_T$ with the $p_T$ of tracks matched to the jet for ATLAS data recorded in 2011 and for dijet simulations with PYTHIA. The average number $\mu$ of interactions per bunch crossing ranges from 4 to 7. (a) The average ratio $\langle r_{\text{subjet}}^{\text{track}} \rangle$ as a function of the calibrated jet $p_T$. (b) The double ratio $R_{\text{track}} = \langle r_{\text{subjet}}^{\text{track}} \rangle_{\text{data}} / \langle r_{\text{subjet}}^{\text{track}} \rangle_{\text{MC}}$. The horizontal line indicates the uncertainty-weighted average.

The average $r_{\text{subjet}}^{\text{track}}$ for a subset of the data characterized by an average number of interactions per bunch crossing in the range $4 < \mu < 7$ is shown in figure 16(a) as a function of $p_T^{\text{jet}}$ for both data and simulation for C/A $R = 0.4$ jets with $|\eta| < 0.8$. The double ratio $R_{\text{track}} = \langle r_{\text{subjet}}^{\text{track}} \rangle_{\text{data}} / \langle r_{\text{subjet}}^{\text{track}} \rangle_{\text{MC}}$ is shown in figure 16(b). Deviations of $R_{\text{track}}$ from unity serve as an estimate of the uncertainty of the MC calibrated calorimeter-jet $p_T$. The largest deviation from unity is seen at low $p_T$ and is 4% with a statistical uncertainty of 1%. The statistical uncertainty-weighted average double ratio is indicated by the horizontal line.

Similar results are obtained when varying the jet radius parameter between 0.2 and 0.5 and for higher pile-up conditions (evaluated using a subset of the data characterized by $13 < \mu < 15$). A jet energy uncertainty of 3.5% is assigned.

The imperfect knowledge of the material distribution in the tracking detector constitutes the dominating systematic uncertainty. It results in an additional uncertainty in $R_{\text{track}}$ of $\approx 2\%$ for $|\eta| < 1.4$ and $\approx 3\%$ for $1.4 < |\eta| < 2.1$, although it does not introduce a measurable shift.

The jet $p_T$ systematic uncertainty is taken to be the absolute deviation of the central weighted-average $R_{\text{track}}$ from unity, with the shifts introduced by the systematic variations added in quadrature. The uncertainty varies between 2.3% and 6.8%, depending on the jet $p_T$, $\eta$, and the jet radius parameter. The uncertainty has been determined independently in samples with low and high pile-up $\mu$-values and no significant difference has been found.

A sample of boosted top quarks is used to study the impact of heavy flavour and
close-by jet topologies on the systematic uncertainties estimated above. The track-based validation is applied to a sample of events that contains ≃ 50% semileptonically decaying $t\bar{t}$ pairs, in which the top quark with the hadronically decaying $W$ boson has $p_T > 200$ GeV. The remaining events are dominated by $W$+jets production. Figure 17 shows $r_{\text{subj} \text{trk}}$ and $R_{\text{trk}}$ for C/A $R = 0.4$ jets in these events. The jet $p_T$ uncertainty in this sample varies between 2.4% and 5.7%.

4 Jet substructure and grooming in the presence of pile-up

4.1 Impact of pile-up on the jet energy scale and the jet mass scale

This section elaborates on the impact of pile-up on the jet mass and other observables, and the extent to which trimming, mass-drop filtering, and pruning are able to minimize these effects. In particular, these measures of performance are used as some of the primary figures of merit in determining a subset of groomed jet algorithms on which to focus for physics analysis in ATLAS.

Figure 18 shows the dependence of the mean uncalibrated jet mass, $\langle m_{\text{jet}} \rangle$, on the number of reconstructed primary vertices, $N_{\text{PV}}$, for a variety of jet algorithms in the central region $|\eta| < 0.8$. The events used for these comparisons are obtained with the inclusive selection described in section 2.2 and contain an admixture of light quark and gluon jets. This dependence is shown in two $p_T^{\text{jet}}$ ranges of interest for jets after trimming (figures 18(a)–18(b)), pruning (figures 18(c)–18(d)), and mass-drop filtering (figures 18(e)–31–
Figure 18. Evolution of the mean uncalibrated jet mass, \langle m_{\text{jet}} \rangle, for jets in the central region \(|\eta| < 0.8\) as a function of the reconstructed vertex multiplicity, \(N_{\text{PV}}\) for jets in the range 200 GeV \(\leq p_T^{\text{jet}} < 300\) GeV (left) and for leading-\(p_T^{\text{jet}}\) jets (\(\langle m_{\text{jet}} \rangle\)) in the range 600 GeV \(\leq p_T^{\text{jet}} < 800\) GeV (right). (a)-(b) show trimmed anti-\(k_t\) jets with \(R = 1.0\), (c)-(d) show pruned anti-\(k_t\) jets with \(R = 1.0\), and (e)-(f) show mass-drop filtered C/A jets with \(R = 1.2\). The error bars indicate the statistical uncertainty on the mean value in each bin.
18(f)). For these comparisons, only the final period of data collection from 2011 is used, which corresponds to approximately 1 fb\(^{-1}\) of integrated luminosity but is the period with the highest instantaneous luminosity recorded at \(\sqrt{s} = 7\) TeV, where \(\langle \mu \rangle = 12\), higher than the average over the whole 2011 data-taking period. The lower range, 200 GeV \(\leq p_{T}^{\text{jet}} < 300\) GeV, represents the threshold for most hadronic boosted-object measurements and searches, whereas the range 600 GeV \(\leq p_{T}^{\text{jet}} < 800\) GeV is expected to contain top quarks for which the decay products are fully merged within an \(R = 1.0\) jet nearly 100% of the time. In each figure, the full set of grooming algorithm parameter settings is included for comparison. As noted in table 1, two values of the subjet radius, \(R_{\text{sub}}\), are used for trimming, three \(R_{\text{cut}}\) factors for pruning are tested (using the \(k_t\) algorithm with the procedure in all cases), and three \(\mu_{\text{frac}}\) settings are evaluated using the filtering algorithm.

Several observations can be made from figure 18. Of the grooming configurations tested, trimming and filtering both significantly reduce the rise with pile-up of \(\langle m_{\text{jet}} \rangle\) seen for ungroomed jets, whereas pruning does not. For at least one of the configurations tested, trimming and filtering are both able to essentially eliminate this dependence. Furthermore, the trimming configurations tested provide a highly tunable set of parameters that allow a relatively continuous adjustment from small to large reduction of the pile-up dependence of the jet mass. The trimming configurations with \(R_{\text{sub}} = 0.2, f_{\text{cut}} = 0.03\) and \(R_{\text{sub}} = 0.3, f_{\text{cut}} = 0.05\) exhibit good stability for both small and large \(p_{T}^{\text{jet}}\), with the \(f_{\text{cut}} = 0.05\) configuration exhibiting a slightly smaller impact from pile-up at high \(N_{\text{PV}}\) for low \(p_{T}^{\text{jet}}\) (not shown). The other parameter settings either do not reduce the pile-up dependence at low \(p_{T}^{\text{jet}}\) (e.g. \(f_{\text{cut}} = 0.01\)) or result in a downward slope of \(\langle m_{\text{jet}} \rangle\) as a function of pile-up at high \(p_{T}^{\text{jet}}\) (e.g. \(f_{\text{cut}} = 0.05, R_{\text{sub}} = 0.2\)).

Pruning, on the other hand, exhibits the smallest impact on the pile-up dependence of the jet mass for these large-\(R\) jets. Only by increasing the \(z_{\text{cut}}\) parameter from \(z_{\text{cut}} = 0.05\) to \(z_{\text{cut}} = 0.10\) can any reduction on the dependence of \(\langle m_{\text{jet}} \rangle\) on pile-up be observed. This is equivalent to reducing the low-\(p_{T}\) contributions during the jet recombination; in the language of trimming, this is analogous to raising \(f_{\text{cut}}\). This change slightly reduces the magnitude of the variation of the mean jet mass as a function of pile-up \(N_{\text{PV}}\) for low \(p_{T}^{\text{jet}}\). The \(R_{\text{cut}}\) parameter has very little impact on the performance, with nearly all of the differences observed being due to the change in \(z_{\text{cut}}\). This observation holds for both small and large \(p_{T}^{\text{jet}}\).

The mass-drop filtering algorithm can be made to affect \(\langle m_{\text{jet}} \rangle\) significantly solely via the mass-drop criterion, \(\mu_{\text{frac}}\). A drastic change in \(\langle m_{\text{jet}} \rangle\) is observed for all configurations of the jet filtering, with the strictest \(\mu_{\text{frac}} = 0.20\) setting rejecting nearly 90% of the jets considered and resulting in a slightly negative slope in the mean jet mass versus \(N_{\text{PV}}\). Nevertheless, the other two settings of \(\mu_{\text{frac}}\) tested exhibit no significant variation as a function of the number of reconstructed vertices, and the optimum value of \(\mu_{\text{frac}} = 0.67\) found previously seems to have the best stability. Studies from 2010 [20] demonstrate that this reduction in the sensitivity to pile-up is due primarily to the filtering step in the algorithm as opposed to the jet selection itself.\(^5\)

\(^5\)The performance of grooming also depends on the radius parameter, \(R\), which was not varied in these
Figure 19 presents the pile-up dependence of the mean leading-\(p_T\) jet mass, \(\langle m_1^{\text{jet}} \rangle\), in data compared to the three simulations. Here, only the range 600 GeV \(\leq p_T^{\text{jet}} < 800\) GeV for ungroomed and trimmed anti-\(k_t\) jets is shown for brevity, but similar conclusions apply in all \(p_T^{\text{jet}}\) ranges. The comparison is made using the full 2011 dataset. PYTHIA, HERWIG++, and POWHEG+PYTHIA all model the data fairly accurately, with a slight 5%–10% discrepancy appearing in the predictions from PYTHIA and HERWIG++ for the trimmed jets. Most importantly, the impact of pile-up is very well modelled, with the slope of the dependence of \(\langle m_1^{\text{jet}} \rangle\) on \(N_{\text{PV}}\) in data agreeing within 3% with the POWHEG+PYTHIA prediction for both the ungroomed and trimmed jets.
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(a) anti-\(k_t\), \(R = 1.0\): Ungroomed

(b) anti-\(k_t\), \(R = 1.0\): Trimmed

Figure 19. Dependence of the mean jet mass, \(\langle m_1^{\text{jet}} \rangle\), on the reconstructed vertex multiplicity for leading-\(p_T^{\text{jet}}\) anti-\(k_t\) jets with \(R = 1.0\) in the range 600 GeV \(\leq p_T^{\text{jet}} < 800\) GeV in the central region \(|\eta| < 0.8\) for both (a) untrimmed anti-\(k_t\) jets and (b) trimmed anti-\(k_t\) jets with \(f_{\text{cut}} = 0.05\). The error bars indicate the statistical uncertainty on the mean value in each bin.

Beyond simply providing a pile-up-independent average jet mass, the optimal grooming configurations render the full jet mass spectrum insensitive to high instantaneous luminosity. Figure 20 demonstrates this by comparing the jet mass spectrum for leading-\(p_T^{\text{jet}}\) ungroomed and trimmed anti-\(k_t\) jets for various values of \(N_{\text{PV}}\). The comparison is performed both in an inclusive data sample and using the \(Z' \rightarrow t\bar{t}\) MC sample, which produces a characteristic peak at the top-quark mass. The inclusive jet sample obtained from data shows that a nearly identical trimmed \(m^{\text{jet}}\) spectrum is obtained regardless of the level of pile-up. The peak of the leading-\(p_T^{\text{jet}}\) jet mass distribution for events with \(N_{\text{PV}} \geq 12\) is shifted comparatively more due to trimming: from \(m^{\text{jet}} \approx 125\) GeV to \(m^{\text{jet}} \approx 45\) GeV compared to an initial peak position of \(m^{\text{jet}} \approx 90\) GeV for events with \(1 \leq N_{\text{PV}} \leq 4\). Nonetheless, the resulting trimmed jet mass spectra exhibit no dependence on \(N_{\text{PV}}\).

---

studies for a single jet algorithm. In particular, the relative efficacy of the various grooming algorithms and configurations in mitigating the effects of pile-up can change with \(R\) and will be studied in a future
Prior to jet trimming, a variation in the peak position of the jet mass of nearly 15 GeV is observed between the lowest and the highest ranges of $N_{\text{PV}}$ studied. After jet trimming, the resulting mass spectra for the various $N_{\text{PV}}$ ranges are narrower and perform better, but in the context of the reconstruction of highly boosted top quarks. Figures 20(c)-(d) indicate that the ability to render the full jet mass distribution independent of pile-up does not come at the cost of the mass resolution or scale. Prior to jet trimming, a variation in the peak position of the jet mass of nearly 15 GeV is observed between the lowest and the highest ranges of $N_{\text{PV}}$ studied. After jet trimming, the resulting mass spectra for the various $N_{\text{PV}}$ ranges are narrower and

**Figure 20.** Jet mass spectra for four primary vertex multiplicity ranges for anti-$k_t$ jets with $R = 1.0$ in the range 600 GeV ≤ $p_T^{\text{jet}}$ < 800 GeV. Both untrimmed (left) and trimmed (right) anti-$k_t$ jets are compared for the various $N_{\text{PV}}$ ranges in data (top) and for a $Z' \rightarrow t\bar{t}$ Monte Carlo sample (bottom).
lie directly on top of one another, even in the case of a jet containing a highly boosted, and thus very collimated, top-quark decay. This observation, combined with that above, demonstrates that the trimming algorithm is working as expected by removing soft, wide-angle contributions to the calculation of the jet mass while retaining the relevant hard substructure of the jet.

Finally, although not shown explicitly, the mass-drop filtered jet mass is also stable with respect to pile-up.

The track-jet approach used to evaluate the jet mass uncertainty (see section 3.3.2) is also used to understand the effects of pile-up. It is observed that $r_{\text{track jet}}^m$ is nearly equal for the various trimming configurations in the case of little or no in-time pile-up (i.e. $N_{PV} \approx 1$) whereas filtering shows a significant, although small, difference between the configurations using $\mu_{\text{track}} = 0.67, 0.33, 0.20$. This shows that the filtering method does affect the magnitude of $m_{\text{jet}}$ and $m_{\text{track jet}}$ slightly differently, resulting in an approximate 12% relative drop in $\langle r_{\text{track jet}}^m \rangle$ after filtering. These distributions are nonetheless well modelled by the simulation, resulting in double ratios of data to simulation very close to one. The trimming configuration with $R_{\text{sub}} = 0.3, f_{\text{cut}} = 0.01$ has almost no impact on the dependence of $r_{\text{track jet}}^m$ with pile-up.

4.2 Impact of pile-up on jet substructure properties

Figures 21 and 22 show the variation with pile-up observed in data for the splitting scales and $N$-subjettiness observables for jets in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. In this case, the focus is on jet trimming since the mass-drop filtering algorithm makes a pre-defined choice to search for properties of a jet characteristic of a two-body decay. The constraints placed on subjet multiplicity by the filtering procedure are not appropriate for calculating generic jet shapes given the strict substructure requirements they place on a jet. Furthermore, pruning of jets with $R = 1.0$ does not seem to mitigate the effects of pile-up. The trimming configurations with $R_{\text{sub}} = 0.3$ and $f_{\text{cut}} = 0.03, 0.05$ yield the most stable jet substructure properties with the smallest deviation in their observed mean values at low $N_{PV}$. This conclusion holds for all other jet $p_T^{\text{jet}}$ ranges as well, with larger differences between $f_{\text{cut}} = 0.03, 0.05$ appearing at low $p_T^{\text{jet}}$.

Figure 23 presents a comparison of data and Monte Carlo simulation for $\langle \sqrt{d_{12}} \rangle$ and $\langle \tau_{32} \rangle$ for ungroomed and trimmed ($R_{\text{sub}} = 0.3, f_{\text{cut}} = 0.05$) anti-$k_t$ jets with $R = 1.0$. The slope of these observables as a function of $N_{PV}$ is well modelled by the simulation.

4.3 Impact of pile-up on signal and background in simulation

In addition to the comparisons between data and simulation, and between the various grooming configurations, a comparison of how grooming impacts signal-like events versus background-like events in searches for resonances decaying to boosted jets is crucial.

Figure 24 shows the variation of the average leading-$p_T^{\text{jet}}$ jet mass, $\langle m_1^{\text{jet}} \rangle$, with $N_{PV}$ for events with $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$ for ungroomed and trimmed anti-$k_t$, $R = 1.0$ jets, for both the $Z' \rightarrow t\bar{t}$ sample and the POWHEG+PYTHIA dijet sample. The average ungroomed leading-$p_T^{\text{jet}}$ jet mass in the sample of gluons and light quarks in the inclusive POWHEG+PYTHIA dijet events exhibits a slope of approximately $\text{d}\langle m_1^{\text{jet}} \rangle/\text{d}N_{PV} \approx 36$.
uncertainty on the mean value in each bin.\[ \langle \sqrt{d_{12}} \rangle \] measured in data for anti-$k_t$ jets with $R = 1.0$ in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$ before and after trimming. The error bars indicate the statistical uncertainty on the mean value in each bin.

Figure 21. Variation with the number of reconstructed primary vertices, $N_{PV}$, of the mean splitting scales (a) $\langle \sqrt{d_{12}} \rangle$ and (b) $\langle \sqrt{d_{23}} \rangle$ measured in data for anti-$k_t$ jets with $R = 1.0$ in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$ before and after trimming. The error bars indicate the statistical uncertainty on the mean value in each bin.

3 GeV/$N_{PV}$. The leading-$p_T^{\text{jet}}$ jets in the $Z'$ sample are typically entirely composed of fully hadronic boosted top-quark decays contained in a single jet. The mass reconstruction in this case proceeds as usual (four-momentum recombination) and the mass distribution is
Figure 23. Variation with the number of reconstructed primary vertices, $N_{PV}$, of (a) the mean $N$-subjettiness ratio ($\langle \tau_3^2 \rangle$) for ungroomed anti-$k_t$ jets with $R = 1.0$ and (b) the mean splitting scales ($\langle \sqrt{d_{12}} \rangle$) for trimmed jets ($R_{\text{sub}} = 0.3, f_{\text{cut}} = 0.05$), for data and simulation. The error bars indicate the statistical uncertainty on the mean value in each bin. The lower panels show the ratio of the mean values measured in data to simulation.

Figure 24. Variation with the number of reconstructed primary vertices, $N_{PV}$, of the average leading-$p_T$ jet mass, $\langle m_{\text{jet}}^1 \rangle$, in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$ for (a) ungroomed and (b) trimmed jets. The error bars indicate the statistical uncertainty on the mean value in each bin.

highly peaked near the top-quark mass of approximately 175 GeV. Jets in this peak but without grooming exhibit a slope of roughly $d\langle m_{\text{jet}}^1 \rangle/dN_{PV} \approx 2.15 \text{ GeV}/N_{PV}$, or about 30% smaller than in the inclusive jet sample. In the case of trimmed jets, the slopes as a
function of $N_{PV}$ for both signal-like jets and jets in dijet events are consistent with zero.

Most importantly, the average separation between the mean jet mass for signal-like jets in the $Z'$ sample and those in the POWHEG+PYTHIA dijet sample increases by nearly 50% after trimming and remains stable across the full range of $N_{PV}$. This allows for much better discrimination between the two processes. The separation shown here is significant since the widths of the peaks of each of the distributions are also simultaneously narrowed by the grooming algorithm, as shown in figure 20. This differential impact of trimming is again due to the design of the algorithm: soft, wide-angle contributions to the jet mass that are ubiquitous in jets produced from light quarks and gluons are suppressed whereas the hard components present in a jet with true substructure – as in the case of the top-quark jets here – are preserved.

5 Jet substructure and grooming with boosted objects in data and simulation

Comparisons between jets containing signal-like boosted objects and a light-quark or gluon jet background are presented here. Boosted objects are divided into two categories depending on the event topology: two-pronged, such as hadronically decaying $W$ or $Z$ bosons, and three-pronged, such as the top quark decaying into a $b$-jet and a hadronically decaying $W$ boson. Performance measures are shown for both simulated samples of $Z \rightarrow q\bar{q}$ and top quarks (from $Z' \rightarrow t\bar{t}$), as well as for inclusive jet data and events enriched in boosted top quark pairs. In addition to the event and object selection listed in section 2.2, the large-$R$ ungroomed leading-$p_T$ jet axis is required to be within $|\eta| < 2.0$. For the signal distributions, a $\Delta R < 1.5$ match between the four-momentum of the hadronically decaying boosted object in the truth record and the reconstructed ungroomed leading-$p_T$ jet is made to minimize the contamination from light-quark or gluon jets (or top quarks with a leptonically decaying $W$ boson in the $Z'$ sample).

5.1 Expected performance of jet substructure and grooming in simulation

5.1.1 Jet mass resolution for background

The fractional jet mass resolution is defined as the width of a Gaussian fit to the central part of the distribution that is generated by taking the difference between the generator-level jet mass and the reconstructed jet mass, divided by the same generator-level jet mass. Here, the generator-level jet is the simulated particle shower that has been groomed according to the same grooming algorithms used after jet reconstruction. Large-$R$ generator-level and reconstructed jets before grooming are matched if they are within $\Delta R < 0.7$. The matching is performed only once and comparisons between generator-level and reconstructed jets after grooming are made using the groomed versions of the matched ungroomed jets. The mass-drop filtering method is not applied to anti-$k_t$ jets, as discussed in section 1.2.

Figure 25 shows the fractional mass resolution for leading-$p_T$ jets in the POWHEG+PYTHIA dijet sample with the same pile-up conditions as were observed in the data. Abbreviated versions of the groomed algorithm names used to label the figures are listed in table 3. In general, the groomed jets have better resolution than the ungroomed large-$R$ jets, with
Algorithm and Parameters
Trimmed, $f_{\text{cut}} = 1\%$, $R_{\text{sub}} = 0.3$
Trimmed, $f_{\text{cut}} = 3\%$, $R_{\text{sub}} = 0.3$
Trimmed, $f_{\text{cut}} = 5\%$, $R_{\text{sub}} = 0.3$
Trimmed, $f_{\text{cut}} = 1\%$, $R_{\text{sub}} = 0.2$
Trimmed, $f_{\text{cut}} = 3\%$, $R_{\text{sub}} = 0.2$
Trimmed, $f_{\text{cut}} = 5\%$, $R_{\text{sub}} = 0.2$
Pruned, $R_{\text{cut}} = 0.1$, $z_{\text{cut}} = 5\%$
Pruned, $R_{\text{cut}} = 0.1$, $z_{\text{cut}} = 10\%$
Pruned, $R_{\text{cut}} = 0.2$, $z_{\text{cut}} = 5\%$
Pruned, $R_{\text{cut}} = 0.2$, $z_{\text{cut}} = 10\%$
Pruned, $R_{\text{cut}} = 0.3$, $z_{\text{cut}} = 5\%$
Pruned, $R_{\text{cut}} = 0.3$, $z_{\text{cut}} = 10\%$
Mass-drop Filtered, $\mu_{\text{trac}} = 0.2$
Mass-drop Filtered, $\mu_{\text{trac}} = 0.3$
Mass-drop Filtered, $\mu_{\text{trac}} = 0.67$

Table 3. Labels used in figures to represent the various configurations of the grooming algorithms.

† Groomed jets have been calibrated for both anti-$k_t$ and C/A jets. ‡ Groomed jets have been calibrated for anti-$k_t$ only. § Groomed jets have been calibrated for C/A only.

Figure 25. Fractional mass resolution comparing the various grooming algorithms (with labels defined in table 3) for the leading-$p_T^\text{jet}$ jet in POWHEG+PYTHIA dijet simulated events. Here, nominal refers to jets before grooming is applied. Three ranges of the nominal jet $p_T^\text{jet}$ are shown. The uncertainty on the width of the Gaussian fit is indicated by the error bars.

improvements of up to $\sim 10\%$ (absolute) in some cases. The trimmed and pruned jet resolution improves with increasing $p_T$, where the calibrated jets gain $\sim 3 - 5\%$ over the range $300$ GeV $\leq p_T^\text{jet} < 800$ GeV. The pruning algorithm, especially with C/A jets, produces larger tails in the resolution distribution compared to the trimmed algorithm, worsening the overall fractional resolution in comparison. The resolution is fairly stable for the mass-drop filtering algorithm over a large range of $p_T$. It is important to note that the efficiency is considerably lower for jets resulting from this algorithm compared with jets produced
in other grooming procedures (∼30%) due to the strict mass-drop requirement, which is often not met for jets without boosted object substructure.

![Fractional mass resolution](image)

**Figure 26.** Fractional mass resolution comparing the various grooming algorithms (with labels defined in table 3) for the leading-$p_T$ jet in the range $500 \text{ GeV} \leq p_T^{\text{jet}} < 600 \text{ GeV}$ in dijet events, simulated with POWHEG+PYTHIA. Nominal refers to jets before grooming is applied. Various ranges of the average number of interactions ($\langle \mu \rangle$) in the events are shown. The uncertainty on the width of the Gaussian fit is indicated by the error bars.

A summary of the fractional mass resolution for jets before and after grooming in the presence of various pile-up conditions is shown in figure 26. Trimming in both anti-$k_t$ and C/A jets reduces the dependence of the jet mass on pile-up (spread in the points) compared to the ungroomed jet, as does the mass-drop filtering procedure in the case of C/A jets, while pruning has little impact. In all cases, no pile-up subtraction is applied to the ungroomed jet kinematics. In particular, the trimming parameters $f_{\text{cut}} = 0.03$ and 0.05 slightly outperform the looser $f_{\text{cut}} = 0.01$ setting in events with a mean number of interactions greater than 12. They also exhibit a significantly reduced overall variation between various instantaneous luminosities.

Based on the above comparisons of mass resolution in different $p_T^{\text{jet}}$ ranges and under various pile-up conditions, two configurations, trimmed anti-$k_t$ jets ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) with $R = 1.0$ and filtered C/A jets ($\mu_{\text{frac}} = 0.67$) with $R = 1.2$, are chosen for detailed comparisons between data and simulation and are presented in section 5.2.

### 5.1.2 Jet mass resolution for simulated signal events

Figures 27 and 28 show the fractional mass resolution for the two-pronged and three-pronged cases, respectively. The mass-drop filtering algorithm is shown only for the simulated two-pronged signal events with C/A jets. In the two-pronged case, as for the case of jets in the inclusive jet events shown in figure 25, the C/A mass-drop filtering algorithm...
Figure 27. Fractional mass resolution of the leading-$p_T^{\text{jet}}$ jet in $Z \rightarrow q\bar{q}$ simulated events comparing the various grooming algorithms. Here, \textit{nominal} refers to jets before grooming is applied. Three ranges of the nominal jet $p_T^{\text{jet}}$ are shown. The uncertainty on the width of the Gaussian fit is indicated by the error bars.

Figure 28. Fractional mass resolution of the leading-$p_T^{\text{jet}}$ jet in $Z' \rightarrow t\bar{t}$ ($m_{Z'} = 1.6$ TeV) simulated events comparing the various grooming algorithms. Here, \textit{nominal} refers to the jet before grooming is applied. Three ranges of the ungroomed jet $p_T^{\text{jet}}$ are shown. The uncertainty on the width of the Gaussian fit is indicated by the error bars.

performs the best, but with a signal reconstruction efficiency of $\sim 45\%$ in $Z \rightarrow q\bar{q}$ events (for $\mu_{\text{reac}} = 0.67$). In both the two-pronged and three-pronged configurations, the trimmed
jets have better fractional mass resolution ($\sim 5 - 10\%$) than the pruned jets, especially for those jets with grooming applied after the C/A algorithm. The trimmed jet mass resolution also remains fairly stable across a large $p_T^{\text{jet}}$ range, with equivalent performance for anti-$k_t$ and C/A jets.

5.1.3 Signal and background comparisons with and without grooming

Leading-$p_T^{\text{jet}}$ jet distributions of mass, splitting scales and $N$-subjettiness are compared for jets in simulated signal and background events in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. As seen in figures 29–31, showing distributions for the two-pronged decay case, and in figures 32–35 showing comparisons for the three-pronged decay case, better discrimination between signal and background is obtained after grooming. In these figures, the ungroomed distributions are normalized to unit area, while the groomed distributions have the efficiency with respect to the ungroomed large-$R$ jets folded in for comparison. This is especially conspicuous in the C/A jets with mass-drop filtering applied as mentioned previously.

![Figure 29](image1)

(a) anti-$k_t$, $R = 1.0$

![Figure 29](image2)

(b) C/A, $R = 1.2$

**Figure 29.** Leading-$p_T^{\text{jet}}$ jet mass for simulated HERWIG+JIMMY $Z \rightarrow q\bar{q}$ signal events (red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. The dotted lines show the ungroomed jet distributions, whereas the solid lines show the (a) trimmed and (b) mass-drop filtered jet distributions. The trimming parameters are $f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.3$ and the mass-drop filtering parameter is $\mu_{\text{frac}} = 0.67$. The groomed distributions are normalized with respect to the ungroomed distributions, which are themselves normalized to unity.

The mass resolution of the simulated $Z \rightarrow q\bar{q}$ signal events shown in figure 29 dramatically improves after trimming or mass-drop filtering for anti-$k_t$ jets with $R = 1.0$ and C/A jets with $R = 1.2$, respectively. Mass-drop filtering has an efficiency of approximately 55% and therefore fewer jets remain in this figure. After trimming or mass-drop filtering, the mass peak corresponding to the $Z$ boson is clearly seen at the correct mass. Note that
Figure 30. Leading-$p_T$ jet splitting scale $\sqrt{d_{12}}$ for simulated HERWIG+JIMMY $Z \rightarrow q\bar{q}$ signal events (red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. The dotted lines show the ungroomed jet distributions, while the solid lines show the (a) trimmed and (b) mass-drop filtered jet distributions. The trimmed parameters are $f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.3$ and the mass-drop filtering parameter is $\mu_{\text{ frac}} = 0.67$. The groomed distributions are normalized with respect to the ungroomed distributions, which are themselves normalized to unity.

The dijet background is pushed much lower in mass after grooming as was demonstrated in figure 20, while the constituents of signal jets have higher $p_T$ and survive the grooming procedure, thus improving discrimination between signal and background. The small excess of signal events below 50 GeV is the result of one of the two quarks from the decay of the $Z$ boson being removed by the jet grooming, thus leaving only one quark reconstructed as the jet and making it indistinguishable from the background. Figure 30 shows the splitting scale $\sqrt{d_{12}}$ in $Z \rightarrow q\bar{q}$ events. The signal exhibits a splitting scale roughly equal to half the mass of the jet, whereas the splitting scale distribution for jets produced in dijet events peaks at smaller values of $\sqrt{d_{12}}$ and falls more steeply. This effect is enhanced after grooming, especially in the case of C/A jets after mass-drop filtering. In figure 31, the $N$-subjettiness variable $\tau_{21}$ is observed to have improved discrimination between signal and background with anti-$k_t$ trimmed jets compared to C/A mass-drop filtered jets, where the discrimination is worsened after applying the mass-drop filtering criteria. The filtering step is explicitly reconstructing a fixed number of final subjets (three, in this case), thereby shaping the background and worsening the resulting separation.

The three-pronged hadronic top-jet mass distributions from $Z' \rightarrow t\bar{t}$ events are shown in figure 32, where the signal peak is relatively unshifted between groomed and ungroomed jets, especially with anti-$k_t$ jets. Again the mass resolution for the signal improves after grooming, where the $W$-mass peak can also be seen after trimming is applied. The en-
One of the primary applications of $N$-subjettiness is as a discriminating variable in searches for highly boosted top quarks [13]. A common method of comparing the performance of such discriminating variables or tagging algorithms is to compare the rate at which light-quark or gluon jets are selected (the mis-tag rate) to the efficiency for retaining jets containing the hadronic particle decay of interest [8, 9]. This comparison is performed for both ungroomed and trimmed jets in order to assess the impact of grooming on the discrimination power of this observable. Figure 35 shows the $\tau_{32}$ distribution before and after trimming. Here, trimming of anti-$k_t$ and C/A jets results in similar discrimination between signal and background. In order to understand the utility of the $\tau_{32}$ selection criterion and the potential impact of jet grooming, trimmed anti-$k_t$, $R = 1.0$ jets are compared to their ungroomed counterparts in a boosted top sample for two jet momentum ranges. The signal mass range is defined as that which contains a large fraction of the boosted top signal. For ungroomed jets this fraction is set to 90%, and the mass range that satisfies this requirement is $100 \text{ GeV} < m_{\text{jet}} < 250 \text{ GeV}$. A slightly lower signal fraction of 80%
Figure 32. Leading-$p_T^{\text{jet}}$ jet mass for simulated PYTHIA $Z' \rightarrow t\bar{t}$ ($m_{Z'} = 1.6$ TeV) signal events (red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. The dotted lines show the ungroomed leading-$p_T^{\text{jet}}$ jet distribution, while the solid lines show the corresponding trimmed ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) jets. The groomed distributions are normalized with respect to the ungroomed distributions, which are themselves normalized to unity.

for the same mass range is required for groomed jets; this is motivated by the tendency for trimmed jets to populate an additional small peak around the $W$ mass, as shown in figure 32.

The mis-tag rate is defined as the fraction of the POWHEG dijet sample that remains in the mass window after a simple selection based on $\tau_{32}$. The signal top jet efficiency is defined as the fraction of top jets selected in the $Z'$ sample with the same $\tau_{32}$ selection. Figure 36 shows the performance of the $N$-subjettiness tagger for jets with $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$ and $800 \text{ GeV} \leq p_T^{\text{jet}} < 1000 \text{ GeV}$. In both cases, for a fixed top-jet efficiency, the reduction in high-invariant-mass jets due to trimming results in a relative reduction of several percent in the mis-tag rate. Moreover, in the case of very high $p_T^{\text{jet}}$, as in figure 36(b), the slightly more aggressive trimming configuration results in a slight performance gain as well.

5.2 Inclusive jet data compared to simulation with and without grooming

Previous studies conducted by ATLAS [20] and CMS [21] suggest that even complex jet-substructure observables are fairly well modelled by the MC simulations used by the LHC experiments. This section reviews the description provided by PYTHIA, HERWIG++, and POWHEG+PYTHIA of the jet grooming techniques introduced above, and of the substructure of the ungroomed and groomed jets themselves.

Figure 37 presents a comparison of the jet invariant mass for ungroomed, trimmed, and
Figure 33. Leading-\(p_T\) jet splitting scale \(\sqrt{d_{12}}\) for simulated PYTHIA \(Z'\to t\bar{t}\) (\(m_{Z'} = 1.6\) TeV) signal events (red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range \(600\) GeV \(\leq p_T^\text{jet} < 800\) GeV. The dotted lines show the ungroomed leading-\(p_T\) jet distribution, while the solid lines show the corresponding trimmed (\(f_{\text{cut}} = 0.05, R_{\text{sub}} = 0.3\)) jets. The groomed distributions are normalized with respect to the ungroomed distributions, which are themselves normalized to unity.

Similar performance is observed in all other \(p_T\) regions in the range \(p_T > 300\) GeV, and \(|\eta| < 2.1\). The description of both the ungroomed and trimmed anti-\(k_t\) jets with \(R = 1.0\) provided by PYTHIA is poor for large masses. The descriptions provided by HERWIG++ as well as for the NLO generator POWHEG+PYTHIA are more accurate. PYTHIA tends to underestimate the fraction of high-mass large-\(R\) anti-\(k_t\) jets, whereas HERWIG++ and POWHEG+PYTHIA are accurate to within a few percent, even for very massive jets. The ungroomed anti-\(k_t\), \(R = 1.0\) jets are poorly described by all three MC simulations at low mass; this could be due to non-perturbative and detector effects which increase the jet mass. This generally soft contribution is removed by grooming.

A similarly poor description of the low-mass region is observed for C/A jets with \(R = 1.2\). In this case however, PYTHIA, in addition to both HERWIG++ and POWHEG+PYTHIA, provides a fairly good description of the high-mass regime of the jet mass spectrum. This suggests that there is a slight angular scale dependence, and the slightly smaller radius used for the large-\(R\) anti-\(k_t\) jets in these studies could play a role in the observed discrepancy with PYTHIA. Figure 37 also shows that the shape of the jet mass distribution is significantly affected by the mass-drop filtering technique. This change is well described by all of the MC simulations, although the accuracy of the HERWIG++ and POWHEG+PYTHIA predictions is again observed to be slightly better.

Figure 38 presents an overview of the shape of the jet mass spectrum for several
Figure 34. Leading-$p_T$ jet splitting scale $\sqrt{d_{23}}$ for simulated PYTHIA $Z' \rightarrow t\bar{t}$ ($m_{Z'} = 1.6$ TeV) signal events (red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range $600$ GeV $\leq p_T^{\text{jet}} < 800$ GeV. The dotted lines show the ungroomed leading-$p_T$ jet distribution, while the solid lines show the corresponding trimmed ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) jets. The groomed distributions are normalized with respect to the ungroomed distributions, which are themselves normalized to unity.

configurations of the jet trimming algorithm for anti-$k_t$ jets and for C/A jets with mass-drop filtering applied. These spectra are measured using approximately 1 fb$^{-1}$ of data from the last data-taking period of 2011 where $\langle \mu \rangle = 12$, higher than the average over the whole 2011 data-taking period. The significant spectral shift and shape difference compared to the original jet is apparent for both grooming algorithms shown (and also for pruning, which is not shown here). Significant variation is also observed among the configurations tested, with the large $f_{\text{cut}}$, small $R_{\text{sub}}$ setting for trimming and the small $\mu_{\text{frac}}$ setting for mass-drop filtering exhibiting the most dramatic changes. For jet masses in the range $50$ GeV $\leq m_{\text{jet}} < 300$ GeV, which is expected to be the most relevant in searches for new physics, the trimming configurations exhibit efficiencies in the range of 30%–70%, defined as the ratio of the yield after grooming to that prior to grooming. In particular, the trimming configuration with $f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.3$ yields an approximate 47% efficiency in this mass range. Mass-drop filtering provides a more stringent selection, yielding efficiencies in the same $50$ GeV $\leq m_{\text{jet}} < 300$ GeV mass range of 20%, 12%, and 3% for $\mu_{\text{frac}} = 0.67, 0.33, 0.30$, respectively.

The significant change observed in the jet mass distribution is due primarily to a reduction in the effective area of each jet (see section 3.4 a detailed description of the jet area). Soft and wide-angle jet constituents are removed from the jet, thereby reducing the overall catchment area. This has the desirable effect of also reducing the impact of pile-up on the jet properties.
Figure 35. Leading-\(p_T\) jet \(N\)-subjettiness \(\tau_{32}\) for simulated PYTHIA \(Z' \rightarrow t \bar{t}\) (\(m_{Z'} = 1.6\) TeV) signal events (red) compared to POWHEG+PYTHIA dijet background events (black) for jets in the range \(600\) GeV \(\leq p_T^{\text{jet}} < 800\) GeV. The dotted lines show the ungroomed leading-\(p_T\) jet distribution, while the solid lines show the corresponding trimmed (\(f_{\text{cut}} = 0.05, R_{\text{sub}} = 0.3\)) jets. The groomed distributions are normalized with respect to the ungroomed distributions, which are themselves normalized to unity.

Figure 36. Jet mis-tag rate for dijet events vs. top-jet efficiency curves using \(\tau_{32}\) as a top tagger for (a) \(600\) GeV \(\leq p_T^{\text{jet}} < 800\) GeV and (b) \(800\) GeV \(\leq p_T^{\text{jet}} < 1000\) GeV with masses in the range \(100\) GeV \(\leq m^{\text{jet}} < 250\) GeV.

Figure 39 shows the effect of grooming on the average jet area as a function of the jet
of jet mass, both before and after trimming. Similar observations are made with respect to a maximum of approximately half of the original jet area for high-mass ungroomed jets. The area is reduced by a factor of 3–5 and continuously rises as a function of the jet mass to a maximum of 1.2–1.4 for both the ungroomed and trimmed anti-$k_t$ jets with $R = 1.0$.

The ratios of jet area changes for both the ungroomed and trimmed anti-$k_t$, $R = 1.0$ jets. Prior to jet trimming, the anti-$k_t$, $R = 1.0$ area is very close to $\pi$ (i.e. $\pi R^2$, with $R = 1.0$). A small rise in the ungroomed jet area is observed for jets with very large mass, characterized by small additional clusters near the edge of the jet. For trimmed jets at low mass, the average jet area is reduced by a factor of 3–5 and continuously rises as a function of the jet mass to a maximum of approximately half of the original jet area for high-mass ungroomed jets. These features are very well described by the MC simulations across the entire spectrum of jet mass, both before and after trimming. Similar observations are made with respect

**Figure 37.** Mass of jets in the range $600 \, \text{GeV} \leq p_T^{\text{jet}} < 800 \, \text{GeV}$ and in the central calorimeter ($|\eta| < 0.8$). Shown are (a) ungroomed and (b) trimmed ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) anti-$k_t$ jets with $R = 1.0$; and (c) ungroomed and (d) filtered ($\mu_{\text{cut}} = 0.67$) C/A jets with $R = 1.2$. The ratios between data and MC distributions are shown in the lower section of each figure.
Figure 38. Mass of jets in the range $600 \text{ GeV} \leq p_T \leq 800 \text{ GeV}$ and in the central calorimeter ($|\eta| < 0.8$). In (a) anti-$k_t$ jets with $R = 1.0$ are compared before (ungroomed) and after trimming with several configurations of $p_T$ fraction ($f_{\text{cut}}$) and subjet size ($R_{\text{sub}}$). In (b) C/A jets with $R = 1.2$ are compared before and after filtering with three different values of mass-drop fraction ($\mu_{\text{frac}}$).

Figure 39. Average area of jets in the range $500 \text{ GeV} \leq p_T^{\text{jet}} < 600 \text{ GeV}$ as a function of jet mass. Shown are (a) ungroomed and (b) trimmed ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) anti-$k_t$ jets with $R = 1.0$. The ratios between data and MC distributions are shown in the lower section of each figure.

to lower and higher $p_T^{\text{jet}}$ bins, as well as for pruning and filtering.

As discussed in section 1.2, the splitting scales $\sqrt{d_{12}}$ and $\sqrt{d_{23}}$ are designed to give approximate measures of the relative mass of the leading, sub-leading, and third leading subjets, ordered by $p_T^{\text{subjet}}$. These observables are therefore dominated by contributions
originating from energetic partons, either from the parton shower or from massive particle decay. It is therefore not surprising that the jet grooming, which removes low-$p_T$ components of the jet, does not significantly affect $\sqrt{d_{12}}$, shown in figure 40. It is also not surprising that POWHEG+PYTHIA describes this variable better than PYTHIA, especially at large values. Interestingly, HERWIG++ also models this substructure characteristic well, despite providing only a LO description of the hard process. In the case of events selected only for the presence of a single high-$p_T$ jet, a second hard splitting is not highly probable, as also evidenced by the spectrum of $\sqrt{d_{23}}$, shown in figure 41, falling more steeply than $\sqrt{d_{12}}$. This demonstrates that the trimming tends to affect this splitting scale slightly more when a third $p_{T \text{subjet}}$ subjet within the parent jet is modified during the trimming procedure.

Figure 40. Splitting scale $\sqrt{d_{12}}$ of jets in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. Shown are (a) ungroomed and (b) trimmed ($f_{\text{cut}} = 0.05, R_{\text{sub}} = 0.3$) anti-$k_t$ jets with $R = 1.0$. The ratios between data and MC distributions are shown in the lower section of each figure.

$N$-subjettiness helps to discriminate between jets that have well-formed substructure and those that do not. Figures 42 and 43 demonstrate that the MC simulations model the distributions of $\tau_{21}$ and $\tau_{32}$ observed in the data within about 20%. The jets in this case are selected to have $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. Both PYTHIA and POWHEG+PYTHIA exhibit a shift in the $\tau_{21}$ distribution towards larger values of $\tau_{21}$ with respect to the data for both the ungroomed and trimmed jets. HERWIG++, however, provides a much better description of $\tau_{21}$ for ungroomed jets, and shows a slight shift towards smaller values of $\tau_{21}$ compared to the data. The fraction of events with a small value of $\tau_{i_j}$ is predicted to be slightly smaller than in data, while it is the opposite for high values of $\tau_{i_j}$. In addition, the distributions of both $\tau_{21}$ and $\tau_{32}$ are broadened for trimmed jets (figures 42(b) and 43(b)) and shifted slightly towards smaller values of $\tau_{i_j}$ and into the region expected to be populated by boosted hadronic particle decays. These observations suggest that the use of
data and MC distributions are shown in the lower section of each figure.

Figure 41. Splitting scale $\sqrt{d_{32}}$ of jets in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. Shown are (a) ungroomed and (b) trimmed ($f_{\text{cut}} = 0.05, R_{\text{sub}} = 0.3$) anti-$k_t$ jets with $R = 1.0$. The ratios between data and MC distributions are shown in the lower section of each figure.

shape observables for ungroomed jets, and of jet mass and substructure observables (like $\sqrt{a_{12}}$) may lead to better discrimination between signal and background.

For $\tau_{32}$, the MC distributions slightly underestimate the fraction of jets with $0.3 < \tau_{32} < 0.7$, which is the signal range for boosted top-quark candidates. Since these observ-

Figure 42. $N$-subjettiness $\tau_{21}$ for jets in the range $600 \text{ GeV} \leq p_T^{\text{jet}} < 800 \text{ GeV}$. Shown are (a) ungroomed and (b) trimmed ($f_{\text{cut}} = 0.05, R_{\text{sub}} = 0.3$) anti-$k_t$ jets with $R = 1.0$. The ratios between data and MC distributions are shown in the lower section of each figure.
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<th>ATLAS anti-k_t, LCW jets with R=1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>600 ≤ p_T^jet &lt; 800 GeV</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>No jet grooming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 2011</td>
</tr>
<tr>
<td>Dijets (Pythia)</td>
</tr>
<tr>
<td>Dijets (Herwig++)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>f_{cut}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R_{sub}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>t_{jet}</th>
</tr>
</thead>
<tbody>
<tr>
<td>p_T ≤ 600</td>
</tr>
</tbody>
</table>

| Figure 43. N-subjettiness τ_{32} for jets in the range 600 GeV ≤ p_T^jet < 800 GeV. Shown are (a) ungroomed and (b) trimmed (f_{cut} = 0.05, R_{sub} = 0.3) anti-k_t jets with R = 1.0. The ratios between data and MC distributions are shown in the lower section of each figure. |

Variables are intended to be used as discriminants between boosted object signal events and the inclusive jet background, such differences are important for the resulting estimation of signal efficiency compared to background rejection. However, the variations observed in the distribution of each observable translate into much smaller differences in efficiency and rejection.

The modelling of the background with respect to massive boosted objects can be tested by evaluating, for example, the evolution of the mean of substructure variables as a function of jet mass. This is shown for ⟨τ_{32}⟩ in figure 44 for the same 600 GeV ≤ p_T^jet < 800 GeV range as used above. Three important observations can be made. Values of ⟨τ_{32}⟩ are slightly lower in data than those predicted by the MC simulations, and the trimmed values are lower compared to ungroomed jets. Furthermore, ⟨τ_{32}⟩ is a slowly varying function of the jet mass for both the ungroomed and trimmed jets. This variation is slightly reduced for trimmed jets.

5.3 Performance of jet grooming in boosted top-quark events

5.3.1 Semi-leptonic t\bar{t} selection

A selection of t\bar{t} → (Wb)(W\bar{b}) → (μνb)(q\bar{q}b) events is used to demonstrate in data the effect of grooming on large-R jets with substructure. The semileptonic t\bar{t} decay mode in which one W boson decays into a neutrino and a muon is chosen in order to tag the t\bar{t} event and reduce the overwhelming multi-jet background so that the top-quark signal is visible. This provides a relatively pure sample of top quarks and is also very close to the selection used in searches for resonances that decay to pairs of boosted top quarks [90, 91]. The following event-level and physics object selection criteria are applied to data and simulation:
Figure 44. Mean $\tau_{32}$ as a function of jet mass for (a) ungroomed and (b) trimmed ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) anti-$k_t$ jets with $R = 1.0$ in the range $600 \, \text{GeV} \leq p_T^{\text{jet}} < 800 \, \text{GeV}$.

**Event-level trigger and data quality selection:** The standard data quality and vertex requirements described in section 2.2 are applied. Events are selected if they satisfy the single-muon Event Filter trigger with muon $p_T > 18 \, \text{GeV}$.

**Event-level jet selection:** Events are required to have at least four anti-$k_t$ jets with $R = 0.4$ having $p_T^{\text{jet}} > 25 \, \text{GeV}$ and jet vertex fraction $|JVF| > 0.75$. The jet vertex fraction is a discriminant that contains information regarding the probability that a jet originated from the selected primary vertex in an event [92].

**Lepton selection:** Muons must be reconstructed in both the inner detector and the muon spectrometer and have $p_T > 20 \, \text{GeV}$ and $|\eta| < 2.5$. The opening angle between the muon and any $R = 0.4$ jet with $p_T > 25 \, \text{GeV}$ and jet vertex fraction $|JVF| > 0.75$ must be greater than $\Delta R = 0.4$ to be well isolated. Events with one or more electrons passing standard criteria as described in ref. [91] are rejected.

**Event-level neutrino and leptonic $W$-decay requirement:** To tag events with a leptonically decaying $W$ boson from a top-quark decay, events are required to have missing transverse momentum $E_T^{\text{miss}} > 20 \, \text{GeV}$. Additionally, the scalar sum of $E_T^{\text{miss}}$ and the transverse mass of the leptonic $W$ boson candidate must satisfy $E_T^{\text{miss}} + m_W > 60 \, \text{GeV}$, where $m_W = \sqrt{2p_T E_T^{\text{miss}} (1 - \cos \Delta \phi)}$ is calculated from the muon $p_T$ and $E_T^{\text{miss}}$ in the event, and $\Delta \phi$ is the azimuthal angle between the charged lepton and the $E_T^{\text{miss}}$, which is assumed to be due to the neutrino.

After these selection requirements, the $W$+jets process constitutes the largest background, with smaller contributions from $Z$+jets and single-top-quark processes.
5.3.2 Performance of trimming in $tt$ events

Figure 45. Jet mass for leading-$p_T^{\text{jet}}$ anti-$k_t$ jets with $R = 1.0$ for (a) ungroomed jets and (b) trimmed jets ($f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.3$). The shaded band represents the bin-by-bin statistical uncertainty in simulation.

Figure 45 shows the leading-$p_T^{\text{jet}}$ jet mass of anti-$k_t$ jets with $R = 1.0$ having $p_T > 350$ GeV before and after trimming ($f_{\text{cut}} = 0.05$, $R_{\text{sub}} = 0.3$) after the above selection criteria are applied. The data and simulation agree within statistical uncertainty. The $W \rightarrow \mu \nu$ events produced in association with jets form the largest background. Since large-$R$ jets in $W$ events are formed from one or more random light-quark or gluon jets, trimming causes the mass spectrum to fall more steeply and the peak of the distribution to lie at smaller masses, similar to the multi-jet background in figure 38(a). However, trimming does not alter the signal mass spectrum drastically, and any signal loss near the top-mass peak is due to events in which the top quark is not boosted enough to have all three hadronic decay products fall within $R = 1.0$.

Figure 46. Jet mass for leading-$p_T^{\text{jet}}$ anti-$k_t$ jets with $R = 1.0$ for (a) ungroomed jets and (b) trimmed jets ($f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.3$), where one anti-$k_t$ jet with $R = 0.4$ was tagged as a $b$-jet.

In order to look at events with a reduced $W + \text{jets}$ background, a $b$-tagging requirement
on at least one anti-$k_t$ jet in the event with $R = 0.4$ is applied in addition to the selection criteria described in section 5.3.1. Figure 46 shows the effect of trimming on the mass of the leading-$p_T^{\text{jet}}$ anti-$k_t$ jet with $R = 1.0$ in a sample of nearly pure $t \bar{t}$ events. Trimming clearly enhances the mass discrimination compared to the ungroomed case, with a peak at low mass corresponding to large-$R$ jets containing one quark or gluon (probably from a fully leptonic $t \bar{t}$ event) and a peak around the top mass, where all three top decay products, the $b$-jet and hadronic $W$-decay daughters, fall inside the large-$R$ jet radius.

Figure 47. Splitting scale $\sqrt{d_{12}}$ for leading-$p_T^{\text{jet}}$ anti-$k_t$ jets with $R = 1.0$ for (a) ungroomed jets and (b) trimmed jets ($f_{\text{cut}} = 0.05$ and $R_{\text{sub}} = 0.3$). The background-subtracted distributions for ungroomed jets and trimmed jets are also shown in (c) and (d), respectively.

Figures 47 and 48 show the distributions of $\sqrt{d_{12}}$ and $\sqrt{d_{23}}$, respectively, before and after trimming. Again, the top-quark distribution remains relatively unaffected by trimming, while the $W + \text{jets}$ background is pushed to lower values; however, the effect is smaller for these variables than for the mass. Also shown are the distributions with the simulated background subtracted. Comparing the shape before and after grooming with the signal distributions shown in figures 33 and 34 for very high-$p_T$ top quarks, it is apparent that not all top quarks in this data sample were sufficiently boosted to have their decay products fall within a single $R = 1.0$ jet.

Figure 49 shows the signal-enriched distributions of $\tau_{32}$ before and after trimming.
Here, there is less discrimination between the $W+$jets background and the top-quark signal. This is due to the fact that multiple quark and gluon jets in $W$ events can be reconstructed as one $R = 1.0$ anti-$k_t$ jet and mimic the subjettiness signature of the large-$R$ jet containing the hadronic decay products of the top quark. For shape comparisons with figure 35, the background-subtracted plots are also shown.

### 5.3.3 Application of the HEPTopTagger in $t\bar{t}$ events

Basic kinematic distributions for large-$R$ jets before and after applying the HEPTopTagger algorithm, but without any $b$-tagging requirement, are shown in this section. Top-quark candidates in data and simulation are compared after selecting events according to the criteria listed in section 5.3.1. Figure 50 shows the jet mass distributions of C/A jets with $R = 1.5$ and $R = 1.8$ before applying the HEPTopTagger, for jets having $p_T > 200$ GeV. The sample consists of approximately 50% $t\bar{t}$-pair events, with other contributions coming mainly from $W+$jets and $Z+$jets events. A larger contribution from multi-jet events compared to that observed in section 5.3.2 is expected, due to the larger jet radius and lower $p_T$ threshold. The large-$R$ jet mass is generally well described by the simulation.
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**Figure 49.** \( N \)-subjettiness \( \tau_{32} \) for leading-\( p_T \) anti-\( k_t \) jets with \( R = 1.0 \) for (a) ungroomed jets with \( R = 1.0 \) and (b) trimmed jets (\( f_{\text{cut}} = 0.05 \) and \( R_{\text{sub}} = 0.3 \)). The background-subtracted distributions for ungroomed jets and trimmed jets are also shown in (c) and (d), respectively.

ATLAS C/A LCW jets with \( R=1.5 \)

C/A LCW jets with \( R=1.8 \)

\( L dt = 4.7 \text{ fb}^{-1}, \sqrt{s} = 7 \text{ TeV} \)

\( \tau_{32} \)subjettiness

Events / 8 GeV

0 100 200 300 400 500 600

Events / 8 GeV

0 100 200 300 400 500 600

Events / 8 GeV

0 100 200 300 400 500 600

Events / 8 GeV

0 100 200 300 400 500 600

Events / 8 GeV

(a) \( R = 1.5 \)

(b) \( R = 1.8 \)

**Figure 50.** Mass distribution for C/A jets with (a) \( R = 1.5 \) and (b) \( R = 1.8 \) before running the HEPTopTagger.
Figure 51 shows the top-candidate mass distribution after applying the HEPTopTagger with four different filtering and large-$R$ jet configurations (see table 2 for details). For all settings, the top-mass peak shape is generally well described by MC simulation and a relatively pure $t\bar{t}$ selection is obtained for top-quark candidate masses above 120 GeV.

Figure 51. Top candidate mass distribution after the HEPTopTagger procedure (before applying a $m_t$ window). The distance parameter for large-$R$ jet finding is $R = 1.5$ in (a), (c), and (d), and $R = 1.8$ in (b). Distributions (a) and (b) use the default filtering settings, whereas (c) and (d) have been optimized for high purity and high signal efficiency, respectively.

The good agreement between data and simulation both before and after applying the HEPTopTagger shows that the exploited substructure is modelled well, even for jets with a very large radius.

Figure 52 shows the variables used in the requirements imposed by the HEPTopTagger on the subjet mass ratios, defined in eq. (1.6) and eq. (1.7). For example in figure 52(b), if the sub-leading $p_T$ and the sub-sub-leading $p_T$ subjets are the decay products of a $W$ boson then $m_{23}/m_{123}$ peaks at $m_W/m_t \sim 0.46$. The $m_W$ distribution in figure 52(c) is obtained by taking the subjet pair with the invariant mass closest to the true $m_W$, which also influences the shapes of the background distributions. All distributions are well modelled.
by the simulation.

The efficiency of the HEPTopTagger is measured as a function of the transverse momentum of the generated top quark, and is the product of the large-\(R\) jet finding efficiency and the efficiency to tag the jet correctly: \(\varepsilon(\text{total}) = \varepsilon(\text{large-}\!R\!\text{ jet}) \cdot \varepsilon(\text{tag})\). Figure 53 shows \(\varepsilon(\text{total})\) for four different filtering configurations of the HEPTopTagger as a function of the generator-level true top-quark \(p_T\) for the \(t\bar{t}\) MC sample. The efficiency for the default settings is 20% at 250 GeV and reaches a plateau of 40% at 500 GeV. Below 400 GeV the efficiency can be improved by 5% by using a larger radius parameter of \(R = 1.8\). The maximum efficiency for the tight filtering settings is 30%.

The fake efficiency, shown in figure 54(a), is defined in exactly the same way but is evaluated using the PYTHIA inclusive jet sample. The \(p_T\) of the leading-\(p_T\) anti-\(k_t\) jet with \(R = 0.4\) has been chosen to compute the efficiency as it provides a measure for the energy available in the event and is easily comparable between different tagging
**Figure 53.** Tagging efficiency per top quark as a function of the generator-level top-quark $p_T$ for various filtering settings of the HEPTopTagger, evaluated using the semileptonic $t\bar{t}$ MC sample.

(a) Efficiency as a function of anti-$k_t$, $R = 0.4$ jet $p_T$ with various taggers.  
(b) Efficiency as a function $p_T$ for top-jet candidates.

**Figure 54.** (a) Per-event fake efficiency as a function of the leading-$p_T^{\text{jet}}$ anti-$k_t$ $R = 0.4$ jet $p_T$ in the event for different filtering settings, measured using the dijet MC sample and (b) a comparison of the per-jet fake efficiency between the dijet sample (PYTHIA) and the $W \rightarrow q\bar{q}$ sample (HERWIG+JIMMY) taken from $t\bar{t}$ events, both using the default filtering.

approaches. The fake efficiency shows a sharp turn-on around 200 GeV with efficiencies below 0.5% below and a plateau of 4% (2.5%) for the default and loose (tight) filtering settings.
Figure 54(b) shows the fake tagging efficiency as a function of the top-jet $p_T$ in a multi-jet background sample and for events with a hadronically decaying $W$ boson. The fake efficiency rises sharply at 300 GeV and reaches a plateau of 2.5% at a large-$R$ jet $p_T$ of 400 GeV.

The efficiency of the HEPTopTagger to select jets from boosted top quarks can be increased by varying the filtering parameters. Since this also increases the fake efficiency, the optimal working-point depends on the analysis in question.

6 Conclusions

It has been demonstrated experimentally in this paper that jet grooming algorithms can improve the identification of Lorentz-boosted physics objects that decay to jets, as well as increase sensitivity to several new physics processes. The performance of large-$R$ jets is improved overall, and the dependence on pile-up and the underlying event is reduced.

Jet mass calibrations have been derived in simulation for various large-$R$ jet algorithms, subjets, as well as for jets with grooming applied. These have been validated for boosted $W$ bosons in $t\bar{t}$ events and using calorimeter-jet versus track-jet double ratios. Uncertainties on the jet energy scale and the jet mass scale have been provided over a wide range of large-$R$ jet momentum.

The mass distributions observed in data for large-$R$ jets in the inclusive jet sample, before and after grooming, are well reproduced by the ATLAS simulation, especially using the POWHEG NLO generator. The substructure variables presented here also show good agreement between data and simulation, typically within 5% for key observables for modern NLO plus parton shower Monte Carlo programs such as POWHEG+PYTHIA, as well as for the LO MC program HERWIG++.

The parameters of trimmed, pruned and mass-drop filtered jet algorithms have been optimized for searches and precision Standard Model measurements using various performance measures. Among the configurations tested here, the trimming algorithm exhibits better performance than the pruning algorithm, with superior mass resolution and reduced dependence on pile-up. In particular, the anti-$k_t$ algorithm with $R = 1.0$ and trimming parameters $f_{cut} = 0.05$ and $R_{sub} = 0.3$ is recommended for boosted top physics analyses, where a minimum $p_T$ requirement of 200 GeV is typical. It is important to note, though, that only the $k_t$-pruning for large-$R$ ($R = 1.0$) jets has been tested in this work, and that future studies should expand the comparisons to include the C/A-pruning as well. Additionally, C/A jets with $R = 1.2$ using the mass-drop filtering parameter $\mu_{trac} = 0.67$ are recommended for boosted two-pronged analyses such as $H \rightarrow b\bar{b}$ or searches using $W \rightarrow q\bar{q}$.

The benefit of using these grooming algorithms along with substructure variables has been demonstrated in top-tagging studies, where the efficiency of finding a boosted top quark for a given background jet mis-tag rate is greatly increased after grooming is applied due to the improved mass resolution. Grooming has been shown to leave the boosted signal mass peak relatively unaffected while systematically shifting the light-quark and gluon jet background lower in mass, thus increasing the discrimination of signal from background.
The HEPTopTagger has been demonstrated to be a robust and versatile tool to reconstruct hadronically-decaying top quarks in the presence of the underlying event and pile-up, using jet grooming and substructure techniques. A comparison to data shows that the algorithm is well modelled by the simulations. The HEPTopTagger performance (efficiency, rejection, mass resolution) can be optimized for a given analysis by varying the algorithm parameters.

From the studies presented here, groomed jets and substructure variables are ready to be used in further ATLAS physics analyses. These techniques will become extremely beneficial tools in upcoming searches for boosted physics objects in supersymmetric and exotic models, measurements of boosted Higgs topologies, and in detailed precision Standard Model measurements of QCD and electroweak processes with jets and boosted hadronic objects.
Acknowledgments

We thank CERN for the very successful operation of the LHC, as well as the support staff from our institutions without whom ATLAS could not be operated efficiently.

We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWF and FWF, Austria; ANAS, Azerbaijan; SSTC, Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia; MSMT CR, MPO CR and VSC CR, Czech Republic; DNRF, DNSRC and Lundbeck Foundation, Denmark; EPLANET, ERC and NSRF, European Union; IN2P3-CNRS, CEA-DSM/IRFU, France; GNSF, Georgia; BMBF, DFG, HGF, MPG and AvH Foundation, Germany; GSRT and NSRF, Greece; ISF, MINERVA, GIF, DIP and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; FOM and NWO, Netherlands; BRF and RCN, Norway; MNiSW, Poland; GRICES and FCT, Portugal; MERSYS (MECTS), Romania; MES of Russia and ROSATOM, Russian Federation; JINR; MSTD, Serbia; MSSR, Slovakia; ARRS and MIZŠ, Slovenia; DST/NRF, South Africa; MICINN, Spain; SRC and Wallenberg Foundation, Sweden; SER, SNSF and Cantons of Bern and Geneva, Switzerland; NSC, Taiwan; TAEK, Turkey; STFC, the Royal Society and Leverhulme Trust, United Kingdom; DOE and NSF, United States of America.

The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from CERN and the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL (USA) and in the Tier-2 facilities worldwide.
References


– 69 –


http://cdsweb.cern.ch/record/1369219.


[91] ATLAS Collaboration, A search for \(t\bar{t}\) resonances in the lepton plus jets final state with ATLAS using 4.7 \(\text{fb}^{-1}\) of pp collisions at \(\sqrt{s} = 7\) TeV, arXiv:1305.2756 [hep-ex].

The ATLAS Collaboration

G. Aad48, T. Abajyan21, B. Abbott112, J. Abdallah12, S. Abdel Khalek116,
A.A. Abdelalim19, O. Abdinov11, R. Aben106, B. Abi113, M. Abolins89, O.S. AbouZeid159,
H. Abramowicz154, H. Abreu137, Y. Abelaiti147a, B.S. Acharya165a,65b,a,
S. Afesky23, J.A. Aguilar-Saavedra125b,b, M. Agustoni17, S.P. Ahlen22, F. Ahles48,
A. Ahmad149, M. Ahsan41, G. Aielli134a,134b, T.P.A. Åkesson80, G. Akimoto156,
A.V. Akimov95, M.A. Alam76, J. Albert170, S. Albrand55, M. Alekseev30,
I.N. Aleksandrov64, F. Alessandria90a, C. Alexa26a, G. Alexander154, G. Alexandre49,
T. Alexopoulos10, M. Althoer165a,165c, M. Aliev, G. Alliott90a, J. Alison31,
B.M.M. Albrooke18, L.J. Allison71, P.P. Allport73, S.E. Allwood-Spiers53, J. Almond83,
A. Aloisio103a,103b, R. Alonso173, A. Alonso30, F. Alonso70, A. Altzheimer35,
B. Alvarez Gonzalez39, M.G. Alviggi103a,103b, K. Amako65, Y. Amaral Continho24a,
C. Amelung23, V.V. Ammosov129,a, S.P. Amor Dos Santos25a, A. Amorim125a,c,
S. Amoroso48, N. Amram154, C. Anastopoulos30, L.S. Ancu17, N. Andari90, T. Andeen35,
C.F. Anders58b, G. Anders58a, K.J. Andersen31, A. Andreassen90a,90b, V. Andreasi58a,
X.S. Anduaga70, S. Angelidakis9, P. Anger44, A. Angerami35, F. Anghinolfi30,
A.V. Anischenkov108, N. Anjos125a, A. Annovi47, A. Antonaki9, M. Antonelli47,
A. Antonov97, J. Antos145b, F. Anulli133a, M. Aoki102, L. Aperio Bella18, R. Apolle119,d,
S. Argyropoulos42, E. Arik19a,e, M. Arik19a, A.J. Armbuster88, O. Arnaez82, V. Arnaiz81,
A. Artamonov96, G. Artoun133a,133b, D. Arutinov24, S. Asai156, N. Ashab194, S. Ask28,
B. Åsman147a,147b, L. Asquith6, K. Assamagan95, R. Astalos145a, A. Astbury170,
M. Atkinson166, B. Auerbach6, E. Auge116, K. Augusten127, M. Aurousseau146b,
G. Avolio30, D. Axen169, G. Azuelos84e, Y. Azuma156, M.A. Baak30, G. Baccaglioni90a,
C. Bacci135a,135b, A.M. Bach15, H. Bachacou137, K. Bachas155, M. Backes19,
M. Backhaus31, J. Backus Mayes144, E. Badescu26a, P. Bagiacci133a,133b,
P. Bagnaia133a,133b, Y. Bai33a, D.C. Bailey159, T. Bain35, J.T. Barnes130, O.K. Baker177,
D. Banfi30, A. Bangert151, V. Bansal170, H.S. Bansil18, L. Barak173, S.P. Baranov95,
T. Barber48, E.L. Barberio87, D. Barberis50a,50b, M. Barbero84, D.Y. Bardin64,
T. Barillari100, M. Barisonzi176, T. Barklow144, N. Barlow28, B.M. Barnett130,
R.M. Barnett15, A. Baroncelli135a, G. Barone49, A.J. Bart119, F. Barreiro81,
J. Barreiro Guimarães da Costa57, R. Bartoldus144, A.E. Barton71, V. Bartsch150,
A. Basye166, R.L. Bates53, L. Batkova145a, J.R. Batley28, A. Battaglia17, M. Battistin30,
F. Bauer137, H.S. Bawa144f, S. Beale99, T. Beaul99, P.H. Beauchemin162, R. Beckerle50a,
P. Bechtel21, H.P. Beck17, K. Becker176, S. Becker99, M. Beckingham139, K.H. Becks176,
A.J. Beddall19c, A. Beddall19c, S. Bedikan177, V.A. Bednyakov94, C.P. Bee84,
L.J. Beemster106, T.A. Beermann176, M. Begel25, C. Belanger-Champagne86, P.J. Bell49,
W.H. Bell49, G. Bella154, L. Bellagamba20a, A. Bellerive29, M. Bellomo30, A. Belloni57,
O.L. Beloborodova108g, K. Belotskiy97, O. Beltramello30, O. Benary154,
D. Benchekhroun136a, K. Bendt147a,147b, N. Benekos166, Y. Benhammou154,
3 Department of Physics, University of Alberta, Edmonton AB, Canada
4 (a) Department of Physics, Ankara University, Ankara; (b) Department of Physics, Gazi University, Ankara; (c) Division of Physics, TOBB University of Economics and Technology, Ankara; (d) Turkish Atomic Energy Authority, Ankara, Turkey
5 LAPP, CNRS/IN2P3 and Université de Savoie, Annecy-le-Vieux, France
6 High Energy Physics Division, Argonne National Laboratory, Argonne IL, United States of America
7 Department of Physics, University of Arizona, Tucson AZ, United States of America
8 Department of Physics, The University of Texas at Arlington, Arlington TX, United States of America
9 Physics Department, University of Athens, Athens, Greece
10 Physics Department, National Technical University of Athens, Zografou, Greece
11 Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
12 Institut de Física d’Altes Energies and Departament de Física de la Universitat Autònoma de Barcelona and ICREA, Barcelona, Spain
13 (a) Institute of Physics, University of Belgrade, Belgrade; (b) Vinca Institute of Nuclear Sciences, University of Belgrade, Belgrade, Serbia
14 Department for Physics and Technology, University of Bergen, Bergen, Norway
15 Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley CA, United States of America
16 Department of Physics, Humboldt University, Berlin, Germany
17 Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern, Bern, Switzerland
18 School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
19 (a) Department of Physics, Bogazici University, Istanbul; (b) Department of Physics, Dogus University, Istanbul; (c) Department of Physics Engineering, Gaziantep University, Gaziantep, Turkey
20 (a) INFN Sezione di Bologna; (b) Dipartimento di Fisica e Astronomia, Università di Bologna, Bologna, Italy
21 Physikalisches Institut, University of Bonn, Bonn, Germany
22 Department of Physics, Boston University, Boston MA, United States of America
23 Department of Physics, Brandeis University, Waltham MA, United States of America
24 (a) Universidade Federal do Rio De Janeiro COPPE/EE/IF, Rio de Janeiro; (b) Federal University of Juiz de Fora (UFJF), Juiz de Fora; (c) Federal University of Sao Joao del Rei (UFSJ), Sao Joao del Rei; (d) Instituto de Física, Universidade de Sao Paulo, Sao Paulo, Brazil
25 Physics Department, Brookhaven National Laboratory, Upton NY, United States of America
26 (a) National Institute of Physics and Nuclear Engineering, Bucharest; (b) University Politehnica Bucharest, Bucharest; (c) West University in Timisoara, Timisoara, Romania
27 Departamento de Física, Universidad de Buenos Aires, Buenos Aires, Argentina
28 Cavendish Laboratory, University of Cambridge, Cambridge, United Kingdom
29 Department of Physics, Carleton University, Ottawa ON, Canada
30 CERN, Geneva, Switzerland
31 Enrico Fermi Institute, University of Chicago, Chicago IL, United States of America
32 (a) Departamento de Física, Pontificia Universidad Católica de Chile, Santiago; (b) Departamento de Física, Universidad Técnica Federico Santa María, Valparaíso, Chile
33 (a) Institute of High Energy Physics, Chinese Academy of Sciences, Beijing; (b) Department of Modern Physics, University of Science and Technology of China, Anhui; (c) Department of Physics, Nanjing University, Jiangsu; (d) School of Physics, Shandong University, Shandong; (e) Physics Department, Shanghai Jiao Tong University, Shanghai, China
34 Laboratoire de Physique Corpusculaire, Clermont Université and Université Blaise Pascal and CNRS/IN2P3, Clermont-Ferrand, France
35 Nevis Laboratory, Columbia University, Irvington NY, United States of America
36 Niels Bohr Institute, University of Copenhagen, Kobenhavn, Denmark
37 (a) INFN Gruppo Collegato di Cosenza; (b) Dipartimento di Fisica, Università della Calabria, Rende, Italy
38 (a) AGH University of Science and Technology, Faculty of Physics and Applied Computer Science, Krakow; (b) Marian Smoluchowski Institute of Physics, Jagiellonian University, Krakow, Poland
39 The Henryk Niewodniczanski Institute of Nuclear Physics, Polish Academy of Sciences, Krakow, Poland
40 Physics Department, Southern Methodist University, Dallas TX, United States of America
41 Physics Department, University of Texas at Dallas, Richardson TX, United States of America
42 DESY, Hamburg and Zeuthen, Germany
43 Institut für Experimentelle Physik IV, Technische Universität Dortmund, Dortmund, Germany
44 Institut für Kern- und Teilchenphysik, Technical University Dresden, Dresden, Germany
45 Department of Physics, Duke University, Durham NC, United States of America
46 SUPA - School of Physics and Astronomy, University of Edinburgh, Edinburgh, United Kingdom
47 INFN Laboratori Nazionali di Frascati, Frascati, Italy
48 Fakultät für Mathematik und Physik, Albert-Ludwigs-Universität, Freiburg, Germany
49 Section de Physique, Université de Genève, Geneva, Switzerland
50 (a) INFN Sezione di Genova; (b) Dipartimento di Fisica, Università di Genova, Genova, Italy
51 (a) E. Andronikashvili Institute of Physics, Iv. Javakhishvili Tbilisi State University, Tbilisi; (b) High Energy Physics Institute, Tbilisi State University, Tbilisi, Georgia
52 II Physikalisches Institut, Justus-Liebig-Universität Giessen, Giessen, Germany
53 SUPA - School of Physics and Astronomy, University of Glasgow, Glasgow, United Kingdom
II Physikalisches Institut, Georg-August-Universität, Göttingen, Germany
Laboratoire de Physique Subatomique et de Cosmologie, Université Joseph Fourier and CNRS/IN2P3 and Institut National Polytechnique de Grenoble, Grenoble, France
Department of Physics, Hampton University, Hampton VA, United States of America
Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge MA, United States of America
(a) Kirchhoff-Institut für Physik, Ruprecht-Karls-Universität Heidelberg, Heidelberg;
(b) Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg, Heidelberg; (c) ZITI Institut für technische Informatik, Ruprecht-Karls-Universität Heidelberg, Mannheim, Germany
Faculty of Applied Information Science, Hiroshima Institute of Technology, Hiroshima, Japan
Department of Physics, Indiana University, Bloomington IN, United States of America
Institut für Astro- und Teilchenphysik, Leopold-Franzens-Universität, Innsbruck, Austria
University of Iowa, Iowa City IA, United States of America
Department of Physics and Astronomy, Iowa State University, Ames IA, United States of America
Joint Institute for Nuclear Research, JINR Dubna, Dubna, Russia
KEK, High Energy Accelerator Research Organization, Tsukuba, Japan
Graduate School of Science, Kobe University, Kobe, Japan
Faculty of Science, Kyoto University, Kyoto, Japan
Kyoto University of Education, Kyoto, Japan
Department of Physics, Kyushu University, Fukuoka, Japan
Instituto de Física La Plata, Universidad Nacional de La Plata and CONICET, La Plata, Argentina
Physics Department, Lancaster University, Lancaster, United Kingdom
(a) INFN Sezione di Lecce; (b) Dipartimento di Matematica e Fisica, Università del Salento, Lecce, Italy
Oliver Lodge Laboratory, University of Liverpool, Liverpool, United Kingdom
Department of Physics, Jožef Stefan Institute and University of Ljubljana, Ljubljana, Slovenia
School of Physics and Astronomy, Queen Mary University of London, London, United Kingdom
Department of Physics, Royal Holloway University of London, Surrey, United Kingdom
Department of Physics and Astronomy, University College London, London, United Kingdom
Louisiana Tech University, Ruston LA, United States of America
Laboratoire de Physique Nucléaire et de Hautes Energies, UPMC and Université Paris-Diderot and CNRS/IN2P3, Paris, France
Fysiska institutionen, Lunds universitet, Lund, Sweden
Departamento de Física Teorica C-15, Universidad Autonoma de Madrid, Madrid, Spain
82 Institut für Physik, Universität Mainz, Mainz, Germany
83 School of Physics and Astronomy, University of Manchester, Manchester, United Kingdom
84 CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France
85 Department of Physics, University of Massachusetts, Amherst MA, United States of America
86 Department of Physics, McGill University, Montreal QC, Canada
87 School of Physics, University of Melbourne, Victoria, Australia
88 Department of Physics, The University of Michigan, Ann Arbor MI, United States of America
89 Department of Physics and Astronomy, Michigan State University, East Lansing MI, United States of America
90 (a) INFN Sezione di Milano; (b) Dipartimento di Fisica, Università di Milano, Milano, Italy
91 B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Republic of Belarus
92 National Scientific and Educational Centre for Particle and High Energy Physics, Minsk, Republic of Belarus
93 Department of Physics, Massachusetts Institute of Technology, Cambridge MA, United States of America
94 Group of Particle Physics, University of Montreal, Montreal QC, Canada
95 P.N. Lebedev Institute of Physics, Academy of Sciences, Moscow, Russia
96 Institute for Theoretical and Experimental Physics (ITEP), Moscow, Russia
97 Moscow Engineering and Physics Institute (MEPhI), Moscow, Russia
98 D.V. Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow, Russia
99 Fakultät für Physik, Ludwig-Maximilians-Universität München, München, Germany
100 Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), München, Germany
101 Nagasaki Institute of Applied Science, Nagasaki, Japan
102 Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan
103 (a) INFN Sezione di Napoli; (b) Dipartimento di Scienze Fisiche, Università di Napoli, Napoli, Italy
104 Department of Physics and Astronomy, University of New Mexico, Albuquerque NM, United States of America
105 Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen, Netherlands
106 Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam, Netherlands
107 Department of Physics, Northern Illinois University, DeKalb IL, United States of America
108 Budker Institute of Nuclear Physics, SB RAS, Novosibirsk, Russia
109 Department of Physics, New York University, New York NY, United States of America
Ohio State University, Columbus OH, United States of America

Faculty of Science, Okayama University, Okayama, Japan

Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK, United States of America

Department of Physics, Oklahoma State University, Stillwater OK, United States of America

Palacký University, RCPTM, Olomouc, Czech Republic

Center for High Energy Physics, University of Oregon, Eugene OR, United States of America

LAL, Université Paris-Sud and CNRS/IN2P3, Orsay, France

Graduate School of Science, Osaka University, Osaka, Japan

Department of Physics, University of Oslo, Oslo, Norway

Institute of Physics, Academy of Sciences of the Czech Republic, Praha, Czech Republic

Department of Physics, University of Pittsburgh, Pittsburgh PA, United States of America

INFN Sezione di Pavia; Dipartimento di Fisica, Università di Pavia, Pavia, Italy

Department of Physics, University of Pennsylvania, Philadelphia PA, United States of America

(a) INFN Sezione di Roma I; Dipartimento di Fisica, Università La Sapienza, Roma, Italy

Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh PA, United States of America

Laboratorio de Instrumentação e Física Experimental de Partículas - LIP, Lisboa, Portugal; Departamento de Física Teórica y del Cosmos and CAFPE, Universidad de Granada, Granada, Spain

Institute of Physics, Academy of Sciences of the Czech Republic, Praha, Czech Republic

Czech Technical University in Prague, Praha, Czech Republic

Faculty of Mathematics and Physics, Charles University in Prague, Praha, Czech Republic

State Research Center Institute for High Energy Physics, Protvino, Russia

Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom

Physics Department, University of Regina, Regina SK, Canada

Ritsumeikan University, Kusatsu, Shiga, Japan

(a) INFN Sezione di Roma I; Dipartimento di Fisica, Università La Sapienza, Roma, Italy

(a) INFN Sezione di Roma Tor Vergata; Dipartimento di Fisica, Università di Roma Tor Vergata, Roma, Italy

(a) INFN Sezione di Roma Tre; Dipartimento di Matematica e Fisica, Università Roma Tre, Roma, Italy

(a) Faculté des Sciences Ain Chock, Réseau Universitaire de Physique des Hautes Energies - Université Hassan II, Casablanca; (b) Centre National de l’Energie des Sciences Techniques Nucléaires, Rabat; (c) Faculté des Sciences Semlalia, Université Cadi Ayyad,
LPHEA-Marrakech; (d) Faculté des Sciences, Université Mohamed Premier and LPTPM, Oujda; (e) Faculté des sciences, Université Mohammed V-Agdal, Rabat, Morocco
137 DSM/IRFU (Institut de Recherches sur les Lois Fondamentales de l’Univers), CEA Saclay (Commissariat à l’Energie Atomique et aux Energies Alternatives), Gif-sur-Yvette, France
138 Santa Cruz Institute for Particle Physics, University of California Santa Cruz, Santa Cruz CA, United States of America
139 Department of Physics, University of Washington, Seattle WA, United States of America
140 Department of Physics and Astronomy, University of Sheffield, Sheffield, United Kingdom
141 Department of Physics, Shinshu University, Nagano, Japan
142 Fachbereich Physik, Universität Siegen, Siegen, Germany
143 Department of Physics, Simon Fraser University, Burnaby BC, Canada
144 SLAC National Accelerator Laboratory, Stanford CA, United States of America
145 (a) Faculty of Mathematics, Physics & Informatics, Comenius University, Bratislava; (b) Department of Subnuclear Physics, Institute of Experimental Physics of the Slovak Academy of Sciences, Kosice, Slovak Republic
146 (a) Department of Physics, University of Cape Town, Cape Town; (b) Department of Physics, University of Johannesburg, Johannesburg; (c) School of Physics, University of the Witwatersrand, Johannesburg, South Africa
147 (a) Department of Physics, Stockholm University; (b) The Oskar Klein Centre, Stockholm, Sweden
148 Physics Department, Royal Institute of Technology, Stockholm, Sweden
149 Departments of Physics & Astronomy and Chemistry, Stony Brook University, Stony Brook NY, United States of America
150 Department of Physics and Astronomy, University of Sussex, Brighton, United Kingdom
151 School of Physics, University of Sydney, Sydney, Australia
152 Institute of Physics, Academia Sinica, Taipei, Taiwan
153 Department of Physics, Technion: Israel Institute of Technology, Haifa, Israel
154 Raymond and Beverly Sackler School of Physics and Astronomy, Tel Aviv University, Tel Aviv, Israel
155 Department of Physics, Aristotle University of Thessaloniki, Thessaloniki, Greece
156 International Center for Elementary Particle Physics and Department of Physics, The University of Tokyo, Tokyo, Japan
157 Graduate School of Science and Technology, Tokyo Metropolitan University, Tokyo, Japan
158 Department of Physics, Tokyo Institute of Technology, Tokyo, Japan
159 Department of Physics, University of Toronto, Toronto ON, Canada
160 (a) TRIUMF, Vancouver BC; (b) Department of Physics and Astronomy, York University, Toronto ON, Canada
161 Faculty of Pure and Applied Sciences, University of Tsukuba, Tsukuba, Japan
Department of Physics and Astronomy, Tufts University, Medford MA, United States of America
Centro de Investigaciones, Universidad Antonio Narino, Bogota, Colombia
Department of Physics and Astronomy, University of California Irvine, Irvine CA, United States of America
\(^{(a)}\) INFN Gruppo Collegato di Udine; \(^{(b)}\) ICTP, Trieste; \(^{(c)}\) Dipartimento di Chimica, Fisica e Ambiente, Università di Udine, Udine, Italy
Department of Physics, University of Illinois, Urbana IL, United States of America
Department of Physics and Astronomy, University of Uppsala, Uppsala, Sweden
Instituto de Física Corpuscular (IFIC) and Departamento de Física Atómica, Molecular y Nuclear and Departamento de Ingeniería Electrónica and Instituto de Microelectrónica de Barcelona (IMB-CN), University of Valencia and CSIC, Valencia, Spain
Department of Physics, University of British Columbia, Vancouver BC, Canada
Department of Physics and Astronomy, University of Victoria, Victoria BC, Canada
Department of Physics, University of Warwick, Coventry, United Kingdom
Waseda University, Tokyo, Japan
Department of Particle Physics, The Weizmann Institute of Science, Rehovot, Israel
Department of Physics, University of Wisconsin, Madison WI, United States of America
Fakultät für Physik und Astronomie, Julius-Maximilians-Universität, Würzburg, Germany
Fachbereich C Physik, Bergische Universität Wuppertal, Wuppertal, Germany
Department of Physics, Yale University, New Haven CT, United States of America
Yerevan Physics Institute, Yerevan, Armenia
Centre de Calcul de l’Institut National de Physique Nucléaire et de Physique des Particules (IN2P3), Villeurbanne, France
\(^{a}\) Also at Department of Physics, King’s College London, London, United Kingdom
\(^{b}\) Also at Laboratorio de Instrumentacao e Fisica Experimental de Particulas - LIP, Lisboa, Portugal
\(^{c}\) Also at Faculdade de Ciencias and CFNUL, Universidade de Lisboa, Lisboa, Portugal
\(^{d}\) Also at Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom
\(^{e}\) Also at TRIUMF, Vancouver BC, Canada
\(^{f}\) Also at Department of Physics, California State University, Fresno CA, United States of America
\(^{g}\) Also at Novosibirsk State University, Novosibirsk, Russia
\(^{h}\) Also at Department of Physics, University of Coimbra, Coimbra, Portugal
\(^{i}\) Also at Università di Napoli Parthenope, Napoli, Italy
\(^{j}\) Also at Institute of Particle Physics (IPP), Canada
\(^{k}\) Also at Department of Physics, Middle East Technical University, Ankara, Turkey
\(^{l}\) Also at Louisiana Tech University, Ruston LA, United States of America
\(^{m}\) Also at Dep Fisica and CEFITEC of Faculdade de Ciencias e Tecnologia, Universidade
Nova de Lisboa, Caparica, Portugal

Also at Department of Physics and Astronomy, Michigan State University, East Lansing MI, United States of America

Also at Department of Financial and Management Engineering, University of the Aegean, Chios, Greece

Also at Department of Physics, University of Cape Town, Cape Town, South Africa

Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan

Also at Institut für Experimentalphysik, Universität Hamburg, Hamburg, Germany

Also at Manhattan College, New York NY, United States of America

Also at CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France

Also at School of Physics and Engineering, Sun Yat-sen University, Guanzhou, China

Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan

Also at Laboratoire de Physique Nucléaire et de Hautes Energies, UPMC and Université Paris-Diderot and CNRS/IN2P3, Paris, France

Also at School of Physical Sciences, National Institute of Science Education and Research, Bhubaneswar, India

Also at Dipartimento di Fisica, Università La Sapienza, Roma, Italy

Also at DSM/IRFU (Institut de Recherches sur les Lois Fondamentales de l’Univers), CEA Saclay (Commissariat à l’Energie Atomique et aux Energies Alternatives), Gif-sur-Yvette, France

Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia

Also at Section de Physique, Université de Genève, Geneva, Switzerland

Also at Departamento de Física, Universidade de Minho, Braga, Portugal

Also at Department of Physics, The University of Texas at Austin, Austin TX, United States of America

Also at Department of Physics and Astronomy, University of South Carolina, Columbia SC, United States of America

Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary

Also at DESY, Hamburg and Zeuthen, Germany

Also at International School for Advanced Studies (SISSA), Trieste, Italy

Also at LAL, Université Paris-Sud and CNRS/IN2P3, Orsay, France

Also at Faculty of Physics, M.V.Lomonosov Moscow State University, Moscow, Russia

Also at Nevis Laboratory, Columbia University, Irvington NY, United States of America

Also at Physics Department, Brookhaven National Laboratory, Upton NY, United States of America

Also at Department of Physics, Oxford University, Oxford, United Kingdom

Also at Discipline of Physics, University of KwaZulu-Natal, Durban, South Africa

* Deceased