Dynamical equilibrium between excitons and trions in CdTe quantum wells in high magnetic fields
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The formation of two-dimensional negatively charged excitons (negative trions) out of excitons and free electrons is found to be determined by a dynamical equilibrium. This dynamical equilibrium consists of a chemical equilibrium, relating the trion, exciton, and electron populations, modified by finite formation and recombination times of (charged) excitons, as is evidenced by a magnetic-field-dependent photoluminescence (PL) and far-infrared study of doped CdTe/CdMgTe quantum wells. The data show that the trion formation is entirely driven by the occupation of the spin-split trion, exciton and electron levels. Incorporation of the proposed trion formation scheme into a rate equation model gives a proper description of the experimental data, leading to values of the formation, recombination, and spin-flip times of trions and excitons that are in good agreement with results of time-resolved experiments in the literature. The model elucidates the effect of the heavy-hole splitting on the polarization degree of the trion PL in a magnetic field and the influence of the dark excitons on the trion formation.
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I. INTRODUCTION

The optical spectrum of undoped semiconductor quantum-well (QW) structures is dominated by excitonic transitions. In the case of a low excess density of electrons \( e \) (or holes \( h \)), a photoexcited exciton \( X \) can capture an extra electron (or hole) to form a negatively \( X^- \) (or positively, \( X^+ \)) charged exciton, or so-called trion. Both \( X^- \) (two electrons bound to one hole) and \( X^+ \) (one electron bound to two holes) lead to an additional peak in the optical spectrum at a slightly lower energy than \( X \). Although Lamberton already predicted the existence of charged excitons in the 1950's,\(^1\) negative trions were only recently identified experimentally by Kheng et al.,\(^2\) utilizing the distinct polarization properties of the trion absorption peak in a magnetic field.

Since this first experimental identification in CdTe-based QW's, negative and positive trions have been observed in other materials as well, such as GaAs- (Refs. 3–5) and ZnSe-based\(^6\) heterostructures. Numerous properties have been investigated, such as the binding energy of singlet and triplet trion states with\(^7–13\) and without\(^14,15\) a magnetic field, the optical spectrum of trions with varying excess carrier density,\(^16\) combined exciton-electron cyclotron resonances,\(^17\) trion localization,\(^18–21\) and trion dynamics on a picosecond time scale.\(^5,22–25\) Time-resolved experiments have shown that the characteristic times (formation times of trions, recombination times of excitons and trions, and spin-flip times) are of the same order of magnitude, irrespective of the material studied.\(^5,23\) As a consequence, it seems reasonable to conclude that in cw experiments a thermodynamic equilibrium between excitons, trions, and electrons is also not established. That is, when the trion recombination time is comparable to the trion formation time, a considerable amount of excitons recombines before forming a trion. The relative intensity of the trion and exciton emission is therefore expected to depend on the ratio between the recombination and formation times, which is often ignored in the analysis of cw experiments.\(^26–29\) In previous studies the trion formation process was described as a chemical equilibrium between the populations of the excitons, trions, and free electrons, independent of the relevant time constants of the system. Furthermore, the contribution of the dark, i.e., nonradiative, exciton states\(^23,30\) is often neglected\(^31–34\) because their direct effect is not evident. Although these states do not appear in the optical spectrum, their contribution to the trion formation process is expected to be equal to that of the bright, radiative exciton states.

In a magnetic field the trion, exciton, and electron energy levels split due to the Zeeman effect. This fact has helped in the identification of trions, since the polarization of the trion absorption was found to follow the known field-dependent electron polarization, as opposed to the regular exciton peak, which is only weakly polarized.\(^2,3\) In magnetophotoluminescence (MPL) measurements the polarization behavior is more complicated to understand, since it also depends on the occupancies of all relevant energy levels, determined by the relative time constants and the (field-induced) splittings of the energy levels in the system. As a consequence, pro-
nounced MPL polarization effects have been observed, and various different explanations have been put forward. In fact, as we will show here, monitoring the polarization of the exciton and trion emission in a magnetic field enables the determination of the relative importance for the trion formation of the factors mentioned above. For instance, the spin-splitting of the singlet trion depends solely on the heavy-hole splitting. By measuring the trion polarization, the role of the heavy-hole splitting can therefore be determined. Furthermore, in a magnetic field the contribution of dark excitons to the trion formation can become significant when a dark exciton state becomes lowest in energy, leading to a large population. By using far-infrared (FIR) radiation that induces changes in the occupancies of the dark and bright exciton states leading to changes in the photoluminescence (PL) emission, the role of the dark exciton states can be made visible.

In this paper we report a comprehensive study of the negatively charged exciton formation process in CdTe/CdMgTe QW’s using cw PL spectroscopy and FIR-based optically detected resonance (ODR) (Refs. 35 and 36) spectroscopy in high magnetic fields. We show that the formation can be described by a dynamical equilibrium, consisting of a chemical equilibrium, modified by finite recombination times and spin-flip times of the excitons and trions. This description resolves the apparent discrepancy between the cw and time-resolved experiments. Moreover, we show that ODR data reveal the importance of the dark, nonradiative exciton states in the trion formation and that the polarization of the trion emission depends on the splitting of the heavy-hole energy levels. We present model calculations that explain the polarization of the trion observed in the magneto-PL data and the ODR data. The values for all relevant time constants are found to be in good agreement with time-resolved experiments, showing that one can develop a consistent and comprehensive physical picture describing both cw and time-resolved experiments.

The paper is organized as follows: after discussing the experimental details in Sec. II, the experimental results are presented in Sec. III. In Sec. IV we analyze the data using a rate equation model that includes the formation scheme proposed in Sec. III. We end with the conclusions in Sec. V.

II. EXPERIMENTAL DETAILS

For our studies we used two 8-nm-wide modulation-doped CdTe/Cd0.7Mg0.3Te single QW structures grown by molecular-beam epitaxy on (100)-oriented GaAs substrates. CdTe exhibits strong excitonic effects, yielding an exciton binding energy of about 10 meV in bulk CdTe. Confinement in the QW increases this value up to about 20 meV resulting in a large trion binding energy of $E_b \sim 3$ meV, as compared to $\sim 1$ meV for GaAs QW’s. The PL spectra only reveal singlet trion states (anti-parallel electron spins) and no triplet trion states (parallel electron spins) in a magnetic field, which simplifies our discussion. The two samples originate from the same wafer grown by a wedged doping technique using iodine as the dopant and differ only in their background electron density. The density of the first sample (sample I) was found to be $n_e = 2 \times 10^{10} \text{ cm}^{-2}$, by measuring the polarization degree of the trion peak in the reflection spectra as a function of the magnetic field. In this sample the density of electrons was always larger than the density of trions ($n_{X^-}$) and excitons ($n_s$) (i.e., $n_e \gg n_{X^-} + n_s$) for the optical excitation conditions used in the experiments. Therefore, there was no restriction in trion formation due to a shortage of electrons. The second sample (sample II) was nominally undoped, but under optical excitation there was a high enough electron density to observe trion emission besides the regular exciton emission. For the PL experiments we used a HeNe laser (nonresonant excitation). Fiber optics was used to guide the laser beam toward the sample and to collect the PL. After passing through a monochromator, the PL was detected by a CCD camera. For the PL excitation (PLE) measurements the monochromator was set at a fixed detection energy on the low-energy side of the trion PL peak, while scanning the wavelength of a Ti:sapphire laser. In this case the PL emission was collected by a cooled GaAs photomultiplier tube. For the measurements in the magnetic field we used a setup which allowed us to perform PL and ODR measurements simultaneously. The sample was placed in the Faraday geometry in a cryostat at a temperature $T = 1.4$ K inside a Bitter magnet, which can produce dc fields up to 17 T. To perform polarized measurements a $\lambda/4$ plate and a polarizer were mounted directly above the sample in the cryostat before the luminescence entered the fiber. The FIR radiation was produced by a methanol-gas-based FIR laser system, which was pumped by a 40-W cw CO$_2$ laser. The FIR laser lines used in the experiment were $\lambda_{\text{FIR}} = 118.8 \mu$m ($P = 10$ mW), $\lambda_{\text{FIR}} = 570 \mu$m ($P = 3$ mW), and $\lambda_{\text{FIR}} = 96.5 \mu$m ($P = 2$ mW). The FIR radiation was guided by oversized waveguide tubes to the backside of the sample, so that the sample could be simultaneously irradiated by the HeNe and FIR laser light. In order to record the ODR signal, i.e., the changes in PL due to the absorption of FIR radiation, the FIR beam was mechanically chopped, while the PL was monitored using a cooled GaAs photomultiplier tube and a lock-in amplifier at the frequency of the chopper. When sweeping the magnetic field, the monochromator was set to follow the PL peak position of the trion or exciton emission, which shifts in a magnetic field. These measurements resulted in four curves (trions and excitons for both $\sigma^+$ and $\sigma^-$ polarizations) as a function of the magnetic field.

III. EXPERIMENTAL RESULTS

A typical PL spectrum of sample I ($n_e = 2 \times 10^{10} \text{ cm}^{-2}$) at $B = 0$ T and $T = 1.4$ K is shown in Fig. 1(a). The spectrum is dominated by a trion emission peak which has a slightly lower energy than a less intense exciton peak. The energy splitting (3.9 meV) between the peaks is roughly given by the sum of the binding energy of the second electron of $X^-$ ($E_b \sim 3.1$ meV) plus the energy needed to set free the second electron into the lowest unoccupied state at the Fermi-energy. The PLE (dotted line in Fig. 1(a)) and the reflection (not shown) spectra also consist of two peaks, with a Stokes shift of 0.6 meV with respect to the PL peaks. The presence of the $X^-$ resonance in PLE and reflection, al-
In terms of a chemical equilibrium: 26 –29 therefore, to a high trion density, and implies that the trion (X\(^-\)) and exciton (X) emission peaks. The dotted line represents the PLE spectrum (detection energy 1.6286 eV). PL spectra at (b) \(B = 6\) T, and (c) \(B = 15\) T showing large changes in trion and exciton emission intensity. The solid spectra represent the \(\sigma^-\) polarized emission, the dotted spectra the \(\sigma^+\) polarized emission.

though weak, confirms its intrinsic origin and other explanations such as impurity related transitions can be ruled out. The relative intensities of the X and X\(^-\) resonances in the PLE spectrum indicate that in this sample the oscillator strength of the exciton is larger than that of the trion. In contrast, the PL emission strongly depends on the occupation of the levels as well. The intense X\(^-\) peak corresponds, therefore, to a high trion density, and implies that the trion formation out of excitons and free electrons is very efficient.

In cw studies the trion formation is frequently described in terms of a chemical equilibrium: 26–29

\[
X + e = X^-. \tag{1}
\]

The densities of trions and excitons are then related according to the well-known law of mass action, 40

\[
\frac{n_X n_e}{n_{X^-}} = \frac{k_B T m_e m_X}{2 \pi h^2 m_{X^-}} \exp[-E_b/k_B T], \tag{2}
\]

where \(m_i\) denotes the effective mass of electrons (\(m_e = 0.11 m_0\)), excitons (\(m_X = 0.59 m_0\)), and trions (\(m_{X^-} = 0.70 m_0\)), in which \(m_0\) is the electron rest mass. When \(n_X, n_X^- \ll n_e\), which is our experimental case, this law implies that at a fixed temperature the ratio \(n_X/n_{X^-}\) is given by \(n_e\) and the fixed parameters \(m_i\) and \(E_b\). With increasing \(n_e\), the number of trions increases, as is expected and which is experimentally observed. 28,29,35 For \(n_e = 2 \times 10^{10} \text{ cm}^{-2}\) (sample I) and at low temperatures (\(T < 5\) K) this equation predicts a dominating trion population, while the exciton population is virtually zero. Our observation of a nonzero exciton PL peak clearly shows the presence of an exciton population 41 [see Fig. 1(a)], indicating that this system does not reach a state of chemical equilibrium nor a state of thermal equilibrium for which the same arguments hold. The observation of exciton emission suggests that the trion formation rate is in direct competition with the exciton recombinations such as impurity related transitions can be ruled out. The relative intensities of the X and X\(^-\) resonances in the PLE spectrum indicate that in this sample the oscillator strength of the exciton is larger than that of the trion. In contrast, the PL emission strongly depends on the occupation of the levels as well. The intense X\(^-\) peak corresponds, therefore, to a high trion density, and implies that the trion formation out of excitons and free electrons is very efficient.

In cw studies the trion formation is frequently described in terms of a chemical equilibrium: 26–29

\[
X + e = X^- . \tag{1}
\]

The densities of trions and excitons are then related according to the well-known law of mass action, 40

\[
\frac{n_X n_e}{n_{X^-}} = \frac{k_B T m_e m_X}{2 \pi h^2 m_{X^-}} \exp[-E_b/k_B T], \tag{2}
\]

where \(m_i\) denotes the effective mass of electrons (\(m_e = 0.11 m_0\)), excitons (\(m_X = 0.59 m_0\)), and trions (\(m_{X^-} = 0.70 m_0\)), in which \(m_0\) is the electron rest mass. When \(n_X, n_X^- \ll n_e\), which is our experimental case, this law implies that at a fixed temperature the ratio \(n_X/n_{X^-}\) is given by \(n_e\) and the fixed parameters \(m_i\) and \(E_b\). With increasing \(n_e\), the number of trions increases, as is expected and which is experimentally observed. 28,29,35 For \(n_e = 2 \times 10^{10} \text{ cm}^{-2}\) (sample I) and at low temperatures (\(T < 5\) K) this equation predicts a dominating trion population, while the exciton population is virtually zero. Our observation of a nonzero exciton PL peak clearly shows the presence of an exciton population 41 [see Fig. 1(a)], indicating that this system does not reach a state of chemical equilibrium nor a state of thermal equilibrium for which the same arguments hold. The observation of exciton emission suggests that the trion formation rate is in direct competition with the exciton recombinantation rate as a consequence of the fact that the characteristic times are of the same order of magnitude, 5,23 i.e., that part of the excitons recombine before forming a trion.

**A. PL measurements in magnetic fields**

When a magnetic field is applied to the system the energy levels of the electrons, excitons and trions split due to the Zeeman effect, leading to large changes in the trion and exciton PL intensities (Fig. 1). 8,22,31,32 The PL spectra show two main effects [compare Figs. 1(a), 1(b), and 1(c) at \(B = 0\), 6, and 15 T]: (1) For low magnetic fields (\(B = 6\) T) the \(\sigma^+\)-polarized trion emission intensity (\(I_X^-\)) is stronger than the \(\sigma^-\)-polarized trion emission intensity (\(I_X^\sigma^-\)), while at high magnetic fields (\(B = 15\) T) the situation is reversed. The exciton emission becomes strongly \(\sigma^-\) polarized in a magnetic field (\(I_X^\sigma^- > I_X^\sigma^+\)). A similar trion polarization is also observed in a similar CdTe sample 31 containing a background electron density of \(n_e = 8 \times 10^{10} \text{ cm}^{-2}\) and has also been reported for modulation doped CdTe/CdZnTe quantum wells. 42 (2) The total exciton emission intensity (\(I_X^- + I_X^\sigma^+\)) increases in a magnetic field at the expense of the trion emission (\(I_X^- = I_X^\sigma^- + I_X^\sigma^+\)), as can be readily seen in Fig. 2(a), which displays \(I_X/I_X^-\), indicating that the magnetic field reduces the efficiency of trion formation.

The polarization behavior of the trions and excitons is clearly seen by plotting the polarization degree \(P = (I_X^- - I_X^\sigma^-)/(I_X^- + I_X^\sigma^+)\) [Fig. 2(b)]. The trion \(P\) is positive at low fields and changes sign at \(B = 12\) T, while the exciton \(P\) becomes increasingly negative with increasing magnetic field. To show the strong influence of the electron concentra-

![FIG. 1. (a) Typical PL spectrum (solid line) at \(B = 0\) T and \(T = 1.4\) K of the 8-nm-thick CdTe/Cd$_{0.5}$Mg$_{0.4}$Te single QW with \(n_e = 2 \times 10^{10} \text{ cm}^{-2}\) (sample I), which shows the trion (X\(^-\)) and exciton (X) emission peaks. The dotted line represents the PLE spectrum (detection energy 1.6286 eV). PL spectra at (b) \(B = 6\) T, and (c) \(B = 15\) T showing large changes in trion and exciton emission intensity. The solid spectra represent the \(\sigma^-\) polarized emission, the dotted spectra the \(\sigma^+\) polarized emission.](image1)

![FIG. 2. (a) The intensity ratio \((I_X^- + I_X^\sigma^+)/(I_X^- + I_X^\sigma^-)\), which increases in a magnetic field. (b) The polarization degree \(P = (I_X^- - I_X^\sigma^-)/(I_X^- + I_X^\sigma^+)\) of the trions (solid symbols) and excitons (open symbols) at \(T = 1.4\) K for sample I with \(n_e = 2 \times 10^{10} \text{ cm}^{-2}\) (circles) as a function of the magnetic field showing a change of sign in the trion polarization at \(B = 12\) T. The polarization degree of sample II (nominally undoped, triangles) is also plotted, showing the large influence of the electron concentration on the formation process.](image2)
tron on the formation process, we have also plotted $\mathcal{P}$ of sample II in Fig. 2(b) (triangles). The positive $\mathcal{P}$ for the trion PL is absent for this sample, while the exciton PL is still negatively polarized although much less pronounced.

To explain the observed PL emission, the energy levels of the exciton and trion states and the allowed (singlet) trion formation processes need to be considered (Fig. 3). The spin states of the electrons ($e$) and holes ($h$) that build up the excitons and trions are denoted by arrows: $\uparrow$ for spin up and $\downarrow$ for spin down. Besides the exciton and trion levels which appear in the PL spectrum, the diagram shows the dark, non-radiative excitons ($X_{-2}$ and $X_{-1}$), which do not appear in the spectrum but are expected to contribute to the trion formation. The exciton splitting is determined by the electron as well as the heavy-hole splitting. In contrast, the trion splitting depends only on the heavy-hole splitting, since both electron spins are present in a singlet trion. Unfortunately, the trion splitting cannot be directly deduced from the PL spectrum, because the electron splitting also contributes to the energy difference of the PL peaks [see Fig. 4(a)], as the two-dimensional electron-gas (2DEG) electron is the final state after recombination of $X^-$. However, since the electron splitting in our samples is accurately measured [$g_e = -1.46$ (Ref. 43)], the heavy-hole splitting can be deduced by subtracting the electron splitting [dashed line in Fig. 4(b)] from the measured trion splitting. The open symbols in Fig. 4(b) show the resulting heavy-hole splitting. Note that the hole spin splitting is very small and negative for low fields ($B < 10$ T) and changes sign with increasing field. This procedure enables the construction of the complete scheme of all field dependent energy levels displayed in Fig. 3 (see Sec. IV A).

The observed increase of the exciton emission relative to the trion emission in a magnetic field [see Fig. 2(a)] is qualitatively explained by considering the effect of the polarization of the electrons and excitons in a magnetic field [Fig. 3(b)]. The two lower exciton levels, which become most populated in a magnetic field (small arrow down), both need an $e^\downarrow$ to form a trion. But the magnetic field depopulates this electron level $e^\downarrow$ (small arrow up), leading to a reduced probability of trion formation for both $X_{e^-}$ and $X_{e^+}$, which results in an increase of the exciton population relative to the trion population.

A comprehensive explanation of the behavior of the trion polarization in the whole range of magnetic fields is more difficult and requires an analysis in terms of a rate equation model including the energy positions as well as the occupancies of the energy levels and the relevant time constants in the system. Before we will perform such an analysis, we will present complementary experimental data obtained by an optically detected resonance technique (ODR).\textsuperscript{35,36}

**B. Optically detected resonance (ODR)**

The ODR technique detects changes in the PL emission, which are directly related to changes in the occupancies of the exciton, trion, and electron levels that are induced by the absorption of FIR radiation. Figure 5 shows the ODR signal for sample I for different FIR laser wavelengths, listed in order of decreasing laser power: (a) $\lambda_{FIR} = 118.8$ $\mu$m (10.4 meV), (b) $\lambda_{FIR} = 570$ $\mu$m (2.17 meV), and (c) $\lambda_{FIR} = 96.5$ $\mu$m (12.8 meV). The shapes of the ODR traces are similar irrespective of the FIR laser line used, and can be divided in three regimes: (1) For $B < 5$ T the ODR detected on $X_{e^-}$ shows a positive signal, i.e., an increase of the $X_{e^-}$ PL emission, while the $X_{e^+}$ shows a negative signal, i.e., a decrease of this PL emission. The $X_{e^-}$ ODR signal is small and negative in this regime. (2) For $5 < B < 15$ T the ODR signal shows a broad signal, positive for the trion, in both $\sigma^-$
and \( \sigma^+ \) polarizations, and negative for \( X_{\sigma^-} \), indicating that the absorption of FIR radiation shifts the equilibrium toward the trion side. In this range, the total PL intensity is constant with varying field, i.e. the sum of the four ODR curves is zero, showing that the FIR radiation induces only changes in the relative occupations of the trion and exciton levels. (3) For higher fields \( B > 15 \) T, all ODR curves become zero.

The transition between the first two regimes is most clearly seen in Fig. 5(b) as a kink in the negative slope of the \( X_{\sigma^-} \) curve at \( B = 5 \) T, accompanied by a change of sign in the \( X_{\sigma^+} \) ODR curve. It should be noted that the absolute ODR signal of the \( X_{\sigma^+} \) traces is very small, due to the small \( X_{\sigma^+} \) PL emission intensity. However, when these traces are enlarged, a double change of sign (from positive to negative to positive) becomes apparent, as is shown for the 118.8-\( \mu \)m laser line by the solid symbols in Fig. 6.

The ODR traces of the 118.8-\( \mu \)m laser line [(Fig. 5(a)] show a sharp electronic cyclotron resonance (CR, indicated by arrows) at 9.7 T (Ref. 44) superimposed on the broad signal. From this resonance field and the wavelength of the FIR laser we obtain an effective electron mass of \( m_e = 0.11 m_0 \). Both the CR and the broad \( \Delta PL \) signal show an increase of the trion emission (positive signal) and a decrease in exciton emission (negative signal). It is striking, that at CR, where absorption of FIR radiation is expected to be very efficient, the signal is not significantly larger than the \( \Delta PL \) signal. In fact, the largest \( \Delta PL \) signal is found for the \( X_{\sigma^-} \), where it is 7 % of the peak intensity of the \( X_{\sigma^-} \) PL. Furthermore, apart from the CR we do not see other resonant features such as intra-exciton or intra-trion transitions, which are reported for GaAs based structures.\(^{33,36,44,45}\)

The broad \( \Delta PL \) signal is attributed to non-resonant heating, because of the following reasons: (i) The signal is similar for all FIR laser lines used (Fig. 5) and has the same sign as the CR, which is unambiguously due to heating of the electron system. The differences in intensity are mainly due to different FIR laser power \(( P_{118.8\mu m} > P_{570\mu m} > P_{96.5\mu m})\). (ii) The signal is found to depend linearly on the FIR laser power (not shown). (iii) It diminishes when the temperature of the system is increased from \( T = 1.4 \) K to \( T = 4.2 \) K (not shown). (iv) The shape of the signal is similar to that observed on a similar sample, but using microwave radiation with energy of about 0.3 meV instead of FIR radiation.\(^{33,34}\)

**IV. DISCUSSION**

The precise magnetic field dependence of the PL intensity and polarization of the exciton and trion levels and the FIR induced changes herein (ODR signal) is a complicated function of many parameters, such as the field-dependent energy level diagram and the characteristic time constants of the exciton-trion-electron system. In order to explain the MPL and ODR data we have used a more or less standard rate

![FIG. 5. ODR spectra for three FIR laser lines: (a) \( \lambda_{FIR} = 118.8 \mu m \), (b) \( \lambda_{FIR} = 570 \mu m \), and (c) \( \lambda_{FIR} = 96.5 \mu m \) of sample I with \( n_s = 2 \times 10^{11} \) cm\(^{-2} \) at \( T = 1.4 \) K. A positive signal indicates an increase of PL emission due to the absorption of FIR radiation, a negative signal a decrease. On the spectrum of \( \lambda_{FIR} = 118.8 \mu m \) (a) a cyclotron resonance (CR) is visible, indicated by the arrows.](image-url)

![FIG. 6. Magnification of the \( X_{\sigma^+} \) ODR curve for \( \lambda_{FIR} = 118.8 \mu m \) (solid symbols) showing a double change of sign: from positive to negative to positive. The open symbols connected by a line are calculations of the ODR signal, which are discussed in Sec. IV B. Note that the scale is the same as used in Fig. 5(a).](image-url)
A. Rate equation model

The rate equation model, schematically shown in Fig. 7, includes four hot exciton levels \((k_{ji}>k_0)\), four cold excitons levels \((k_{ji}<k_0)\), two of which can recombine under emission of circularly polarized light, and two singlet trion levels which also emit circularly polarized light. The zero-field exchange splitting, which splits of the dark \(+/2\) excitons\(^{56,47}\) toward lower energy with respect to the bright excitons, is taken into account by introducing a parameter \(\delta_{ex}\) in the model calculations which was varied in the range of 0–0.2 meV. The energy level diagram as shown in Fig. 7 holds for the \(B=0\) T case. In a magnetic field the exciton and trion levels, and the electron levels that are not shown in the figure, are split (see Fig. 8) due to the Zeeman effect.

The processes that are included in the model are denoted by the arrows. A double arrow indicates that also the reversed process is taken into account. To mimic the experimental situation in which excitons are excited nonresonantly, we introduce excitons in high \(k_{ji}\) states (hot excitons\(^5\)), which cannot recombine since they are outside the lightcone, but can flip their spin (electron \(\tau_e\), hole \(\tau_h\), or both \(\tau_X\)) before relaxation (\(\tau_K\)) to the bottom of the band to cold or low \(k_{ji}\)-value excitons. The cold excitons can flip their spin (\(\tau_e\), \(\tau_h\), or \(\tau_X\)), can be excited to the \(k_{ji}>k_0\) region (\(\tau_K^+\)), can recombine (\(\tau_{rec}\)) or can form a trion (\(\tau_{form}\)) for which they need an electron with the proper spin.

To describe the system, ten coupled rate equations are used similar to the one shown here for \(n_{X}^-\):

\[
\frac{dn_{X}^-}{dt} = n_{X}^- n_{X}^+ \tau_{rec}^{-1} - n_{X}^- n_{X}^+ \tau_{form}^{-1} + n_{X}^- n_{X}^+ \tau_{rec}^{-1} + n_{X}^- n_{X}^+ \tau_{form}^{-1} \\
- n_{X}^- (\tau_{rec}^{-1} + \tau_{form}^{-1} + \tau_{h}^{-1}) + n_{X}^- \tau_{h}^{-1} \\
+ n_{X}^- 2 \tau_{rec}^{-1} + n_{X}^- 2 \tau_{form}^{-1},
\]

where the densities are denoted as \(n_{j}\), where \(j=X, X_{hot}, X^-, e\) and \(i=+/-, [0], [1]/[0]\). The terms containing the time parameters \(\tau_{h}^{-1}\) (\(k=rec, form, K, X, X^-, e, h\)) denote the forward processes, i.e., toward lower energy, and the terms containing \(\tau_{h}^{-1}\) denote the reversed processes, i.e., toward higher energy.

The large number of parameters that can be varied is significantly reduced by several conditions that we impose upon the model. In the limiting case that the recombination times are infinite, the system should establish a chemical equilibrium between the exciton and trion levels, and a thermal equilibrium among the hot exciton levels, among the cold exciton levels and among the trion levels. The tendency of

**FIG. 8.** The magnetic field dependence of the exciton and trion levels, determined from the PL measurements (also see Fig. 4), as they are used in the model calculations. An exchange splitting of 0.2 meV is included.

The trions can also flip their spin (\(\tau_{X}^-\)), dissociate into an exciton (\(\tau_{form}^\dagger\)) or recombine (\(\tau_{rec}\)). The model includes the formation processes indicated in Fig. 3, thereby assuming that the spin orientation of the electron and hole in the exciton is conserved\(^{23}\). The electrons are taken to be thermally distributed over the quantized Landau levels, which are Gaussian broadened with a width of 0.25 meV. Furthermore, in the model we assume that only excitons within the lightcone \((k_{ji}<k_0)\) can form a trion, although results from a previous paper\(^{41}\) showed that this restriction might be too severe. However, allowing the hot excitons \((k_{ji}>k_0)\) to form trions effects only the ratio of the total exciton emission to the total trion emission \((I_X/I_X^-)\), and not the relative distributions among the exciton and among the trion levels, which are of importance in the MPL and ODR data considered here.

To describe the system, ten coupled rate equations are used similar to the one shown here for \(n_{X}^-\),

\[
\frac{dn_{X}^-}{dt} = n_{X}^- n_{X}^+ \tau_{rec}^{-1} - n_{X}^- n_{X}^+ \tau_{form}^{-1} + n_{X}^- n_{X}^+ \tau_{rec}^{-1} + n_{X}^- n_{X}^+ \tau_{form}^{-1} \\
- n_{X}^- (\tau_{rec}^{-1} + \tau_{form}^{-1} + \tau_{h}^{-1}) + n_{X}^- \tau_{h}^{-1} \\
+ n_{X}^- 2 \tau_{rec}^{-1} + n_{X}^- 2 \tau_{form}^{-1},
\]
the system to reach a chemical equilibrium is represented by relating the trion formation time ($\tau_{\text{form}}$) and its reverse ($\tau_{\text{form}}^{-1}$) as

$$\tau_{\text{form}}^{-1} = \frac{k_B T}{E_F} m_X^{-1} \exp(-E_b/k_B T),$$

where $m_X$ and $m_{\text{tr}}$ are the exciton and trion masses, and $E_F$ is the Fermi energy of the 2DEG in the quantum well. The attempt of the system to reach thermal equilibrium is represented by relating the time parameters $\tau_k$ and $\tau_{\text{tr}}^k (k = X, \text{X}^-, e, \text{or } h)$ by a Boltzmann factor $\exp(-\Delta E/k_B T)$, where $\Delta E$ is the energy splitting of the two corresponding levels. To relate the relaxation times $\tau_k$ and $\tau_{\text{tr}}^k$, we take the energy of the lightcone $E_{\text{lightcone}} = 0.07 \text{ meV}$ (Ref. 23) for the energy splitting $\Delta E$. Furthermore, for the sake of clarity we assume $\tau_{\text{tr}}^X \sim \tau_{\text{rec}}^X = \tau_{\text{rec}}$, and we have verified that the calculations are relatively insensitive to changes ($\sim$ factor of 2) in the ratio $\tau_{\text{rec}}^X/\tau_{\text{rec}}^X$. Finally, the time constants of the system are defined relative to the trion formation time $\tau_{\text{form}}$, and are taken to be constant with the temperature and the magnetic field.

In the rate equations we use the phenomenological term

$$n_X^i n_{\text{e}}^j/(n_X^i + n_{\text{e}}^j) \tau_{\text{form}}^{-1}$$

to determine the trion formation rate, where $i = \sigma^+, +/\sim$ and $j/\sim$ is a proper combination which forms a singlet trion (see Fig. 3). This term ensures that the rate properly depends on the electron density similar to a true chemical equilibrium. In the case of a large electron density ($n_{\text{e}}^j \gg n_X^i$), the trion formation rate equals $n_X^i \tau_{\text{form}}^{-1}$, and is primarily sensitive to the changes in the exciton density. In the opposite case, i.e., a small electron density ($n_{\text{e}}^j \ll n_X^i$), the rate is equal to $n_X^i \tau_{\text{form}}^{-1}$ and depends mainly on the electron density. Moreover, in case of zero $n_{\text{e}}^j$, i.e., when there are no electrons left for trion formation, the trion formation rate reduces to zero, as required.

We calculate the state of the dynamical equilibrium for the system numerically, by letting the system develop iteratively in small steps $\Delta t$ until it reaches a steady-state solution ($dn/dt = 0$) for all ten equations. Before starting to describe the experimental data, we have checked that the mentioned boundary conditions for the model are fulfilled. The calculations are done at a fixed temperature, assuming that the trions, excitons, and electrons are at (or close to) the bath temperature. In the samples containing a background electron density, the 2DEG acts as a cold buffer that efficiently cools the excitons. Possible cooling mechanisms are as follows: (1) the excitons cool down as a whole through scattering processes with the 2DEG, and (2) cold excitons are created from a cold 2DEG electron and a photoexcited hole that is efficiently cooled due to spin-orbit interaction. Moreover, we find that the polarization behavior of the trion and exciton emission in a magnetic field becomes more pronounced when lowering the temperature to $T = 1.4 \text{ K}$. The magnitude of the ODR signal shows an increase when lowering the temperature from $T = 4.2 \text{ to } 1.4 \text{ K}$. Therefore, the assumption that the excitons and trions are at the lattice temperature seems to be reasonable.

B. Results of the model calculations

The final aim of the model calculations was to find a unique set of parameters that simultaneously describes the polarized MPL and ODR data in order to unravel the importance of the different processes for the dynamical equilibrium in the exciton-trion-electron system. It is important to note that in this respect the ODR data plays a crucial role. It turned out that the polarized MPL data can be described reasonably well using two other models, which are more simple than the full model described above, but which can be disregarded because they are not able to reproduce the ODR data. These two models make use of either a thermal equilibrium between the exciton and trion states (not shown here) or a rate equation model that excludes the presence of hot and dark excitons. In this section we focus on the results of the full model calculations. The input parameters of the model calculation can be divided into two distinct classes, that is (1) the positions of the energy levels, and (2) the time constants. The energy positions of the exciton and trion levels were determined from the experiments, namely from the field dependent PL peak positions (Fig. 4). This analysis resulted in the energy position scheme for the excitons and trions depicted in Fig. 8. Note that up to 12 T the lowest trion level corresponds to a $\sigma^+$ polarization, whereas for higher fields the $\sigma^-$ trion level is the lowest in energy; as a consequence of the hole splitting (Fig. 4). In Fig. 8 we show the energy scheme for the case $\delta_{\text{ex}} = 0.2 \text{ meV}$, which makes the $X_{\sim 2}$ level the lowest in energy up to 15 T, after which the $X_{\sigma^-}$ becomes the lowest energy level. The actual magnetic field where the lowest exciton level changes its nature depends obviously on the value of the exchange splitting which was varied in the range of 0–0.2 meV in order to get the best fit of the MPL and ODR data.

As a starting set of time constants we have adopted the values found in time-resolved studies and allowed changes up to a factor of 10 larger or smaller during the optimization process. We have assumed that the emission intensity of a specific transition is proportional to the occupation of that level divided by the corresponding recombination time. Using this procedure the polarization degree of the different (charged) exciton levels was calculated for a given set of time constants (Fig. 9) at a fixed temperature ($T = 1.4 \text{ K}$) and electron density ($n_e = 2 \times 10^{10} \text{ cm}^{-2}$), which corresponds to the measurements performed on sample I. Using the same set, the ODR traces are simulated by subtracting the PL intensities calculated for $T = 1.4 \text{ K}$ from those calculated for $T = 1.45 \text{ K}$ (Fig. 10). Figure 9(a) (solid symbols) and Fig. 10(a) display the optimized results of the model calculations for the polarized PL data and ODR traces respectively. The most important features of both PL polarization [compare Fig. 9(a) with Fig. 2(b)] and ODR [compare Fig. 10(a) with Fig. 5, and compare the two curves in Fig. 6] are reproduced using the following time constants: $\tau_{\text{form}} = 0.2 \tau_{\text{rec}} = \tau_k = 10 \tau_{\text{X}} = \tau_{\text{X}^-} \sim \tau_k \sim \tau_{\text{tr}}$. These values are indeed consistent with the time constants obtained from time-resolved experiments. Note that although for simplicity reasons these time constants are taken to be independent of the magnetic field, the transition...
rates between the levels vary with the field, showing that the processes are driven by the field dependent occupancies of the energy levels. The calculations were found to be weakly dependent on the exchange splitting. The optimized value was determined to be in the range $\delta_{\text{ex}} = 0.1 - 0.2$ meV, which is consistent with the findings of Vanelle et al.\textsuperscript{23} for CdTe-based QW's.

We have also verified the sensitivity of the outcome of the model with respect to variations in the other input parameters. We have found that the trion polarization degree and in particular the cross-over field at which it turns negative is not very sensitive to the values used for the time constants. Fig. 9a shows for instance the influence of making the trion spin-flip time $\tau_{X^*}$ ten times higher or lower than $\tau_{\text{form}}$. Varying the other time constants leads to similar results. Conversely, $P$ depends strongly on the trion energy splitting which is determined by the hole spin splitting. Figure 9(b) shows calculations of the polarization degree for zero hole splitting (down triangles), for the optimal hole splitting (solid circles), and for a hole splitting that is negative up to $B \sim 17.5$ T before turning positive (up triangles). It is clearly seen that the polarization degree is best described by the solid symbols, using the hole splitting which is shown in Fig. 4 as a solid line and is indeed very close to the experimentally determined behavior.

From these modeling results we can identify two mechanisms that lead to the positive trion polarization degree at low magnetic field as is observed experimentally: (1) Up to $B = 12$ T, $X_{\sigma^-}^{*}$ is the lowest trion level (see Fig. 8), favoring the relaxation to this state which results in a positive $P$. This is the dominant mechanism which leads to a change of sign in $P$ at $B = 12$ T when $X_{\sigma^-}$ becomes lowest in energy. (2) For $B \leq 14$ T, the occupation of the $X_{1/2}$ level will be higher than that of the $X_{\sigma^-}$, not only because it is lower in energy (Fig. 8), but also because it is a nonradiative state in contrast to the radiative $X_{\sigma^-}$ state. The formation rate of $X_{\sigma^-}$ out of $X_{1/2}$ and $e^\uparrow$ (left dotted arrow in Fig. 3(a)) will therefore be much larger than that of $X_{\sigma^-}$ out of $X_{\sigma^-}$ and $e^\downarrow$ (right solid arrow), resulting in a larger density of $X_{\sigma^-}$ than $X_{\sigma^-}$, i.e. a positive polarization degree. The contribution of $X_{\sigma^+}$ and $X_{-2}$ to the trion formation is negligible because these levels depopulate fastly as shown by the negative polarization degree of the excitons. For higher fields, $B > 14$ T, besides the fact that $X_{\sigma^-}$ becomes lower in energy, also $X_{\sigma^-}$ becomes lower in energy (Fig. 8) resulting in an enhanced formation of $X_{\sigma^-}$ (right solid arrow) leading to the observed negative polarization degree.

FIG. 9. Model calculations of the trion and exciton polarization degree (solid symbols). (a) Dependence of the calculations on the trion flip time. (b) Dependence of the calculations on the hole spin splitting (see text for details).

FIG. 10. (a) Model calculations describing the ODR spectrum by subtracting calculations done at $T = 1.4$ K from calculations done at $T = 1.45$ K. Calculations performed by raising the temperature of (b) only the electron system and (c) only the exciton-trion system.
Figure 10(a) reveals that the calculations describe the general trends of the ODR traces correctly for low \((B<5\ T)\), moderate \((5<B<15\ T)\) and high \((B>15\ T)\) fields, and allow us to reveal the different mechanisms leading to the signals in these regimes. For \(B<5\ T\), the \(X_{\sigma^+}\) curve shows a negative signal and the \(X_{\sigma^-}\) curve a positive signal, while the exciton curves show a negligible signal. For \(5<B<15\ T\), we calculate a positive signal for both \(X_{\sigma^+}\) and \(X_{\sigma^-}\) and a negative signal for the \(X_{\sigma^-}\) curve, and for \(B>15\ T\) the calculated curves are zero. The \(X_{\sigma^+}\) curve is very small, but there is a double change of sign (from positive to negative to positive) as could also be observed in the measurements (see open symbols in Fig. 6).

The fact that a small temperature increase of 0.05 K is sufficient to describe the ODR data confirms that the ODR signal can be attributed to nonresonant heating, as discussed above. Moreover, the calculations can make a distinction between the effect caused by raising only the electron temperature while the exciton and trion temperature remains at \(T=1.4\ K\) [Fig. 10(b)] and raising only the exciton and trion temperature while the electron temperature remains at \(T=1.4\ K\) [Fig. 10(c)]. It is clear that the low magnetic field signal is completely determined by heating of the excitons and trions, while the high magnetic field effect is dominated by the electron heating. Whereas FIR-induced heating of the 2DEG is a more or less regular phenomenon, heating of the excitons and trions by FIR radiation is less common. The excitons and trions can be heated by scattering with 2DEG electrons at an elevated temperature or during the trion formation process using a FIR heated electron. Alternatively, the exciton and trion heating can originate from the dark excitons, which can absorb FIR radiation because of their very long lifetime, in contrast to the radiative excitons and trions which have much smaller probability to absorb FIR radiation. This result elucidates the discrepancy between cw experiments, where the formation is often described as a chemical equilibrium between trions, excitons, and electrons, and time-resolved experiments, where formation times, recombination times, and spin-flip times are found to be of the same order of magnitude. The ODR measurements reveal the presence of excitons in the system, and show that they contribute significantly to the trion formation. The magnetic-field-induced polarization degree of the trion is found to be mainly determined by the heavy-hole spin splitting in the sample.

We have incorporated the formation process in a rate equation model, which includes spin-split, field-dependent energy levels, as well as formation times, recombination times and spin-flip times between the trion (exciton) levels. This model successfully describes the presented PL and ODR experimental data using one unique set of parameters, \(\tau_{\text{form}}=0.2\ \tau_{\text{rec}}=5\ \tau_{e}-10\ \tau_{e}\approx 10^{-9}\ \tau_{h}\approx 10^{-9}\ \tau_{e}\approx 10^{-9}\ \tau_{h}\), which is consistent with results from time-resolved experiments. To explain our data, it is sufficient to take the characteristic times of the system to be independent of the magnetic field. The varying rates with field are found to be merely determined by the field-dependent occupancies of the spin-split energy levels.
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