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It is someumes not appreciated by the public at large, 
including most scientists, how difficult and tncky it can be to 
get a computer simulation to work. The response to a correctly 
running simulation is often something along the lines of "It 
took you six months just to do that7". With "real" expenments 
in neuroscience or psychology, there are usually a large 
number of dead animals or a depleted subject account to show 
that the experimenter has, indeed, been working. With failed 
simulations, there is merely a bill for CPU charges, frustration, 
and the problem of explaining to others why you have been 
wasting your time. — James A. Anderson and Edward 
Rosenfeld, 1988. 
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Chapter 1 
General Introduction 

Lexical access in speech production is a very efficient process. During 
normal conversation, a speaker retrieves just the right word for a concept 
to be verbally expressed, both fast - up to five words per second (Deese, 
1984; Maclay & Osgood, 1959) - and accurately - with less than one 
whole-word or word-form error per 1,000 words (Gamham, Shillcock, 
Brown, Mill, & Cutler, 1982). This is an enormous achievement given 
the vastness of the mental lexicon. It is conjectured that a speaker has an 
active vocabulary of some 30,000 words - the exact number varies 
greatly from speaker to speaker (Levelt, 1989). How is such efficient 
word retrieval accomplished by a speaker? This is the central question of 
this thesis. 

Lexical Access in Speaking: Lemma Retrieval and 
Word-Form Encoding 

Psycholinguists usually hold that speech production involves three types 
of mental processes (see Figure 1.1). First, speaking starts with 
conceptualization processes, specifying which concepts are to be 
expressed verbally. The conceptual information to be verbally expressed 
is called the message (Garrett, 1975; Levelt, 1989), or the interfacing 
representation - the representation that interfaces between thought and 
language (Bock, 1982). Second, formulation processes select appropriate 
words for these concepts, and build a representation of (1) the syntactic 
structure (in case of sentence production) and (2) the sound structure of 
the utterance. The result of the formulation processes is a motor program 
for the utterance. Third, articulation processes execute this motor 
program, thereby realizing it as overt speech (cf. Bock, 1982, 1986; Dell, 
1986; Garrett, 1975, 1988; Kempen, 1977; Kempen & Hoenkamp, 1987; 
Levelt, 1983; for a review of the processes underlying speaking, see 
especially Levelt, 1989). 
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Figure 1.1 Mental stages involved in speech production: Conceptualization 
processes select the concepts to be verbally expressed (the message), and pass 
them on to formulation processes The formulation processes access appropriate 
words (i.e., lemmas and lexemes) for these concepts, and build a syntactic 
structure (in case of sentence production) and a morpho-phonological structure for 
the utterance; the resulting motor program is reali/.cd by articulation processes as 
oven speech. For details, see text 
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Lexical access is assumed to comprise two major steps: lemma 
retrieval and word-form encoding (cf. Bock, 1986; Butterworth, 1980, 
1989; Dell, 1986; Fromkin, 1971; Gairett, 1975, 1976, 1980, 1988; 
Kempen, 1977; Kempen & Hoenkamp, 1987; Kempen & Huijbers, 1983; 
Levelt, 1983, 1989, 1992; Levelt & Maassen, 1981; Levelt & Schriefers, 
1987; Schriefers, 1990; Van Wijk & Kempen, 1987). Lemma retrieval is 
the activation and selection of a lemma on the basis of a message 
concept (Kempen & Huijbers, 1983). A lemma is a representation of the 
meaning and the syntactic properties of a word (see Levelt, 1989, for a 
detailed description). For instance, the lemma of the word dog specifies 
the conceptual conditions for the appropriate use of the word, and 
indicates, inter alia, that the word is a noun. Lemma retrieval is a crucial 
component of the syntactic encoding process. The building of a phrasal, 
clausal, or sentential structure (e.g., making the noun dog head of a Noun 
Phrase) requires the syntactic part of lemmas. Word-form encoding is the 
process by which an articulatory program for the word is constructed. 
This involves retrieving its morpheme(s) and speech segments, and 
linking them to categorically labeled slots in word-form frames (Dell, 
1986; Garrett, 1975; Levelt, 1989, 1992; Shattuck-Hufnagel, 1979). For 
example, the syllable frame for dog is filled with the retrieved segments 
/d/, /o/, and /g/. A final step in word-form encoding involves addressing 
stored syllable programs, which will control the articulatory movements 
(Crompton, 1982; Levelt, 1989, 1992). Following Kempen and Huijbers 
(1983), the mental representation of word-form information will be 
referred to as the lexeme. 

The assumption of two accessing steps, instead of one for the whole 
word, is supported by experimental findings on speech latencies and 
word-order preferences (e.g., Bock, 1986; Kempen & Huijbers, 1983; 
Levelt & Maassen, 1981; Levelt, Schriefers, Vorberg, Meyer, Pechmann, 
& Havinga, 1991a; Schriefers, Meyer, & Levelt, 1990), tip-of-the-tongue 
studies (e.g., Brown & McNeill, 1966; Jones & Langford, 1987), speech-
error data (e.g., Dell, 1986; Fromkin, 1971; Garrett, 1975, 1976, 1980, 
1988), and data from aphasia (e.g., Butterworth, 1989; Garrett, 1992; 
Saffran, Schwartz, & Marin, 1980). For an extensive discussion of 
whether lemma retrieval and word-form encoding are not only distinct, 
but also discrete (i.e., temporally non-overlapping) processes, I refer to 
Dell and O'Seaghdha (1991, 1992) and Levelt et al. (1991b). 

The process of lexical access has not received as much attention in 
the study of language production as it has in the study of language 
comprehension. Theories of lexical access in speaking primarily address 
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the process of word-form encoding (e.g., Dell, 1986, 1988; Meyer, 1990, 
1991, 1992; Shattuck-Hufnagel, 1979; Sternberger, 1985). Although 
typically some assumptions are made about lemma retrieval (e.g., Bock, 
1982; Brown & McNeill, 1966; Butterworth, 1989; Fay & Cutler, 1977; 
Fodor, 1976; Garrett, 1982; Morton, 1969; Oldfield, 1966; Sternberger, 
1985), only a few theories address this process in depth. These are the 
discrimination-net theory of Goldman (1975), the decision-table theory of 
Miller and Johnson-Laird (1976), the logogen theory of Morton (1969), 
and the featural spreading-activation theory of Dell (Dell, 1986; Dell & 
O'Seaghdha, 1991, 1992). 

The Need for a New Theory of Lemma Retrieval 

There are two major problems with these theories. First, they all fail on a 
number of basic problems for lemma access in speaking, such as the 
hyperonym problem, the dissection problem, and the word-to-phrase 
synonymy problem (Bierwisch & Schreuder, 1992; Levelt, 1989, 1992). 
These problems will be discussed extensively in this thesis. Second, 
although all the theories are proposed as process theories, none of them 
has been tested explicitly on time-course data. However, time-course data 
are among the most important types of data for evaluating a process 
theory (cf. Levelt et al., 1991a, 1991b; Vorberg, 1985). 

This situation is clearly undesirable. A new theory is needed that 
solves the retrieval problems and that is explicitly tested on time-course 
data. 

In this thesis, I will present such a new theory of lemma retrieval. 
On the one hand, the theory resolves the retrieval problems mentioned. 
Take for example the hyperonym problem (Levelt, 1989). If the 
conceptual conditions for the application of a word (e.g., dog) are 
satisfied, then those of its hyperonyms (e.g., animal) are automatically 
also met. The theory explains why in accessing a word, all its 
hyperonyms are not retrieved as well. It assumes that the conceptual 
system presents the formulation processes with a message that embodies 
a one-to-one mapping from conceptual properties onto lemmas. That is, a 
so-called non-decompositional approach to lemma retrieval is taken. On 
the other hand, the theory provides a quantitative account of many 
important empirical findings on the time course of conceptually driven 
lemma retrieval. In particular, it accounts for the classical SOA-functions 
of semantic effects obtained for object naming, object categorization, and 
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word categorization in the so-called picture-word interference paradigm 
(cf. Glaser & Düngelhoff, 1984). In this paradigm, subjects have to name 
or categorize pictures (or words) and simultaneously ignore distractor 
words (or pictures). For example, they have to say dog or animal to a 
pictured dog, and ignore distractor words such as the semantically related 
word fish or the semantically unrelated word tree. Distractors are 
presented just before (e.g., -400, -300, -200, or -100 ms), simultaneously 
with, or right after (e.g., +100, +200, +300, or +400 ms) the onset of the 
target stimulus (SOA). Novel quantitative predictions from the theory 
about inhibitory and facilitatory effects by distractors on noun and verb 
retrieval were explicitly tested in new experiments, and turned out to be 
valid (Note 1). The experiments will be reported in this thesis too. 

Taking a Spreading-Activation Approach to Lexical Access 

The theory falls into a general class of theories that take a 
spreading-activation approach to lexical retrieval (e.g., Dell, 1986, 1988; 
Sternberger, 1985). Following a long tradition in psycholinguistics (e.g., 
Garrett, 1975), a distinction is made between linguistic rule systems on 
the one hand, and the mental lexicon on the other (see Figure 1.2). The 
rule systems build linguistic structures or frames, which are conceptual, 
syntactic, morphological, or phonological in nature. These structures are 
created by the conceptualization and formulation processes during the 
planning of an utterance. The creation of the structures is assumed to be 
lexically driven (cf. De Smedt, 1990; De Smedt & Kempen, 1987; 
Kempen & Hoenkamp, 1987; Levelt, 1989). The structures contain 
categorically labeled slots or terminals. The mental lexicon provides the 
terminal elements of the structures (i.e., the fillers for the slots or the 
terminals). The lexicon is conceived of as a network. 

There is a correspondence between the types of linguistic structures 
that are build and the layering of the lexical network. The network 
consists of a conceptual stratum with concept nodes and labeled links; a 
syntactic stratum with lemma nodes, and syntactic property nodes and 
labeled links; and a word-form or lexeme stratum consisting of a 
morphological and a phonological substratum containing, respectively, 
morphological and phonological nodes and labeled links. 
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Figure 1.2 Linguisuc structures and the lexical network: a conceptual stratum 
with lexical-concept nodes, the terminal elements of the lo-bc-verbalized 
conceptual structures (i.e., the messages); a syntactic stratum with lemma nodes, 
the terminal elements of the syntactic structures; and a word-form stratum with 
morpheme and speech segment nodes, the terminal elements of the morphemic 
and syllable structures. Details will be explained later in this thesis. 
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As will become clear later in this thesis, crucial for the resolution of 
the retrieval problems by the theory is the assumption that in the lexical 
network each lexical concept (e.g., DOG) is represented as an independent 
node (e.g., DOG(X)). Conceptual component nodes (e.g., BARK(X)) are only 
indirectly linked to a lemma node, via this independent lexical concept 
node. 

The terminal elements of the frames are retrieved from the mental 
lexicon (i.e., made available as terminal or as slot filler) by means of the 
spreading of activation. An activated node activates its neighbor nodes, 
and these neighbors activate their neighbors, and so forth. There are 
weights on the links of the network. Only a proportion of the activation 
of a node is sent along a link. So, the amount of activation arriving at a 
node is a negative function of network distance (in terms of number of 
intervening nodes). There is also a spontaneous decay of activation to 
prevent it from getting out of control. 

Retrieval proceeds from layer to layer. The activation level of a 
higher-level node is enhanced, followed by a spread of the activation 
downwards, and the selection of the highest activated node at the layer 
next below. For example, to verbalize the concept DOG, the activation 
level of the concept node DOG(X) is enhanced, activation spreads towards 
the syntactic stratum, and the highest activated lemma node is selected. 
This will be the lemma node of dog. Although the lemma node of animal 
will be co-activated, it gets only a proportion of a proportion of the 
activation of DOG(X), whereas the lemma node of dog gets a full 
proportion (Note 2). 

In the production of a multi-word utterance, a selected lemma node 
(a) initiates the building of a new syntactic structure of which it is a 
terminal or (b) is used as the filler for an empty slot in a developing 
syntactic structure (Kempen & Hoenkamp, 1987; Levelt, 1989). For 
example, the noun dog may start up the building of a sentence having a 
Noun Phrase headed by dog as subject. Alternatively, dog may fill the 
noun slot of a Noun Phrase which functions as direct or indirect object of 
a developing sentence. These syntactic processes will not be dealt with in 
this thesis; only the activation and selection of a lemma will be addressed 
in detail. A selected lemma node is given a flag which indicates that the 
lemma is part of a syntactic structure (Dell, 1986). (A flag is a marker 
attached to a node.) Similarly, the concept node DOG(X) would have a flag 
indicating that it is part of the conceptual structure making up the 
message. Flags coordinate linguistic structure with linguistic content. In 
particular, they relate elements from the lexical network to the frames (cf. 
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Bock, 1987). Furthermore, flags periodically buffer elements from the 
lexical network. This makes formulation processes less dependent on the 
transient state of activation of the lexical network. It allows for temporal 
discontinuities in the process of speech production (cf. Bierwisch & 
Schreuder, 1992). 

As we will see in the remainder of this thesis, these simple 
assumptions about the activation and selection of a lemma entail clear 
characteristics of the time course of the retrieval process. 

Overview of This Thesis 

The remainder of this thesis is organized as follows. In chapter 2, I will 
address the issue whether words are retrieved in a conceptually 
decomposed or non-decomposed way. I will point to an important class 
of retrieval problems that pose great difficulties for a decompositional 
approach. This class includes, among others, the hyperonym problem, the 
dissection problem, and the word-to-phrase synonymy problem. To solve 
these problems, a non-decompositional approach to lemma retrieval is 
advocated. In chapter 3, the theoretical and empirical fruitfulness of such 
an approach is demonstrated. In that chapter, I will present a new non-
decompositional theory and computer simulation model of lemma 
retrieval resolving the retrieval problems. Furthermore, it is shown that 
the theory and computer model can account for a large variety of 
empirical facts on conceptually driven lemma retrieval. In particular, the 
theory and model provide a good account of the time course of lemma 
retrieval in the picture-word interference paradigm. The chapter also 
reports new empirical support for the theory from an experiment testing 
some of its predictions about noun retrieval. Chapter 4 reports some 
further empirical tests of predictions, now about the time course of verb 
retrieval. Again, the theory is shown to be in agreement with the 
experimental findings. And finally, in chapter 5, a few additional 
assumptions are made about the stage of conceptual identification and 
about the stage of word-form encoding. Some phenomena that received a 
cursory treatment in the earlier chapters are now dealt with in more 
detail. 



Chapter 2 
Conceptually Decomposed or Non-decomposed 
Lemma Retrieval in Speaking? 

In this chapter, I will distinguish between decompositional and non-

decomposmonal approaches to lemma retneval in speaking I will give a 

number of arguments against the former and in favor of the latter 

Whether or not these arguments are conclusive, they point at least to the 

virtue of developing a theory of lemma retneval along non-

decompositional lines The chapter will set the stage for the remainder of 

this thesis, where a non-decompositional theory of lemma retneval in 

speaking will be outlined, tested by means of computer simulation and 

expenment, and contrasted with other approaches in the literature 

Two Theoretical Criteria: Speed and Convergence 

The approaches to lemma retneval in speaking in the literature can be 

divided into two broad classes decompositional and non-decompositional 

Decompositional theories maintain that semantically complex words 

(i e , words whose meaning can be further analyzed into more elementary 

concepts) are retrieved on the basis of a combination of primitive 

concepts ( e g , Bock, 1982, Dell, 1986, Dell & Reich, 1981, Dell & 

O'Seaghdha, 1991, 1992, Goldman, 1975, Miller & Johnson-Laird, 1976, 

Morton, 1969, Sternberger, 1985) They argue, for example, that the 

lemma of father is retrieved on the basis of representations like MALE(X) 

and PARFNT(X,Y) The decompositional theones of lemma retneval that are 

developed into most detail are the discnmination-net theory of Goldman 

(1975), the decision-table theory of Miller and Johnson-Laird (1976), the 

logogen theory of Morton (1969), and the featural spreading-activation 

theory of Dell (Dell, 1986, Dell & O'Seaghdha, 1991, 1992) 

By contrast, non-decompositional theones (cf Collins & Loftus, 

1975, Fodor, 1976, Fodor, Fodor, & Garrett, 1975, Fodor, Garrett, 

Walker, & Parkes, 1980, Garrett, 1982, Kintsch, 1974) assume that an 

abstract representation ΓΑΤΙΙΕΚ(Χ,Υ) IS used to retneve father Properties 
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such as MAIF(X) and PARENT(X,Y) remain outside the message in semantic 

memory, as background information 

A short note on terminology By componential analysis (cf 

Kempson, 1977, Miller, 1978) I will denote the analysis of word meaning 

into conceptual components (features, markers, conditions) meant to make 

explicit the systematic semantic relations between words (cf Lehrer, 

1974, Nida, 1975) or between the meaning and the syntactic properties of 

a word (cf Jackendoff, 1990) A componential analysis describes what 

speakers know, that is, it charactenzes their competence For instance, 

such an analysis would make clear that bachelor and spinster contrast in 

meaning because the former has the feature MAI F and the latter the feature 

FEMALb Componential analysis taken in this sense does not involve a 

commitment to a particular way of mental representation, as will become 

clear below I will use the term lexical or semantic decomposition to 

indicate the stronger view that the mental representation of a complex 

lexical concept literally consists of the representations of its component 

concepts Complex lexical concepts have their component concepts as real 

constituents Lexical decomposition involves a claim about the actual 

mental representation of word meaning (cf Bierwisch & Schreuder, 

1992) It concerns the concrete mental structures underlying language use 

or performance I will talk about decomposed retrieval if words 

expressing complex concepts are retneved on the basis of the 

combination of constituents of the concept Below, I will discuss these 

notions further Throughout this thesis, I will refer to concepts in 

uppercase (e g , ГАТНЬК), to the mental representation of a concept by a 

(combination of) proposmonal function(s) in uppercase (e g , FATHER(X,Y) 

or MALr(x) л PARFNT(X,Y)), and to a word in lowercase italics (e g , father) 

Recently, two entena have been formulated which any theory of 

lemma retrieval in language production should meet (Levelt, 1989, Levelt 

& Flores d'Arcais, 1987) those of speed and convergence The speed 

cntenon requires of a retrieval procedure that it is fast enough to allow 

the selection of up to five words per second (people can speak at that 

rate) from a lexicon of a size comparable to that of real speakers The 

convergence cntenon demands that if a concept has to be expressed, and 

the lexicon contains an appropnate word, the retneval procedure leads to 

the selection of precisely that word and no other 

Evaluation of the approaches of lemma retneval in the speech 

production literature reveals that decompositional theones do not do very 

well on either or both entena (Levelt, 1989) To restnet ourselves to the 

most explicit theoretical proposals Goldman's discnmination nets fail on 
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both requirements, and Miller and Johnson-Laird's decision-table theory, 
Morton's logogen theory, and Dell's featural spreading-activation theory 
do not meet the convergence criterion. All four approaches fail on an 
important class of retrieval problems. These problems will be discussed 
below. The most salient member of this class is what Levelt (1989) calls 
the hyperonym problem. When the meaning of word a implies the 
meaning of word b, b is a hyperonym of a, and α is a hyponym of b 
(Cruse, 1986; Lyons, 1977). If the conceptual conditions of a hyponym 
(e.g., dog) are met, then those of its hyperonyms (e.g., animal) are also 
satisfied. How, then, is prevented that in accessing a word, also all its 
hyperonyms are retrieved, thus violating the convergence criterion? 

Why Discrimination Nets, Decision Tables, Logogens, and 

Featural Spreading-Activation Nets Fail 

Discrimination Nets 

The discrimination nets of Goldman (1975) are binary trees with non­
terminal nodes that represent semantic tests and terminal nodes that 
represent words (for a similar proposal, see Oldfield, 1966; Oldfield & 
Wingfield, 1964). To retrieve a word for a message concept, semantic 
tests are applied to the concept, starting with the test at the root of the 
tree. If the concept passes the test, control moves to the "left" daughter 
node; if not, control moves to the "right" one. Tests are run until a 
terminal node is reached. 

What is wrong with such binary nets? First, the speed criterion poses 
a problem to these nets due to their sequential testing (for detailed 
arguments, see Levelt, 1989). The lemma retrieval time will be equal to 
the sum of the latencies of the semantic tests leading to a lemma. 
Second, the convergence criterion requires nets containing tests that 
hyponyms will pass and hyperonyms will not, or vice versa. But the 
semantic conditions of a hyponym include those of its hyperonyms. And 
whether or not the distinguishing conditions of a hyponym are satisfied is 
irrelevant to a hyperonym. For instance, CAN-BARK is an irrelevant 
condition for being an animal, not a condition that animals fail to satisfy 
(some animals are dogs). Binary discrimination nets cannot implement 
this kind of irrelevance and use it to determine in what direction to pass 
control. Maybe, this problem can be solved by assuming that the tests 
only signalize the presence or absence of a particular conceptual feature 
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in the message, and that they do not conrespond to the semantic 
conditions of a word Then, the chain of tests leading to a lemma would 
not make up the word's meaning A hyperonym would be reached if all 
the tests for the distinguishing features of its hyponyms evaluate to False 
For example, animal would be reached if all the tests in a senes such as 
CAN-BARK7, CAN-SWIM7, iiAS-EARs7, and so forth, evaluate to False This 
would then indicate that the corresponding features are not part of the 
message, but would not have the implication that CANNOT SWIM IS part of 
the meaning of the word animal In the next section, I will show that 
there remain problems for this approach For other difficulties, see Levelt 
(1989) 

Decision Tables 

Miller and Johnson-Laird (1976) postulate that word retneval is 
accomplished by so-called decision tables (for a similar proposal, see 
Brown & McNeill, 1966) That is, access matrices where the rows 
represent outcomes (True, False) of semantic tests - the row margins -
and the columns stand for outcome patterns on a senes of such tests An 
entry of a matnx can also be blank, indicating that the outcome of a test 
is irrelevant Semantic tests are applied in parallel to each concept a 
speaker wants to express, and the pattern of outcomes tnggers a 
particular lemma 

Due to its parallel testing, lemma retneval by a decision table can be 
fast (the slowest semantic test determines the speed) But the table cannot 
handle hyperonyms For example, if a speaker wants to express the 
concept DOG, all the tests of ANIMAL will also evaluate to True, so both dog 
and animal will be retneved 

Logogens 

Morton (1969) assumes that so-called logogens underlie lexical access A 
logogen is a device counting how many of its associated properties are 
present in the message When the count surpasses a cntical threshold, the 
logogen will fire, thereby making the articulatory program of the word 
available In lemma retneval a set of conceptual features is switched on, 
and the logogen that fires first will be selected 

Because logogens count features in parallel, retneval times can be 
short But again, hyperonyms cause trouble For example, the set of 
conceptual features of animal is a subset of the set of features of dog. In 
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activating the features for dog those of animal will also be turned on, and 
both the logogen of dog and that of animal will fire, thereby violating the 
convergence criterion. 

Featural Spreading-Activation Nets 

In the featural spreading-activation theory proposed by Dell (1986; Dell 
& O'Seaghdha, 1991, 1992) conceptual feature nodes are directly 
connected to lemma nodes in a lexical network. Lemma retrieval begins 
by activating the set of conceptual feature nodes making up the to-be-
verbalized concept. Each feature node then spreads a proportion of its 
activation towards the associated lemma nodes. This proportion is the 
same for all nodes, that is, there is a general spreading rate. Finally, after 
a certain period of time (depending on the speech rate), the highest 
activated lemma node is selected. 

Notice that contrary to the earlier proposals, this proposal does not 
suffer from a hyperonym problem. For example, in activating the 
conceptual features for DOG, the lemma of the word animal will not be 
selected. Although the lemma nodes of the hyperonyms of dog such as 
animal will be activated, they will not be activated as high as the node of 
dog (Note 1). All conceptual features for DOC will send a proportion of 
their activation to dog, but only a subset of these features will activate 
animal. So dog will have a higher level of activation than its 
hyperonyms. 

However, although dog will be preferred to animal, dog will not be 
selected. The retrieval mechanism suffers from a hyponym problem. In 
activating the conceptual features of DOG, the lemma nodes of hyponyms 
such as dachshund and poodle will also be activated by these features to 
the same level as dog. All features that activate dog will also activate its 
hyponyms. Consequently, a selection cannot be made. 

Some Further Arguments Against Decomposition and in Favor 
of Non-decomposition 

The four approaches of lemma retrieval just described differ in a number 
of respects, but they all suppose that within the message the concept to 
be expressed is conceptually decomposed. But decomposition is not the 
only theoretical option and empirically supported possibility. Non-
decompositional theories are able to account for the major theoretical and 


