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This article examines cross-price promotional effects in a dynamic context. Among other things, we investigate whether previously established findings hold when consumer and competitive dynamics are taken into account. Five main influential effects (asymmetric price effect, neighborhood price effect, asymmetric share effect, neighborhood share effect, and private label versus national brand asymmetry) appear jointly in the second layer of a pooled HB-VEC-VARX model, together with brand- and category-specific variables. This study tests the relative importance of these key factors across three scenarios: with no market dynamics, when only consumer dynamics are considered, and when competitive reactions are also taken into account. The results confirm all five influential effects, even if they are jointly estimated, and consumer and competitive dynamics are taken into account. National brand/private label asymmetry has the strongest influence on the cross-price promotional effects and becomes significantly stronger when consumer and competitive dynamics are taken into account. Dynamic consumer responses and competitive reactions both affect cross-brand price elasticities, and contrary to expectations, competitive reactions accumulate rather than diminish cross-price elasticities. Preemptive switching does occur; i.e., a brand’s promotion in period t hurts a competitor’s sales in subsequent periods. Our findings are based on an extensive data set. To attain generalizable results, we analyze 33 categories in five stores—that is, 165 store/category combinations.
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focuses primarily on immediate cross-brand effects (Sivakumar 2000) of price changes and thus ignores the notion that competing brands operate in a dynamic environment. Second, although the different asymmetric and neighborhood effects are connected to each other, most extant research analyzes only a subset of them. This article fills these gaps in the literature by incorporating marketing dynamics and a broad set of variables into the analysis. We will first separately discuss the literature on dynamics and on moderators of cross effects. Next, we will further substantiate our contribution.

Two major dynamic processes have been identified that may influence the cross-brand effects of price changes: consumer dynamics and competitive dynamics. Consumer dynamics refers to consumers’ delayed responses to changes in price and in other marketing variables. Such delay may arise, for example, from the “additional inventory of the promoted brand [that] preempts the consumers’ purchase of a competing brand in the future” (Ailawadi et al. 2007, p. 450), resulting in a post-promotion dip for other brands in the category (Van Heerde et al. 2003). Competitive dynamics represents the reactions of competitors to a price change or another marketing activity of a brand. In today’s intensely competitive marketing environments, price promotions can easily be matched by competitors, which may erase initial sales and profit gains from promotions (Balachander et al. 2010). The execution of most competitive reactions takes time, however. Therefore, the influence of competitive reactions emerges one or more periods after the promotion.

Several authors warn against possible inaccurate conclusions as a result of ignoring these dynamic processes, and they emphasize that dynamics should be taken into account to arrive at proper results. Fok et al. (2006), Kopalle et al. (1999), and Pauwels (2007) all stress the potential for erroneous conclusions that stem from disregarding the presence of consumer dynamics. Leeflang and Wittink (1996, 2001) argue that ignoring (dynamic) competitive reactions may lead to biased estimates of market responses to price and other marketing variables. These findings indicate that, rather than focusing only on immediate effects, a more realistic approach is to account also for dynamic consequences and concentrate on the so-called cumulative effects (i.e., the sum of immediate and all subsequent dynamic effects) of price changes (see, e.g., Dekimpe et al. 1999, Fok et al. 2006, Horváth et al. 2005, Pauwels et al. 2002) when analyzing cross-price effects.

Concerning the moderators of cross effects, even though the different asymmetric and neighborhood effects are related, extant research has analyzed only a subset of them in each analysis. Sethuraman et al. (1999, p. 38) state that the observed cross-price asymmetry in the literature “may simply be due to the…correlation between price and market share across brands.” In addition, Sethuraman and Srinivasan (2002) find that when controlling for asymmetric and neighborhood price effects simultaneously, the coefficient of the price asymmetry dummy becomes insignificant. Furthermore, private-label brands are typically less expensive (Hansen et al. 2006, Sivakumar and Raj 1997) and often smaller than national brands. Therefore, the usually observed inferior cross-price elasticities of these brands may arise (at least partly) from their inherently lower price and size. Consequently, to ultimately understand what shapes cross-price effects, all related variables should be included in one model.

This article broadens the analysis of (moderators of) cross-brand effects by including consumer and competitive dynamics and by relating the cross-price elasticities to all five relevant asymmetric and neighborhood effects at the same time. In our analysis, we focus on the effect of price promotions—that is, on the cross-brand price promotional elasticities—while controlling for changes in regular prices. Literature has shown that regular price changes and price promotions have different effects on sales (e.g., Bijmolt et al. 2005, Bucklin and Gupta 1999, Fok et al. 2006, Srinivasan et al. 2000). To account for this difference, we decompose actual prices into the regular price and a price promotion index. We focus on the impact of price promotions but include the regular price as a control variable.

To gain insights into the influence of consumer and competitive dynamics separately, we develop a hierarchical Bayes vector error correction (VEC) model and vector autoregressive model with explanatory variables (VARX) (hereafter, a HB-VEC-VARX model), which distinguish among immediate, dynamic consumer, and dynamic competitive cross-price effects. In other words, we compare cross-price elasticities across three scenarios: (1) considering only immediate (short-run) effects (immediate effects), (2) considering also dynamic consumer responses (gross effects), and (3) additionally considering dynamic competitive responses (net effects). We base our analysis regarding the second and the third points on the cumulative effects (the sum of immediate and subsequent dynamic effects), which is common practice in the dynamic sales response literature (see, e.g., Dekimpe et al. 1999, Fok et al. 2006, Horváth et al. 2005, Pauwels et al. 2002). Comparisons across the scenarios reveal how consumer dynamics (i.e., preemptive brand switching) and competitive reactions shape cross-price effects.

To understand how asymmetric and neighborhood effects influence cross-price promotional elasticities in...
such a dynamic context, we relate the cross-price elasticities to all relevant asymmetric and neighborhood effects in the second level of our model. These contain asymmetric price and share effects, neighborhood price and share effects, and national brand/private label asymmetries. We also control for the influence of brand- and category-specific variables.

In summary, we contribute to the literature in two major ways. First, we explore the impact of consumer and competitive dynamics on cross-price promotional elasticities. Second, we analyze the relative influences of a broad set of variables. We address the following important questions: Does preemptive switching as a result of price promotions occur, and does this result in cross-brand post-promotional dips? Are the findings on asymmetric and neighborhood effects robust to a more realistic dynamic setting? How do consumer and competitive dynamics alter the relative influence of asymmetric and neighborhood effects? Do the asymmetric and neighborhood effects prevail when simultaneously considered in one model, or does one effect dominate?

To the best of our knowledge, we are the first to investigate cross-price elasticities in both a comprehensive and dynamic framework. We substantiate this claim in Table 1, in which we summarize the literature on cross-price effects.

Analyzing cross-price effects in a realistic, dynamic context is essential for both researchers and managers. Doing so can offer new insights for researchers who use cross-price elasticities to examine competition, pricing, and substitution patterns. Furthermore, managers can use cross-price elasticities to formulate important tactical and strategic decisions about price and market segmentation and to gain insight into market structures. Conversely, managers who focus only on short-term cross-price elasticities and ignore the dynamic environment may make inadequate decisions that could seriously hamper the company in the future.

Our main findings are that (1) preemptive switching does occur, i.e., a brand’s promotion in period $t$ hurts a competitor’s sales in subsequent periods; (2) national brand/private label asymmetry is the most dominant form of asymmetry; (3) competitive reactions accumulate rather than diminish cross-price elasticities; and (4) the results on the asymmetric and neighborhood effects hold even if they are jointly included in a model and even when we integrate consumer and competitive dynamics. Our findings are based on an extensive data set. To attain generalizable results, we analyze 33 categories in five stores (i.e., 165 store/category combinations).

The remainder of the paper proceeds as follows. In §2, we outline our conceptual research framework and derive hypotheses from extant literature. We specify the models in §3, and we present the data and results in §4. We conclude with a discussion in §5.

### 2. Conceptual Model and Literature Review

We depict the conceptual framework that guides our research in Figure 1. We call the brand whose sales are affected by the price promotion of another brand the victim brand in our framework and the promoted brand the attacker brand. We focus on the immediate, gross, and net effects of price promotions of brand A (attacker) on the sales of a rival brand V (victim), in relation to variables that describe the relative positioning of the two involved brands, brand variables, and category variables. In addition, because the two brands’ cross-price promotional elasticities may be dependent not only on their relative price and size positioning but also on their absolute size and price level, we use average price and size levels of the two brands as control variables.

For each variable, we summarize the relevant literature and, if possible, provide a hypothesis for the expected moderating effect. In many cases, especially for the complex net effect, we cannot formulate such

---

### Table 1  Articles on Factors That Explain Heterogeneity in Cross-Price Elasticities

<table>
<thead>
<tr>
<th>Factor</th>
<th>Related article(s)</th>
<th>Dynamic consumer responses considered?</th>
<th>Competitive reactions explicitly considered?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neighborhood effect</td>
<td>Sethuraman et al. (1999), Sivakumar (2000, 2003)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Number of brands in category</td>
<td>Sethuraman and Srinivasan (2002), Sethuraman (2009)</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Food/nonfood categories</td>
<td>Sethuraman and Srinivasan (2002)</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>
hypotheses from existing literature, so our investigations in these cases represent a search for empirical evidence on the relationship between the considered characteristics and the (dynamic) effects of price. For each moderating variable, we first discuss its influence on the immediate cross-price elasticities. Then, we review the literature on consumer dynamics, and finally, on competitive reactions. Last, we summarize the derived hypotheses for moderation of the immediate, gross, and net effects.

2.1. Asymmetric and Neighborhood Effects

Asymmetric price effect: The asymmetric price effect states that “a price promotion by a higher-priced brand affects the share of a lower-priced brand more so than the reverse” (Sethuraman et al. 1999, p. 23). Several phenomena contribute to the asymmetric price effect. First, higher-priced brands are believed to offer better quality. Price promotions make these brands affordable to price-conscious consumers who usually buy cheaper brands that are also of lower quality, and thus these customers are highly inclined to substitute for their standard purchase. A less expensive brand on promotion offers lower gained value, so consumers should be less likely to switch to them (Allenby and Rossi 1991, Blattberg and Wisniewski 1989, Sethuraman et al. 1999). Second, asymmetry can arise from differences in the customer base, such that high-quality (high-priced) brands usually have more loyal customers than low-quality (inexpensive) brands. This distinction contributes further to the greater substitution effect for the better-quality brand.

Neighborhood price effect: According to the neighborhood price effect hypothesis, brands with prices closer to one another experience larger cross-price effects than brands with more dissimilar prices. Kamakura and Russell (1989) show specifically that consumers tend to switch only among brands within a certain price range. Rao (1991), Russel (1992), Sethuraman (1995), and Sethuraman et al. (1999) also find additional empirical evidence on the neighborhood effect.

Consumers are more inclined to accelerate their purchase and stockpile the discounted brand if it is better than (asymmetric price effect) or more similar to (neighborhood price effect) their regular brand purchase. In addition, managers often restrict their attention to a subset of competitors (DeChernatony and Johnson 1993, Leeflang and Wittink 1996) and focus mainly on the competitors with similar positioning and similar price levels that are likely to serve a similar consumer base.

Overall, if the attacker is priced higher than the victim brand or if the two brands’ prices are similar, the immediate cross-price effect should be greater. We also expect asymmetric and neighborhood price effects to gain strength when we consider dynamic consumer responses. Finally, in these cases we also
expect more intense competitive reactions from the victim brand, so the aggregate outcome of the two effects on the net cross-price elasticities depends on the relative magnitude of consumer responses and competitive reactions.

Asymmetric share effect: Because of their popularity, high awareness, and brand salience, larger brands have greater drawing power in general (Hauser and Wernerfelt 1989, Kamakura and Russell 1989, Rao and Miller 1975), and smaller brands tend to attract less loyalty from their buyers (Ehrenberg et al. 1990, Martin 1973). This asymmetric share effect phenomenon (Kamakura and Russell 1989, Pauwels 2007, Sethuraman 1995) implies that large brands’ promotions hurt smaller brands while being less vulnerable to smaller brands’ discounts. Because these larger brands usually also offer higher quality, stockpiling is more beneficial for customers, so competitors may suffer a further decrease in sales in future periods. Larger attacker brands also operate through broader distribution channels and have larger and more noticeable shelf space (Reibstein and Farris 1995, Steenkamp et al. 2005). Therefore, they are more visible not only to customers but also to competitors (Gatignon et al. 1997). Furthermore, if the market activities of powerful brands are perceived as threatening, the smaller, more flexible brands might respond quickly and easily. In addition, Dolan and Jeuland (1981) find that large firms tend to avoid price competition. Thus, price changes by larger brands likely induce stronger reactions among competitors (Dutton and Jackson 1987, Gatignon et al. 1997). Steenkamp et al. (2005, p. 46) offer empirical confirmation that “the more powerful the attacker, the greater the price promotion reaction elasticity.” On the whole, a larger attacker and a smaller victim brand should face an increased immediate cross-price effect. Furthermore, we expect these effects to be even stronger for the gross cross-price effect. We also anticipate stronger competitive reactions, which prevents us from formulating the expected moderation for the net effect.

Neighborhood share effect: Analogous to the neighborhood price effect, we include a variable that captures the neighborhood share effect. By doing so, we explore whether brands with similar sizes experience larger cross-price effects than brands with more dissimilar sizes. This phenomenon is called the neighborhood share effect. Larger brands, with a broader customer base, brand equity, and brand salience, probably attract brand-conscious customers, whereas smaller brands attract less brand-conscious but more price-conscious people. Brand-conscious customers are more likely to switch to another high-equity brand, whereas price-conscious customers may switch to similar cheap brands and may even stockpile when they are on sale. The customer base of brands with similar sizes is usually also similar. Therefore, brand managers likely consider brands of similar sizes more threatening than brands of different size and therefore are more inclined to react. Thus, we expect greater immediate immediate cross-price promotional elasticity, an even greater gross effect, and an intensified competition between brands with similar sizes.

National brand/private label asymmetry: According to the national brand/private label asymmetry hypothesis, national brands steal significant shares from private labels when they reduce their prices, whereas promotion-based share gains for private labels are rather insignificant (Aggarwal and Cha 1998, Blattberg and Neslin 1989). This is largely due to the more price-sensitive (Aggarwal and Cha 1998, Ailawadi et al. 2001), less brand-conscious (Ailawadi et al. 2008), and less loyal (Sethuraman et al. 1999) customer base of private labels. In general, private labels are cheaper than national brands, which has several implications for their performance. First, because low price may be attributed to some problematic aspect of a product, private labels may be perceived as inferior (Garretson et al. 2002) and of lower quality (Sivakumar and Raj 1997). Second, research has shown that heavy private label users have lower income (Dhar and Hoch 1997). This suggests that the main motivation of customers for purchasing private labels is their lower price. In line with this, according to Bartha and Sinha (2000) and Rothe and Lamont (1973), price consciousness is a predictor of private label usage. Finally, private labels can usually spend less money on advertising, and thus they have lower brand equity (Sivakumar and Raj 1997) than national brands.

Because of the differences between national brands and private labels, price promotions of national brands offer better switching incentives (both immediate and preemptive switching) than those of private labels. Private label customers also tend to be less loyal and thus more inclined to switch away if a national brand is for sale than the other way around. The perceived quality advantage should be particularly high when the attacker is a national brand and the victim is a private label, moderate if both brands are national brands, and low if the attacker is a private label and the victim is a national brand. The immediate and gross effects should similarly decrease if the quality advantage decreases. Competitive moves by national brands with broad market channels likely seem more threatening to a private label than the other way around. Moreover, national brands are less likely to retaliate against private labels, because they “have much to gain from the collaborative relation with retailers” (Steenkamp et al. 2005, p. 38), and
their ability to react is restricted (Steenkamp et al. 2005). Yet, because the retailer exerts significant control over marketing activities, it may also feel less threatened by national brand promotions. The retailer has an incentive to maximize store performance, not just private label sales. Therefore, we recognize that private labels might not initiate strong competitive responses to national brand promotions. Considering these opposing forces, we remain uncertain about the overall effect of competitive dynamics.

2.2. Other Covariates

2.2.1. Brand-Specific Characteristics. At the brand level, we distinguish between the activities of the attacker and the victim brands; thus, we develop hypotheses for both.

Frequency of price promotions: Frequent price promotions erode brand equity and may convey a low-quality brand image (Yoo et al. 2000). Thus, price discounts by a frequent promoter should be less attractive than discounts by similar brands that undertake infrequent promotions and thereby stimulate less brand switching and less stockpiling behavior. Similarly, frequent discounts by the victim brand can lower its perceived quality, and so its market share should respond more to competitors’ price discounts (see also Fok et al. 2006). The frequently promoted brands then draw a larger proportion of price-sensitive customers (Zенor et al. 1998), who are likely to switch when competitive brands are on sale. Because the frequent promotions also make brands more noticeable to competitors, they increase the likelihood of reaction. The magnitude of marketing activities in a retail store could also reflect the power and importance of the brand for the retailer. Overall, we expect the frequency of price promotions by the attacker brand to reduce and that by the victim brand to increase the immediate cross-brand price elasticity. We also expect these influences to hold for the gross and net effects.

Average depth of promotions: Consumers often suspect that deep discounts indicate low quality (Jedidi et al. 1999, Mela et al. 1998) or unjustly high margins. If the perceived quality of the attacker is low, cross-price elasticities should be small. A low perceived quality of the victim should have the opposite effect. Furthermore, deep price promotions by the attacker brand offer a high financial incentive to buy additional items and stockpile, which can result in a prolonged sales dip for the victim brand. Our expectations for the competitive responses are similar to those for the frequency of promotions. Therefore, in general, deep discounts by the attacker should decrease the immediate effect, and those of the victim brand should increase this effect. These expectations should also apply to the net and gross effects.

Frequency of feature and display activities: Features and displays often help increase or maintain brand awareness. The frequency of such feature and display activities should increase the likelihood of a brand appearing in consumers’ consideration set (Keller 1993), which enables consumers to notice its price promotions. However, frequent marketing activity also draws competitors’ attention and stimulates them to react. The frequency of marketing activities also reflects the power and importance of the brand for the retailer. In summary, price promotions by an attacker brand that engages in frequent display or feature activities should have high immediate and gross cross-price promotional elasticities, but the more intense competitive reaction may erode some effects, leaving the moderating influence on the net effect unclear. We cannot formulate similar hypotheses for the immediate and gross effects of frequent features and displays by the victim brand. However, we expect that a victim brand with more frequent display or feature activities reacts more intensively.

Average price and size: Previous research suggests that “successful brands with a large customer franchise are ... likely to have adopted marketing strategies aimed at retaining their customers” (Raj 1985, p. 54) and that the perceived higher quality of larger and higher-priced brands leads to more loyalty and, thus, less brand switching. Greater loyalty also prevents customers from stockpiling a competing brand when it is on sale. In line with these arguments, we expect the brands with higher prices and sizes to have lower immediate and gross cross effects, though formulating similar hypotheses for the net effect is difficult.

2.2.2. Category-Specific Characteristics.

Perishability: The perishable nature of a product category is an important feature with regard to the own-price effects (Fok et al. 2006, Narasimhan et al. 1996, Raju 1992). In a category with nonperishable products, a large part of the own-price effect may arise from brand switchers with a high propensity to stockpile. This leads to more preemptive brand switching (Ailawadi et al. 2007). In addition, in less perishable categories, the victim brand has a greater incentive to retaliate quickly to price promotions (Steenkamp et al. 2005). Therefore, we expect stronger immediate and gross effects in less perishable categories. Again, the competitive reaction may counterbalance the gross effect.

Utilitarian nature: Shoppers with relatively low incomes constitute a relatively large proportion of the consumer population for necessity goods (Bell et al. 1999, Wakefield and Inman 2003). This group is more price sensitive and prone to deals. Furthermore, in low-involvement categories, brand awareness may be a sufficient condition for brand choice
(Keller 1993). Accordingly, we predict more brand switching and larger cross-brand price effects in more utilitarian categories. Moreover, impulse purchases generally involve hedonic categories. Steenkamp et al. (2005) find that victim brands are more prone to react aggressively to promotions in categories open to impulse purchases, so the lower expected competitive reaction in utilitarian categories may increase the cross-price effect.

**Average budget share**: The average budget share of a category measures the category’s financial importance to the consumer. Consumers tend to react strongly to promotions in categories that take up a large part of the budget (Fok et al. 2006, Macé and Neslin 2004). Therefore, we expect the immediate cross-price effect to be large in such categories. We also expect consumers to stockpile the product to take maximum advantage of the discount. Finally, we expect competitors to react strongly to promotions in a high-budget category because of the high financial stakes. In turn, this leads to a high immediate effect and a high gross effect in a large-budget category. It is not possible to offer a hypothesis for the net effect.

**Competitive concentration**: In the presence of several similar brands, which implies low competitive concentration, brand switching is a dominant source of variability in brand sales (Narasimhan et al. 1996, Raju 1992). Conversely, many competitors can also imply more differentiation, such that brands are less exposed to competitors’ actions or brand switching (Ailawadi et al. 2007, Macé and Neslin 2004). Sethuraman et al. (1999) also conclude that cross-price effects are stronger when there are fewer competing brands in the product category. Regarding competitive reactions, Steenkamp et al. (2005) recognize that in concentrated markets, margins may be high, and firms might be reluctant to diminish these by getting involved in a price war. Ramaswamy et al. (1994) also find that market concentration has a negative impact on the likelihood of price retaliation. Overall, we expect immediate, gross, and net cross-brand elasticities to be greater in more concentrated markets. However, because competitive reactions are less likely, we cannot form a hypothesis about the net price elasticity.

**Interpurchase time**: Consumers trade off the lower cost of the promoted brand against the substitution cost of buying a less-preferred brand. This cost is not severe in product categories with a short interpurchase time, because the consumer only needs to live with the consequences of his or her decision for a short period and then can switch back to the preferred brand. Therefore, shorter interpurchase times should be associated with increased brand switching caused by promotion (Bawa and Shoemaker 1987, Narasimhan et al. 1996). Furthermore, interpurchase times may be related to purchase acceleration. In particular, long interpurchase times discourage acceleration because the stockpiled product must be stored for a longer period, which increases the consumer’s cost of stockpiling (Blattberg et al. 1981). Finally, in categories with higher immediate brand switching, competing brands will be more motivated to retaliate (Steenkamp et al. 2005). Thus, we expect categories

<table>
<thead>
<tr>
<th>Variable</th>
<th>Immediate effect</th>
<th>Gross effect</th>
<th>Net effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asymmetric price effect (Price A &gt; Price V)</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Neighborhood price effect (Price A – Price V)</td>
<td>–</td>
<td>–</td>
<td>?</td>
</tr>
<tr>
<td>Asymmetric share effect (Share A &gt; Share V)</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Neighborhood share effect (Share A – Share V)</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>National brand (A) vs. private label (V)</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Private label (A) vs. national brand (V)</td>
<td>–</td>
<td>–</td>
<td>?</td>
</tr>
<tr>
<td>Average price</td>
<td>–</td>
<td>–</td>
<td>?</td>
</tr>
<tr>
<td>Average size</td>
<td>–</td>
<td>–</td>
<td>?</td>
</tr>
<tr>
<td>V’s relative price promotion frequency</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>V’s relative depth of price promotions</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>V’s relative feature and display frequency</td>
<td>?</td>
<td>?</td>
<td>?</td>
</tr>
<tr>
<td>A’s relative price promotion frequency</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>A’s relative depth of price promotions</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>A’s relative feature and display frequency</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Perishability</td>
<td>–</td>
<td>–</td>
<td>?</td>
</tr>
<tr>
<td>Utilitarian</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Budget share (avg)</td>
<td>+</td>
<td>+</td>
<td>?</td>
</tr>
<tr>
<td>Competitive concentration</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Interpurchase time</td>
<td>–</td>
<td>–</td>
<td>?</td>
</tr>
</tbody>
</table>

*The markets in our data contain one private label maximum, so there are no private label/private label pairs. We choose national/national brand pairs as the base for the private label/national brand asymmetry. The national brand (A) vs. private label (V) variable measures whether the effect of a promotion by a national brand on a private label differs from this base. The private label (A) vs. national brand (V) variable can be interpreted accordingly.*
with shorter consumer interpurchase times to face more brand switching and, therefore, increased immediate and gross effects. However, the increased competitive reactions likely lead to a lower net effect. Whether the effect in the end is positive or negative depends on the reaction intensity of the competitors.

An overall summary of our hypotheses appears in Table 2. Note that in all cases, we expect the same sign for the moderation parameters with respect to the immediate and gross effect. This is because consumer dynamics seem to magnify the moderation of all variables in all cases. Competitive dynamics, however, work against these effects in most cases. Thus, if the competitive reactions are strong enough, they may cancel the moderation effects or even turn them around. This uncertainty is indicated by the question marks in Table 2.

3. Methodology

Measuring the impact of moderating variables on the immediate, gross, and net effects of price promotions requires multiple models. Immediate and gross effects only pertain to consumer behavior, so we can measure them using VEC models for sales, conditional on current and lagged prices. To measure the net effect, which also depends on competitive reactions, we also specify VARX models for promotional prices, using lagged sales and lagged promotional prices as explanatory variables. In other words, we model sales and price promotional decisions jointly by specifying the conditional distribution of sales given prices and the marginal distribution of prices. To connect the cross-price promotional effects with moderating variables, we jointly consider the models for all product categories in a hierarchical Bayes fashion. The combination of the models yields our HB-VEC-VARX model.

Cross-price promotional effects are difficult to estimate and thus are often insignificant. Therefore, we measure cross-price promotional elasticities in a large number of product categories in five different stores. Note that across stores, different brands may make up a category, and the positioning of the same brand may differ across stores. Therefore, we treat the categories and their brands in the different stores independently. This approach allows us to connect the moderating factors with a broad sample of cross-price elasticities, thereby improving the generalizability and robustness of our results.

Our model extends the models of Fok et al. (2006) and Van Heerde et al. (2007) in several ways. Van Heerde et al. (2007) examine (time-varying) baseline sales and focus on own and cross effects in one specific market. Fok et al. (2006), whose model is the closest to our approach, only use a conditional model for sales given prices, whereas our model also specifies the marginal model for prices—that is, a set of competitive reaction equations. Furthermore, Fok et al. explicitly focus on own-price effects, whereas we analyze cross-price effects. This requires a major change in the structure of the second-level model. Finally, whereas Fok et al. (2006) use information from one store, we combine data across several stores to establish generalizable and robust results.

3.1. First-Level Model: Measuring Cross-Price Promotional Effects

In the first level of our model, we specify a multivariate model for all brands in each store and each category. To simplify the notation, we do not explicitly distinguish between stores; thus we use the word “category” to refer to a store-category combination. Let \( C \) be the total number of store-category combinations, and let \( I_c \) denote the number of brands in category \( c \), where \( c = 1, \ldots, C \). Next, let \( S_{ct} \) and \( P_{ct} \) denote \( I_c \)-dimensional vectors of sales and promotional prices\(^1\) for category \( c \) in week \( t \).

We first specify a model for \( S_{ct} \) conditional on \( P_{ct} \). Then, we set up the model for \( P_{ct} \). Explanatory variables other than the promotional price are collected in the \( I_c \)-dimensional vectors \( X_{ckt} \), each containing the \( k \)th set of (marketing-mix) variables for the brands in category \( c \) in week \( t, k = 1, \ldots, K \). Note that these vectors also contain regular price variables. For this part of the model, we follow Fok et al. (2006) and specify the following VEC model to explain sales, conditional on promotional prices, for category \( c \) (see also Van Heerde et al. 2007, 2010):

\[
\Delta \log S_{ct} = \mu_c + A_c \Delta \log P_{ct} + \sum_{k=1}^K A^*_{ck} \Delta X_{ckt} + \Pi_{1c} \left( \log S_{ct-1} - B_c \log P_{ct-1} - \sum_{k=1}^K B^*_{ck} X_{ckt-1} \right) + \epsilon_{ct},
\]

where \( \epsilon_{ct} \sim N(0, \Sigma_c) \), for \( c = 1, \ldots, C, t = 1, \ldots, T_c \), and \( \Delta \) is the first difference operator (for example, \( \Delta X_{ckt} = X_{ckt} - X_{ckt-1} \)). The matrix \( \Pi_{1c} \) measures the speed of adjustment of sales to the long-run steady state. The sales are stationary if the eigenvalues of \( I + \Pi_{1c} \) are within the unit circle, where \( I \) denotes a unit matrix.\(^2\) The matrices \( A_c \) and \( B_c \) contain own- and cross

\(^1\)The promotional price refers to the actual price divided by the regular price.

\(^2\)Previous research (e.g., Fok et al. 2006, Horváth et al. 2005, Nijs et al. 2001, Pauwels et al. 2002) has shown that most sales series are (trend) stationary, after correcting for possible seasonality and possible breaks as a result of changes in the regular price series.
cross-brand price effects, with the own effects as diagonal and the cross effects as off-diagonal elements. The element of \( A_i \) in row \( i \) and column \( j \), denoted by \( A_{ij,c} \), corresponds to the effect of a price promotion by brand \( j \) on brand \( i \)'s sales in category \( c \). Finally, \( \mu_c \) is a vector of intercepts.

To capture competitive reactions, we augment this model with a marginal model for price, given only lagged information. To this end, we specify a VARX model for promotional prices; that is, for category \( c \),

\[
\log P_{ct} = \delta_c + (I + \Pi_{2c}) \log P_{c,t-1} + D_c \log S_{c,t-1} \\
+ \sum_{k=1}^{K} D_{ck} X_{k,ct} + \xi_{ct},
\]

where \( \xi_{ct} \sim N(0, \Omega_c) \). Competitive reactions are contained in the matrices \( \Pi_{2c} \) and \( D_c \) that is, the current price of a brand may depend on lagged sales or lagged prices of another brand.\(^3\) Conditional on sales and the additional explanatory variables, this model has stationary price paths, as long as the eigenvalues of \( I + \Pi_{2c} \) are within the unit circle. To match the VEC model for sales, we rewrite this model as

\[
\Delta \log P_{ct} = \delta_c + \Pi_{2c} \log P_{c,t-1} + D_c \log S_{c,t-1} \\
+ \sum_{k=1}^{K} D_{ck} X_{k,ct} + \xi_{ct}.
\]

Although this model is specified for price changes, that does not mean that prices are nonstationary. The model in Equation (3) is completely equivalent to that in Equation (2). Because Equation (3) is the marginal model for prices, the error \( \xi_{ct} \) by construction is independent of \( \varepsilon_{ct} \).

The models in Equations (1) and (3) together specify the joint model of sales and promotional prices. We write them jointly as

\[
\begin{pmatrix}
I & -A_c \\
0 & I
\end{pmatrix}
\begin{pmatrix}
\Delta \log S_{ct} \\
\Delta \log P_{ct}
\end{pmatrix} = \begin{pmatrix}
\mu_c + \Pi_{1c} B_c \\
\delta_c + D_c \Pi_{2c}
\end{pmatrix}
\begin{pmatrix}
\log S_{c,t-1} \\
\log P_{c,t-1}
\end{pmatrix} + \begin{pmatrix}
\varepsilon_{ct} \\
\xi_{ct}
\end{pmatrix},
\]

where, for notational convenience, we omit the exogenous variables \( X_{ct} \). This system of equations can be solved to give

\[
\begin{pmatrix}
\log S_{ct} \\
\log P_{ct}
\end{pmatrix} = \begin{pmatrix}
\mu_c + A_c \delta_c \\
\delta_c
\end{pmatrix} + \begin{pmatrix}
I + \Pi_{1c} + A_c D_c \Pi_{2c} - \Pi_{1c} B_c \\
D_c + I + \Pi_{2c}
\end{pmatrix}
\begin{pmatrix}
\log S_{c,t-1} \\
\log P_{c,t-1}
\end{pmatrix} + \begin{pmatrix}
I & A_c \\
0 & I
\end{pmatrix}
\begin{pmatrix}
\varepsilon_{ct} \\
\xi_{ct}
\end{pmatrix}.
\]

### 3.2. Immediate, Gross, and Net Effects

To obtain the immediate and gross effects of a price promotion, we need only to consider Equation (1). It is relatively straightforward to show that \( A_{ij,c} \) can be interpreted as the immediate effect, or immediate price elasticity, of brand \( j \) on brand \( i \). More formally,

\[
\frac{\partial S_{ict}}{\partial P_{jct}} \bigg|_{P_{jct}=0} = \frac{\partial \log S_{ict}}{\partial \log P_{jct}} = A_{ij,c}.
\]

The parameter \( B_{ij,c} \) refers to the (cumulative) gross effect of a price promotion of brand \( j \) on the present and future sales of brand \( i \), assuming that future prices are not affected by the promotion. In terms of partial effects or elasticities, the gross effect equals

\[
\sum_{t=0}^{\infty} \frac{\partial S_{ict,t+\tau}}{\partial P_{jct}} = \sum_{t=0}^{\infty} \frac{\partial \log S_{ict,t+\tau}}{\partial \log P_{jct}} = B_{ij,c}
\]

and Fok et al. (2006) provide the derivation.

The derivation of the net effect is more complicated. Because it measures the cumulative immediate and dynamic responses of consumers and competitors to a price promotion, we need the complete model in Equation (5). In this formulation, a price promotion is equivalent to an unexpected change in price at time \( t \)—that is, a shock to prices through \( \xi_{ct} \). The immediate impact of such a shock is \( \xi_{ct} \) for prices and \( A_{ij,c} \xi_{ct} \) for sales; that is, a shock of size 1 to the log price of brand \( j \) leads to a change of size \( A_{ij,c} \) in the log sales of brand \( i \) (see also Equation (6)). The size of the impact of this shock on sales and prices at time \( t + \tau \) is given by

\[
\begin{pmatrix}
I + \Pi_{1c} + A_c D_c & A_c \Pi_{2c} - \Pi_{1c} B_c \\
D_c & I + \Pi_{2c}
\end{pmatrix}^\tau
\begin{pmatrix}
A_j \\
I
\end{pmatrix} \xi_{ct}.
\]

The (cumulative) net effect is therefore

\[
= \left[ I - \left( I + \Pi_{1c} + A_c D_c \Pi_{2c} - \Pi_{1c} B_c \right) D_c \right]^{-1} \begin{pmatrix}
A_j \\
I
\end{pmatrix} \xi_{ct}.
\]
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3.3. Second-Level Model: Relating the Cross-Price Promotional Effects to Moderating Variables

Our main interest is in the cross effects, so for notational efficiency, we collect all cross-effects for category \( c \) in \( I \cdot (I - 1) \)-dimensional vectors. The cross-effect elements from \( A_{c} \) are collected in \( \tilde{\alpha}_{c} \), the elements from \( B_{c} \) in \( \tilde{\beta}_{c} \), and the elements from \( \Gamma^{(3)}_{c} \) in \( \tilde{\gamma}_{c} \). More precisely,

\[
\tilde{\alpha}_{c} = (A_{12,c}, A_{13,c}, \ldots, A_{1l,c}, A_{21,c}, A_{23,c}, \ldots, A_{2l,c}, \ldots, A_{l1,c}, A_{l2,c}, \ldots, A_{lI,c}^{(l-1)})^{\prime},
\]

\[
\tilde{\beta}_{c} = (B_{12,c}, B_{13,c}, \ldots, B_{1l,c}, B_{21,c}, B_{23,c}, \ldots, B_{2l,c}, \ldots, B_{l1,c}, B_{l2,c}, \ldots, B_{lI,c}^{(l-1)})^{\prime},
\]

\[
\tilde{\gamma}_{c} = (\Gamma^{(1)}_{12,c}, \Gamma^{(1)}_{13,c}, \ldots, \Gamma^{(1)}_{1l,c}, \Gamma^{(1)}_{21,c}, \Gamma^{(1)}_{23,c}, \ldots, \Gamma^{(1)}_{2l,c}, \ldots, \Gamma^{(1)}_{l1,c}, \Gamma^{(1)}_{l2,c}, \ldots, \Gamma^{(1)}_{lI,c}^{(l-1)})^{\prime}.
\]

Therefore, \( \tilde{\alpha}_{c} \) captures all the immediate effects, \( \tilde{\beta}_{c} \), all the gross effects, and \( \tilde{\gamma}_{c} \), all the net cross-brand price
promotional effects in category \( c \). Finally, we introduce two functions, \( i(l) \) and \( j(l) \), that map the index of an element of \( \tilde{\alpha}_{c}, \tilde{\beta}_{c}, \) or \( \tilde{\gamma}_{c} \) to the index of the victim and attacker brands, respectively. For example, \( i(2) = 1 \) and \( j(2) = 3 \), so the second elasticity in \( \tilde{\alpha}_{c} \) corresponds to the cross elasticity of brand 3 on brand 1, as specified in Equation (11).

Differences in the immediate, gross, and net elasticities across brand pairs can partly be attributed to observable characteristics, such as store effects, asymmetry effects, neighborhood effects, and brand- and category-specific variables. Therefore, to describe the immediate, gross, and net elasticity parameters for

\[
\begin{align*}
\hat{\alpha}_{i,c} &= \theta_{0}^{(1)} + \theta_{1}^{(1)} z_{i0,c} + \theta_{2}^{(1)} z_{i1,c} + \theta_{3}^{(1)} g(z_{i0,c}, z_{i1,c}) + \theta_{4}^{(1)} z_{i2,c} + \eta_{i,c}^{(1)}, \\
\hat{\beta}_{i,c} &= \theta_{0}^{(2)} + \theta_{1}^{(2)} z_{i0,c} + \theta_{2}^{(2)} z_{i1,c} + \theta_{3}^{(2)} g(z_{i0,c}, z_{i1,c}) + \theta_{4}^{(2)} z_{i2,c} + \eta_{i,c}^{(2)}, \\
\hat{\gamma}_{i,c} &= \theta_{0}^{(3)} + \theta_{1}^{(3)} z_{i0,c} + \theta_{2}^{(3)} z_{i1,c} + \theta_{3}^{(3)} g(z_{i0,c}, z_{i1,c}) + \theta_{4}^{(3)} z_{i2,c} + \eta_{i,c}^{(3)},
\end{align*}
\]

where \( z_{i,c} \) contains variables on the category level, for example, the competitive concentration of the category; and \( z_{i1,c} \) is a vector of characteristics of brand \( i \) in category \( c \). The use of the two mapping functions \( i(l) \) and \( j(l) \) leads to a model in which the characteristics of both the attacker brand \( (z_{i0,c}, \ldots, z_{i2,c}) \) and the victim brand \( (z_{i0,c}, \ldots, z_{i2,c}) \) are included. The vector \( d_{c} \) contains dummy variables for the different stores. The neighborhood and asymmetric price and sales effects are captured by the function \( g() \). In the empirical analysis that follows, \( g() \) includes the absolute difference in the overall price level between the attacker and the victim, the absolute difference in their sizes, indicators of whether the attacker brand is larger or more expensive than the victim brand, and the average price and share of the two brands. The parameter vectors \( \theta_{l}^{(n)} \), \( \theta_{n}^{(2)} \), and \( \theta_{n}^{(3)} \), \( n = 1, \ldots, 5 \), describe the effects of all characteristics on the immediate and dynamic elasticities, where the superscript refers to one of the three effects (immediate, net, or cumulative) and the subscript refers to one of the five model components. For the error terms \( \eta_{i,c}^{(l)} \), \( \eta_{i,c}^{(2)} \), and \( \eta_{i,c}^{(3)} \), we assume independent normal distributions.

3.4. Estimation

To estimate the parameters of our model, we consider a Bayesian approach using Markov chain Monte Carlo (MCMC) sampling. A complete Bayesian approach is not feasible, because the net effect constitutes a highly nonlinear combination of many parameters (see Equation (9)). Therefore, we propose another strategy that leads to unbiased estimates. We first obtain posterior draws for the sales and price models for all categories in the first layer of our model, together with the second layer as described in Equations (11) and (12). This gives a complete picture of the immediate and net effects and all competitive reactions.

We use the combination of draws from both sets of models to obtain posterior draws for the net effect, according to Equation (9). These draws are used to provide inference on the moderators of the net effect. In each iteration of the Markov chain for this part of the model, we take a different draw of the net effects as the dependent variable to ensure that we properly
deal with the uncertainty in the net effects. The full details of the procedure, together with the set of priors used, appear in Appendix A.

3.5. Simulation Results
To check the performance of our Bayesian sampler, we test our procedures on simulated data. The simulation design matches our empirical data in size—that is, in terms of the number of store/category combinations (5 × 33), the number of brands in each category (five), and the number of observations (five years of weekly data).

The experiment is as follows.
Step 1. We randomly generate brand and category characteristics.
Step 2. We randomly generate all own-price effects.
Step 3. We generate all cross-price effects using the characteristics of the victim and the attacker brand as specified in Equations (11)–(13).
Step 4. We generate sales and prices for all brands using the generated own and cross effects and the generated values for all other coefficients in the models (see Equation (4)).
Step 5. We calculate the true net cross-price effects using the generated parameters and Equation (9);
Step 6. We apply our model and estimation procedure as presented previously.

Note that in this simulation, we generate the own-price effects as a function of the brand characteristics, but in our estimation procedure, we ignore this dependence. We use our simulation experiment not only to check the performance of the MCMC algorithm but also to confirm that we can safely ignore the dependence of own effects on brand and category characteristics when analyzing the moderating factors for cross effects.\(^4\)

In Step 1, we generate two continuous category variables (e.g., competitive concentration and budget share), one binary brand variable (e.g., a private label indicator), and one continuous brand variable (e.g., promotional frequency). We generate the continuous variables from a standard normal distribution. The binary variable is set to 1 for one of the brands in each category. The own effects are moderated by all characteristics; that is, they are generated according to

\[
A_{i,c} = \lambda_{0}^{(1)} + \lambda_{1}^{(1)} z_{i,c} + \lambda_{2}^{(1)} z_{c} + \varepsilon_{i,c}^{(1)}
\]

\[
B_{i,c} = \lambda_{0}^{(2)} + \lambda_{1}^{(2)} z_{i,c} + \lambda_{2}^{(2)} z_{c} + \varepsilon_{i,c}^{(2)}
\]

where \(A_{i,c}\) and \(B_{i,c}\) are the immediate and gross own-price effects, respectively, as defined in Equation (1). The vector \(z_{i,c}\) denotes the characteristics of brand \(i\) in category \(c\), \(z_{c}\) denotes a vector of characteristics of category \(c\), and \(\varepsilon_{i,c}^{(1)}\) and \(\varepsilon_{i,c}^{(2)}\) are independently normal distributed random effects.\(^5\)

We set the cross effects such that they depend on the brand characteristics of the victim and the attacker and on the first category variable. We deliberately set the impact of the second category variable to 0. This means that this variable only affects the own-price effects. The chosen parameter values for these moderating effects appear in the second column of Table 3. The level of the variance of the random effect is set to match our empirical results. The parameter values for the moderators on the net effect cannot be set directly. The net effects follow from the immediate and gross cumulative effects in combination with the competitive reactions (see Equation (9)). Therefore, the impact of the moderators on the net effects is a result of the chosen values for the other parameters. We obtain the reported true values for the net effect in Table 3 by regressing the true cross-price net effects on the moderating variables.

Table 3 also shows the posterior means, posterior standard deviations, and 90% highest posterior density (HPD) regions for all cross-price parameters, obtained using our Bayesian procedure. It is clear that parameter recovery is excellent. All posterior means are close to the true values, and for almost all parameters, the true value is contained in the 90% HPD region. Thus, ignoring the impact of the moderators on the own effects does not lead to a bias in the cross effects. Moreover, although the second-category variable only affects the own-price effects, we do not spuriously find a moderating effect of this variable on the cross effects.

4. Empirical Results
4.1. Data and Variables
For our empirical analysis, we use data on five stores, gathered from the recently released Information Resources Inc. (IRI) data set (Bronnenberg et al. 2008). This data set contains five years of data on 31 main product categories across many U.S. supermarkets.\(^6\) We selected the five stores using the following criteria: (1) the size of the store, measured using

\(^4\)Intuition indicates that omitting moderators of the own effects should not bias the results of the moderators of the cross effects. The simulation results in this section confirm this. We thank a reviewer for suggesting this point.

\(^5\)The chosen parameter values for the immediate own effect are as follows: intercept, –1.2; binary brand variable, –0.2; continuous category variable 1, 0.1; continuous category variable 2, –0.4; and continuous brand variable, –0.2. For the cumulative own effects, we set these parameter values equal to –0.75, –0.1, –0.1, –0.1, and 0.2, respectively.

\(^6\)The categories are labeled as follows: beer, blades, carbev, cigets, coffee, coldcic, deod, diapar, factiss, fzipizza, hchlean, hotdog, laudet, margburt, mayo, milk, musketc, paptowl, peanburt, photo, razors, saltsnck, shamp, soup, spagesauc, sugarsub, toitisu, toothbr, toothpa, and yogurt.
Table 3: Estimation Results on Moderators of Cross-Price Effects Using Simulated Data for 165 Markets, Where Each Market Contains Five Brands (Total of 3,300 Cross Effects)

<table>
<thead>
<tr>
<th></th>
<th>True value^a</th>
<th>Posterior mean</th>
<th>Posterior SD</th>
<th>90% HPD region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Immediate cross-promotional price effect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.1</td>
<td>0.099</td>
<td>(0.003)***</td>
<td>[0.094, 0.103]</td>
</tr>
<tr>
<td>Binary brand variable (V)</td>
<td>0.1</td>
<td>0.102</td>
<td>(0.005)***</td>
<td>[0.092, 0.111]</td>
</tr>
<tr>
<td>Binary brand variable (A)</td>
<td>−0.15</td>
<td>−0.148</td>
<td>(0.005)***</td>
<td>[−0.157, −0.14]</td>
</tr>
<tr>
<td>Continuous category variable 1</td>
<td>0.1</td>
<td>0.100</td>
<td>(0.003)***</td>
<td>[0.095, 0.106]</td>
</tr>
<tr>
<td>Continuous category variable 2</td>
<td>0</td>
<td>−0.002</td>
<td>(0.003)***</td>
<td>[−0.007, 0.002]</td>
</tr>
<tr>
<td>Continuous brand variable (V)</td>
<td>0.05</td>
<td>0.050</td>
<td>(0.002)***</td>
<td>[0.047, 0.054]</td>
</tr>
<tr>
<td>Continuous brand variable (A)</td>
<td>−0.05</td>
<td>−0.048</td>
<td>(0.002)***</td>
<td>[−0.052, −0.045]</td>
</tr>
<tr>
<td>Variance of error</td>
<td>0.01</td>
<td>0.011</td>
<td>(0.000)***</td>
<td>[0.01, 0.011]</td>
</tr>
<tr>
<td></td>
<td>Gross cumulative cross-promotional price effect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.2</td>
<td>0.190</td>
<td>(0.004)***</td>
<td>[0.184, 0.197]</td>
</tr>
<tr>
<td>Binary brand variable (V)</td>
<td>0.15</td>
<td>0.151</td>
<td>(0.008)***</td>
<td>[0.138, 0.164]</td>
</tr>
<tr>
<td>Binary brand variable (A)</td>
<td>−0.1</td>
<td>−0.090</td>
<td>(0.008)***</td>
<td>[−0.102, −0.077]</td>
</tr>
<tr>
<td>Continuous category variable 1</td>
<td>0.15</td>
<td>0.148</td>
<td>(0.005)***</td>
<td>[0.14, 0.156]</td>
</tr>
<tr>
<td>Continuous category variable 2</td>
<td>0</td>
<td>−0.001</td>
<td>(0.004)</td>
<td>[−0.009, 0.006]</td>
</tr>
<tr>
<td>Continuous brand variable (V)</td>
<td>0.05</td>
<td>0.053</td>
<td>(0.003)***</td>
<td>[0.048, 0.058]</td>
</tr>
<tr>
<td>Continuous brand variable (A)</td>
<td>−0.03</td>
<td>−0.028</td>
<td>(0.003)***</td>
<td>[−0.033, −0.023]</td>
</tr>
<tr>
<td>Variance of error</td>
<td>0.01</td>
<td>0.011</td>
<td>(0.001)***</td>
<td>[0.01, 0.012]</td>
</tr>
<tr>
<td></td>
<td>Net cumulative cross-promotional price effect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.294</td>
<td>0.277</td>
<td>(0.009)***</td>
<td>[0.263, 0.291]</td>
</tr>
<tr>
<td>Binary brand variable (V)</td>
<td>0.194</td>
<td>0.190</td>
<td>(0.018)***</td>
<td>[0.16, 0.22]</td>
</tr>
<tr>
<td>Binary brand variable (A)</td>
<td>−0.155</td>
<td>−0.133</td>
<td>(0.017)***</td>
<td>[−0.16, −0.106]</td>
</tr>
<tr>
<td>Continuous category variable 1</td>
<td>0.216</td>
<td>0.213</td>
<td>(0.010)***</td>
<td>[0.197, 0.23]</td>
</tr>
<tr>
<td>Continuous category variable 2</td>
<td>−0.003</td>
<td>−0.007</td>
<td>(0.009)</td>
<td>[−0.022, 0.008]</td>
</tr>
<tr>
<td>Continuous brand variable (V)</td>
<td>0.075</td>
<td>0.077</td>
<td>(0.007)***</td>
<td>[0.066, 0.088]</td>
</tr>
<tr>
<td>Continuous brand variable (A)</td>
<td>−0.046</td>
<td>−0.043</td>
<td>(0.006)***</td>
<td>[−0.054, −0.033]</td>
</tr>
<tr>
<td>Variance of error</td>
<td>0.061</td>
<td>0.090</td>
<td>(0.004)***</td>
<td>[0.083, 0.097]</td>
</tr>
</tbody>
</table>

^aThe “true values” for the net cumulative effect are not set directly in the simulation design. The reported values are obtained by regressing the true net cumulative cross-price effects on the moderating variables.

***99% HPD regions do not contain zero; **95% HPD regions do not contain zero; *90% HPD regions do not contain zero.

the all commodity volume (we chose average-sized stores), (2) opening and closing dates (stores opening or closing during the five years of data are excluded), (3) sufficient variation in price, and (4) availability of categories (the stores must have at least two brands in all product categories). We randomly selected five stores out of all qualifying stores. The restriction to “just” five stores is due to computing time and computer memory limitations.

Before aggregating the data to the brand level, we select the focal stockkeeping units (SKUs). Some of the IRI-defined categories actually contain different types of products, whereas we adopt a narrow definition of product category. For example, the IRI beer category contains malt beverages, but we ignore all SKUs that are not strictly beer. Other IRI product categories can even be split in two; for example, the IRI mayo category contains data on mayonnaise, salad dressings, and sandwich spreads; and the sandwich spread subcategory is large enough to be considered as a separate category. We also split the carbbev category into colas and other soft drinks, fizdinent into frozen dinners and frozen entrees, and mustketc into mustards and ketchups. Finally, we ignore the photo category (photographic film) because the SKUs are extremely difficult to compare in terms of the number of photos that correspond to a particular SKU. We also exclude the milk category because sometimes this category contains only one brand. In total, we use 33 product categories in five stores.

To aggregate SKU data to the brand level, we use weights. For example, the display variable we construct denotes the percentage of sales generated by SKUs on display. After aggregation, we delete any brand with an average market share below 1%. Some remaining brands lack data for some weeks, and we use three strategies to deal with these missing

7This procedure makes the display variable a function of the dependent variable, thus potentially leading to an endogeneity problem. However, endogeneity is likely to be limited because the display variable is actually a function of the SKU shares within a brand, not the actual sales level of the brand (which is the dependent variable in our sales model). Furthermore, such a weighting scheme is common in the literature (see, for example, Leeflang and Wittink 1992, 1996). Some authors opt to have constant weights for the aggregation of promotions—that is, using average volume shares over a long time period (Pauwels 2004). For the aggregation of product-level prices, many authors use brand-level dollar sales divided by the total volume sales (see, for example, Bronnenberg et al. 2000). Note that this is equivalent to a volume share-weighted average of product prices, where the weights vary over time.
values. First, if the corresponding brand has a market share below 5%, we ignore this brand. Second, if the missing values occur at the start or end of the observational period, we remove the initial or final observations for the entire category. Third, we impute any remaining missing values using time averages. The final number of brands per category varies from 2 to 11, and the average category contains five brands. In total, we have 824 brands and 3,950 cross-brand pairs.

We specify error correction models as in Equation (1) for the sales, given promotional and regular prices, display and feature, for each category in each store. For feature and display, we treat all types of promotions, as defined in the data set, equally. To control for product introductions or deletions in the category, we include the number of unique products sold by each brand as additional explanatory variables (see Appendix B for details on how this variable is constructed). We also include a trend and, if necessary, seasonal dummies, similar to Steenkamp et al. (2005). This method yields 165 error correction models. For each market we also specify a VARX model for the prices. For these models, we also use seasonal dummies, a trend, and the number of unique products sold as additional explanatory variables.

The models are linked by the second-level equations that describe the price effects. As moderating factors of the cross-price elasticities, we include the average price level, defined as the average of the regular prices of the attacker and the victim, relative to the category. We also compute neighborhood and asymmetric price effects on the basis of the average regular prices relative to the category. The average share, neighborhood, and asymmetric share effects are based on the average shares of the attacker and victim brands. We code the effect of private labels using two dummy variables equal to 1 if the victim or the attacker is a private label, respectively. The frequency of price promotions is the frequency of weeks in which the promotional price index fell below 0.9. The average depth of the price promotions reflects the average of the promotional price index, divided by price promotion frequency. Both frequency and depth of price promotions are relative to the market. Experts coded each product category on perishability and utilitarian nature on seven-point scales, where 7 means highly perishable or highly utilitarian. To operationalize the budget share, we calculate the average expenditure in each category. We measure competitive concentration using an entropy-based measure equal to the sum over all brands of the average market share times the log of the average market share (Raju 1992). We calculate the average interpurchase time using the household-level scanner data that also appear in the IRI database. Because the household-level data are not available for all markets, we average the interpurchase time over all available markets. Finally, we include dummy variables to code the different stores, which permits the overall level of cross effects to differ across stores. We construct these dummies such that they indicate the deviation with respect to the average store; that is, we mean center these dummies.

To facilitate the comparison of effect sizes, we standardize all characteristics except the dummy variables coding the private labels. We perform this standardization before calculating the asymmetry and neighborhood variables.

4.2. Estimation Results

We use the Bayesian procedure outlined in Appendix A to obtain insight into the parameter values. The posterior results are based on 100,000 draws, with the first 50,000 as burn-in. To remove correlation in the chain, we consider every fifth draw when computing the posterior results.

4.2.1. Convergence. To test the convergence of the Bayesian procedure, we apply the Geweke (1992) test to the parameters of the moderating variables. In total, we have 72 such parameters. For each parameter, we compare the posterior mean obtained from the first part of the draws with the mean from the final part of the draws. The combination of this test and visual inspection of convergence plots indicate parameter convergence. Although our model is not predictive, we can use predictive accuracy to assess its quality. So, for each brand in each category, we calculate one-step-ahead predictions for log sales and compare the ratio of the variance of these predictions with the variance in actual log sales. The resulting measure is comparable to the \( R^2 \) measure. For approximately 1.2% of all 824 brands, this measure is less than 0.25. For approximately 8%, it falls between 0.25 and 0.50, and for approximately 30%, the percentage explained variance is between 50% and 75%. For the remaining 60%, more than 75% of the variance is explained by our model. These results signal that our models fit the product categories well.

4.2.3. First-Level Results: The Cross-Price Promotional Elasticities. In Table 4 and Figure 2, we summarize the results for all individual cross-price

---

8 We adapted the algorithm of Fok et al. (2006) to decompose the actual price into a regular price variable and a promotional price index.

9 The scores are not listed to save space, but they are available from the authors upon request.

10 The actual plots are not included for space considerations but are available from the authors upon request.
Most immediate cross-price effects are positive (i.e., 79% of 3,950 cases), and approximately 33% are significantly greater than 0 (see Table 4). The few negative effects are relatively small in size and mostly insignificant. Note that negative cross-price effects are present in the literature. A promotion of a brand might sometimes remind some customers about the category, and instead of buying the promoted brand, they buy their strongly preferred, unpromoted brand (Van Heerde et al. 2003).

For the gross effects, we find that the number of negative elasticities decreases when we also account for consumer dynamics, which also holds for the number of negative and significant elasticities. For greater understanding of how consumer dynamics alters cross-promotional effects, we calculate the percentage of cases in which the posterior mean of the gross effect less the immediate effect is positive (see the fifth column of Table 4 and Figure 2(d)). We find that in 60% of the cases, the gross effect is larger than the immediate effect.
than the immediate effect. A straightforward sign test shows that this percentage is significantly different from 50%, the value that corresponds to an absence of a cross-brand post-promotion dip. More precisely, given 3,950 estimated cross effects, the 95% interval for the percentage of positive findings under the null hypothesis of no cross-brand dip runs from 48.4% to 51.57% and does not contain our empirical result (60%). Overall, our results suggest that promotions induce customers not only to switch to the discounted brand but also to stockpile it, depressing future competitive sales.

To understand the importance of the cross-brand post-promotion dip, we calculated two measures. First, we calculated the size of the post-promotion dip relative to the immediate cross effect. Second, we calculated the ratio of the average cross-brand post-promotion dip to the average own-brand post-promotion dip. In the second calculation, we corrected for the notion that the two dips were calculated with respect to different brands and that these brands may differ in size. We use the ratio of the average effects across all brands when calculating both measures. We find that, on average, the cross-brand post-promotion dip is approximately 13% of the immediate cross effect. This means that if brand A takes 100 units away from brand B in the immediate period, it takes another 13 in future periods. We also find that, on average, the cross-brand post-promotion dip is approximately 25% of the own cross-promotion dip. So if the own-brand post-promotion dip of brand A is 100 units, the cross-brand post-promotion dip will be 25.

The histogram of the net effects (Figure 2(c)) shows an increased dispersion of the cross effects compared with the distribution of the immediate and gross effects. This outcome and the reduced number of significant elasticities may be due to the increased complexity involved in estimating net effects. The net effects contain dynamic consumer and competitive behavior. Therefore, estimation uncertainty may have a greater impact on the net effect. Moreover, a price promotion by an attacker brand probably induces several competitors to react, so the net effect captures (possible) competitive reactions from all brands, not only the specified victim brand. Yet, the majority of the posterior means remain positive. We find a positive net impact for approximately 75% of the brand combinations, though of all net cross-price effects, only 20% are significantly different from 0. To measure the incremental effect of competitive dynamics on cross-brand effects, we calculate the difference between the net and gross effects, which is positive in 59% of cases.

Our sign test indicates that this percentage is also significantly different from 50%. So, in general, competitive reactions lead to an increase in the cross effects. At first glance, this is a surprising result, because we might expect competitors to retaliate against a promotion to make up for sales losses. However, the literature provides several potential explanations for this finding. First, both Pauwels (2004) and Steenkamp et al. (2005) show that competitive reactions are as likely to be accommodating as retaliatory. Second, a promotion may induce several brands’ reactions at the same time, and these simultaneous responses may further reduce the victim’s sales in future periods. Finally, company inertia or retailer dynamic support may cause the initial promotion itself to last for more weeks (Pauwels 2004, 2007).

4.2.4. Second-Level Results: Moderating Factors of Cross-Brand Promotional Effects. Table 5 presents the findings from the second layer of our model, which indicate which moderating factors explain the cross effects for promotional price. The second column contains the results for the immediate, the third for the gross, and the fourth for the net effects. We graphically present these estimates in Figure 3 to illustrate the relative importance of the moderating factors and to show how this is modified by consumer and competitive dynamics.

Recall that all brand and category characteristics, except the dummy variables, are standardized. Thus, the parameter values can be compared and the intercept interpreted as the mean effect across all brand combinations when the size and price of the attacker and the victim brands are equal and both brands are national brands. The asymmetry variables are all dummy variables, so the parameter values are straightforward to interpret. The neighborhood price (share) parameter indicates the difference in cross effect when comparing a case with equal prices (shares) with a case in which the prices (shares) are one standard deviation apart. For the brand-specific variables, the parameter gives the change in cross effect when moving from an “average” brand to a brand that is one standard deviation above the mean on a certain variable. The category-specific variables have a similar interpretation.

The only asymmetry that requires further computation is the national brand/private label asymmetry. This can be calculated from the parameter estimates for the national brand (A)/private label (V) and the private label (A)/national brand (V) dummies presented in Table 5.

Our database contains a maximum of one private label brand in each category. We can therefore only measure cross-price promotional effects for pairs of national brands (NB(A)/NB(V)), for the impact of a national brand on a private label (NB(A)/PL(V)), and for the impact of a private label on a national brand (PL(A)/NB(V)). As said, we code the effect of private labels using two dummy variables, one equal
to 1 if the victim is a private label (dummy 1) and the other equal to 1 if the attacker is a private label (dummy 2). According to our coding, the parameters of both dummies have to be interpreted relative to the base scenario NB(A)/NB(V). Dummy 1 therefore captures the difference between NB(A)/PL(V) and NB(A)/NB(V). It measures how much more (or less) national brands take away from private labels than from other national brands. Dummy 2 captures the PL(A)/NB(V) versus NB(A)/NB(V) difference. This measures how much more private labels take away from national brands than other national brands do. The NB(A)/PL(V) versus PL(A)/NB(V) asymmetry—that is, how much more national brands take away from private labels than other national brands—

**Figure 3** Relative Importance of Moderating Factors for Immediate, Gross Cumulative, and Net Price Promotional Elasticities

<table>
<thead>
<tr>
<th>Asymmetric and neighborhood effects</th>
<th>Brand-specific variables</th>
<th>Category-specific variables</th>
</tr>
</thead>
</table>

**Table 5** Posterior Means (and Standard Deviations) for Moderators of the Cross-Price Effects

<table>
<thead>
<tr>
<th></th>
<th>Immediate effect</th>
<th>Gross cumulative effect</th>
<th>Net cumulative effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.072 (0.008)**</td>
<td>0.090 (0.010)**</td>
<td>0.118 (0.025)**</td>
</tr>
<tr>
<td>Asymmetric price effect</td>
<td>0.050 (0.006)**</td>
<td>0.045 (0.008)**</td>
<td>0.058 (0.017)**</td>
</tr>
<tr>
<td>Neighborhood price effect</td>
<td>−0.024 (0.003)**</td>
<td>−0.025 (0.004)**</td>
<td>−0.033 (0.008)**</td>
</tr>
<tr>
<td>Asymmetric share effect</td>
<td>0.062 (0.007)**</td>
<td>0.058 (0.009)**</td>
<td>0.051 (0.020)**</td>
</tr>
<tr>
<td>Neighborhood share effect</td>
<td>−0.023 (0.004)**</td>
<td>−0.025 (0.006)**</td>
<td>−0.028 (0.013)**</td>
</tr>
<tr>
<td>National brand (A) vs. private label (V)</td>
<td>0.140 (0.009)**</td>
<td>0.155 (0.013)**</td>
<td>0.198 (0.029)**</td>
</tr>
<tr>
<td>Private label (A) vs. national brand (V)</td>
<td>0.024 (0.009)**</td>
<td>0.031 (0.012)**</td>
<td>0.039 (0.026)**</td>
</tr>
<tr>
<td>Average price level</td>
<td>0.010 (0.005)**</td>
<td>0.018 (0.006)**</td>
<td>0.021 (0.013)**</td>
</tr>
<tr>
<td>Average share</td>
<td>0.068 (0.009)**</td>
<td>0.076 (0.011)**</td>
<td>0.098 (0.025)**</td>
</tr>
<tr>
<td>V’s relative price promotion frequency</td>
<td>0.017 (0.005)**</td>
<td>0.015 (0.006)**</td>
<td>0.026 (0.017)**</td>
</tr>
<tr>
<td>V’s relative depth of price promotions</td>
<td>−0.001 (0.003)</td>
<td>0.000 (0.005)</td>
<td>0.003 (0.012)</td>
</tr>
<tr>
<td>V’s relative frequency of display or feature</td>
<td>−0.006 (0.005)</td>
<td>−0.006 (0.006)</td>
<td>−0.023 (0.016)</td>
</tr>
<tr>
<td>A’s relative price promotion frequency</td>
<td>−0.028 (0.006)**</td>
<td>−0.025 (0.006)**</td>
<td>−0.032 (0.016)**</td>
</tr>
<tr>
<td>A’s relative depth of price promotions</td>
<td>−0.029 (0.006)**</td>
<td>−0.020 (0.008)**</td>
<td>−0.021 (0.016)**</td>
</tr>
<tr>
<td>A’s relative frequency of display or feature</td>
<td>0.013 (0.005)**</td>
<td>0.012 (0.007)**</td>
<td>0.008 (0.015)**</td>
</tr>
<tr>
<td>Perishability</td>
<td>−0.005 (0.005)</td>
<td>−0.009 (0.006)</td>
<td>−0.014 (0.014)</td>
</tr>
<tr>
<td>Utilitarian</td>
<td>0.002 (0.004)</td>
<td>0.001 (0.005)</td>
<td>−0.006 (0.011)</td>
</tr>
<tr>
<td>Budget share</td>
<td>−0.003 (0.004)</td>
<td>0.009 (0.006)</td>
<td>0.010 (0.011)</td>
</tr>
<tr>
<td>Competitive concentration</td>
<td>0.007 (0.005)</td>
<td>0.013 (0.006)**</td>
<td>0.027 (0.012)**</td>
</tr>
<tr>
<td>Interpurchase time (avg)</td>
<td>−0.012 (0.005)**</td>
<td>−0.016 (0.006)**</td>
<td>−0.013 (0.014)</td>
</tr>
<tr>
<td>Store 1 vs. average</td>
<td>0.035 (0.008)**</td>
<td>0.007 (0.011)</td>
<td>−0.017 (0.021)</td>
</tr>
<tr>
<td>Store 2 vs. average</td>
<td>−0.022 (0.009)**</td>
<td>−0.047 (0.012)**</td>
<td>−0.077 (0.024)**</td>
</tr>
<tr>
<td>Store 3 vs. average</td>
<td>0.052 (0.008)**</td>
<td>0.034 (0.012)**</td>
<td>0.006 (0.022)</td>
</tr>
<tr>
<td>Store 4 vs. average</td>
<td>−0.018 (0.008)**</td>
<td>−0.010 (0.010)</td>
<td>−0.015 (0.023)</td>
</tr>
<tr>
<td>Error variance ($\sigma^2$)</td>
<td>0.007 (0.0004)**</td>
<td>0.007 (0.0005)**</td>
<td>0.106 (0.0428)**</td>
</tr>
</tbody>
</table>

***99% HPD region does not contain zero; **95% HPD region does not contain zero; *90% HPD region does not contain zero.
from private labels than the other way around—is the difference between the parameters belonging to the two dummies.11

The national brand (A)/private label (V) dummy is positive and high; it is 0.140 for the immediate effect. This means that the price promotion of a national brand has a significantly greater immediate impact on a competing private label’s sales than on another national brand’s performance. We also find a positive and significant, but much smaller, parameter (0.024) belonging to the private label (A)/national brand (V) dummy with respect to the immediate effect. According to this result, private labels take away more from national brands than other national brands do. Private label/national brand asymmetry will be the difference of these two parameters; that is, 0.140 − 0.024 = 0.116. We then can calculate the gross and net effects for the private label/national brand asymmetry correspondingly. Figure 3 contains our calculation of the private label/national brand asymmetry.

Subsequently, we provide some general comments on the results. Next, we answer the questions we raised in the introduction.

Table 5 shows that many of the variables do moderate the cross-promotional price effect. We find most significant estimates for the immediate effect. Comparing all significant parameter estimates with our hypotheses presented in Table 2, we find that almost all signs are in line with our expectations. Surprisingly, if the attacker is a private label, the cross effect tends to be significantly larger instead of smaller as we hypothesized. This indicates that, ceteris paribus, the sales effect of a price promotion of a private label on a national brand is stronger than that of a national brand. This result might be explained by the retailer’s power in supplementing private labels’ price promotions with additional in-store marketing that draws customers’ attention.

The final row of Table 5 provides the variances of the error terms for the cross-price effects. We can explain a relatively large part of the variation in the immediate and the gross cross effects, but for the net effects, we cannot. The size of the variance should be judged relative to the observed variation in the price effects, as Figure 2 shows.

Do the (immediate) asymmetric and neighborhood effects prevail when we simultaneously consider them in one model? Our findings confirm previous results for asymmetric and neighborhood price effects, market share asymmetry, and national brand/private label asymmetry, even if all these effects jointly appear in one model and we control for consumer dynamics, competitive reactions, and brand- and category-specific factors. In addition, we find that not only the relative but also the absolute positioning (especially the average size) of the two brands has a significant influence on the immediate cross-price promotional elasticities. The positive parameter of the average share variable suggests more intense brand switching between two large brands than between small ones. This is a rather surprising result in light of previous literature. An explanation may be that large brands tend to have broad target groups, whereas small brands with a smaller target segment deliver products that are more customized. Brands offering customized products usually have more loyal customers. Fornell (1992) comes to similar conclusions when considering heterogeneity in consumer tastes. He argues that, on average, for customers of smaller firms the distance between the ideal product and the actual product offering is much smaller than that for larger firms. Accordingly, customers of larger firms are, on average, less satisfied than customers of smaller firms and thus also less loyal. Furthermore, large brand pairs are more likely to overlap more in their customer base than smaller brands, which may also lead to more intense brand switching.

Which asymmetric and neighborhood effects are the strongest? Figure 3 clearly shows that the national brand (A)/private label (V) asymmetry is by far the strongest moderator. This holds for the immediate effect as well as for the gross and net effects. The asymmetric price and share effects are the next most important. The neighborhood share and the neighborhood price effects are relatively small. However, these neighborhood effects are still more important than any of the category variables. For easier interpretation of the combined asymmetric and neighborhood effects, we graphically depict the impact of the difference in size or share on the three cross-promotional price elasticities in Figure 4.

The horizontal axis of the plot in, for example, the upper left block shows the relative price positioning of the attacker and victim brands, and the vertical axis shows the contribution of the neighborhood and asymmetric price effect to the immediate cross-price elasticities. Again, a difference of 1 in “price” means that the regular prices are one standard deviation apart. The asymmetric price and share effects are clearly more influential than the neighborhood effects. As the upper left block shows, if the attacker is priced higher than the victim brand, it will have a substantially greater effect on the victim’s sales than if it was priced lower. According to the neighborhood effect, this effect disappears if the two brands are priced farther apart. However, for the neighborhood price effect to compensate for the asymmetric price effect, the two brands should be priced far apart, with a price difference of at least 1.5 to 2 standard

11 For further insights about the use and interpretation of dummy variables in the case of a polytomous variable, i.e., a qualitative variable with multiple categories, see, e.g., Fox (2008, p. 124).
deviations. This confirms that the asymmetric price and share effects are stronger than the corresponding neighborhood effects.

The strong asymmetric effects, together with our results for the private label/national brand asymmetry, which is about twice the size of the asymmetric effects, confirm that the national brand/private label asymmetry has the greatest influence on cross-brand elasticity. First-level results confirm the importance of national brand/private label asymmetry. We constructed a table similar to Table 4 for only national brand (A)/private label (V) brand pairs (not reported), which reveals that of the 495 selected immediate cross-promotional effects, 99% are positive and 80% are significant at 95%. Thus, positive and significant cross-promotional effects occur much more frequently for national brand (A)/private label (V) brand pairs than in general.

In addition to the asymmetric and neighborhood effects, we include brand- and category-specific variables in our model. We find notable results for these variables. Among the brand- and category-specific variables, brand-specific characteristics have a stronger influence. In addition, both the attacker and victim brands’ promotional activities seem to have some influence on the cross-price effect, though those of the attacker play a much more important role overall (see Figure 3 and Table 5). Frequent use of price promotions by the victim brand increases, and frequent and deep promotions by the attacker brand decrease the effect of the attacker’s price promotions on the victim brand. As argued previously, these outcomes likely result from the eroded brand equity of a heavily promoted brand. In contrast, the frequent use of display and feature by the attacker increases the influence of its price promotions. Perhaps such a frequent use of display and feature increases consumers’ awareness of the brand and therefore the likelihood of being in their consideration set. The average interpurchase time is the only category variable that significantly influences the cross-brand elasticity in the short run.

The victim’s relative depth of price promotions and the frequency of feature and display are not relevant. This also holds for the category variables perishability, utilitarian, and budget share.

For competitive concentration, we find positive parameters, in line with our expectations. In more concentrated categories, customers have less opportunities to encounter price promotion opportunities. Thus, the price-sensitive segment may be more inclined to use these opportunities, which is reflected in the positive moderating parameter for the immediate effect. These customers may also have an especially strong inclination for preemptive switching, which is reflected in a positive and significant moderating parameter for the gross effect, approximately double the size of the corresponding parameter for
the immediate effect. Finally, we find that categories with shorter interpurchase times face greater immediate, gross, and net cross-price promotional effects, in line with our expectations based on the literature.

What is the influence of consumer dynamics, and does a cross-brand post-promotional dip exist? Dynamic consumer responses do affect the cross-price promotional effect. Table 4 and Figure 2 both show that for the majority (60%) of cross-brand pairs, the gross cumulative effect is larger than the immediate effect. This can also be observed by comparing the estimated intercept for the immediate and the gross effect in Table 5. Including consumer dynamics increases the cross-brand price elasticity between two similar, average national brands. This difference is statistically significant (zero not in 90% HPD region) and provides evidence for a cross-brand post-promotion dip. The lack of more overwhelming evidence may be due to the differences in consumers’ inclinations to stockpile across brands and categories.

Almost the same set of moderating variables is relevant in explaining the variation in cross-price elasticities when including consumer dynamics than for the immediate effect. The only exception is competitive concentration, which has a significant moderating effect on the gross elasticities but not on the immediate elasticities. However, we observe some changes in the impact of the moderating variables. The moderating impact of a variable on the cross-brand post-promotional dip is given by the impact of the variable on the gross effect less the impact on the immediate effect. If this difference is positive for a certain variable, an increase in the variable goes together with an increase in the cross-promotional dip. In general, these are positive for the frequency and depth of price promotions of the attacker brand, the average share and price levels, the two national brand-private label dummies, category budget share, and competitive concentration (see Table 5).

So, we find, for example, that a national brand’s price promotion not only induces substantial immediate switching from the private label brand but also results in preemptive switching, which further reduces sales of the victim private label brand in future periods. All changes together lead to an even more prominent national brand/private label asymmetry. We also observe that the results for the cross-brand post-promotion dip are in line with the findings on own-brand post-promotion dips in, for example, Macé and Neslin (2004) and Fok et al. (2006). Thus, these variables influence stockpiling from both the promoted brand’s and its competitors’ customers, which leads to reduced sales of both the promoted brand and the competitor’s in subsequent periods.

The other variables have no impact on the cross-brand post-promotional dip or have a negative impact. For example, the impact of the price asymmetry decreases when we account for consumer dynamic effects. Although a promotion of a high-priced brand induces consumers to switch away from lower-priced brands, they may not be able to afford stockpiling for future consumption. This behavior is likely related to the budget constraints of the consumer base of the low-priced brands.

What is the influence of competitive dynamics? Including competitive reactions further alters the influence of the moderating variables. A price promotion of brand A may induce brand V to react to mitigate its initial sales loss. If this response is successful, the net cross-price elasticity should be lower than the gross elasticity. However, competitive dynamics are more complex in reality, in that price promotions of brand A may stimulate brands other than V to respond, which would further reduce sales of brand V. Furthermore, competitive reactions by brand V or any other brand can cause a chain of competitive reactions.

Table 4 shows that for 59% of the cross-brand pairs, the net effect is larger than the gross effect. This is also reflected in the estimated intercepts; the intercept for the net effect is significantly larger (zero not in the 90% HPD region) than for the immediate effect. Figure 3 shows that the impact of most of the moderating variables is amplified when we also include competitive dynamics. Several variables remain significant for the net effect, even though competitive reactions induce substantial uncertainty in our results and thereby increase the standard deviations of the parameters of the second-level model considerably (column 4 of Table 5). Overall, the national brand (A)/store brand (V) asymmetry is still the most influential. The difference between the coefficient of this variable for the net effect versus the gross effect is significantly different from zero using the 80% HPD region.

Regarding the brand-specific variables, for the net effect, only the attacker’s price promotion frequency remains significant, and competitive reactions amplify its influence. Thus, frequent price promotions seem especially harmful for the attacker brand. They not only erode brand equity, such that the brand attracts less brand switching and experiences lower immediate cross-brand elasticities, but also induce more competitive retaliation, as reflected by the lower moderating parameters for the net elasticities. The only category-specific variable that remains significant is competitive concentration. Competitive reactions also amplify the moderating effect of competitive concentration. Overall, competitive reactions accumulate rather than diminish cross-price elasticities and the effect of moderating variables.

5. Conclusions and Discussion
This study sheds new light on asymmetric and neighborhood cross-brand price effects, beyond prior
research that has focused on immediate cross-brand promotional price estimates and considered the effects independently or, at best, with a limited set of alternative moderating factors. In particular, we offer evidence of price and share asymmetries, neighborhood price and share effects, and national brand/private label asymmetry in immediate cross-promotional elasticities, even when we include the effects jointly in a single model. These results also hold even when we integrate consumer and competitive dynamics. Thus, our results firmly reinforce the existence of these effects.

A new finding is the importance of a national brand/private label asymmetry. This asymmetry exists even after we control for price and share asymmetries. We find that this asymmetry has by far the strongest influence on cross-price elasticities, followed by the asymmetric price and share effects. Brand-specific characteristics, especially those of the attacker brand, also shape cross-price elasticities considerably.

An important result is that competitive reactions accumulate rather than diminish cross-price elasticities and the effect of moderating variables. These findings imply that competitive reactions result in losses for competitors. At first glance, this is a surprising result, because we would expect that victim brands would retaliate against the promotion of the attacker brand and thereby make up the sales losses suffered from the attacker’s action. The literature provides several potential explanations for our finding. First, both Pauwels (2004) and Steenkamp et al. (2005) show that competitive reactions are as likely to be accommodating as retaliatory. Second, company inertia or retailer dynamic support may cause the initial promotion itself to last for more weeks (Pauwels 2004, 2007). Finally, this result may be due to the complex nature of competitive dynamics captured in our model. Price promotions of brand A probably hurt several competing brands on the market, not only brand V, whose sales suffered from the attacker’s promotion. This may stimulate brands other than V to respond, which would further reduce sales of brand V. Furthermore, the price promotion of brand A can cause a chain of competitive reactions. The responsive move of brand V to the price promotion of brand A will hurt at least some of its competitors. As a result, these brands may react, and their price promotions may further reduce sales of V in the future.

Among the brand-specific variables, the attacker brand’s promotional activities seem to most affect the cross-brand price promotional elasticities. This suggests that though a brand can effectively use a broad set of marketing tools to influence the effect of promotions on the sales of other brands, it is more limited in defending its own sales from other brands’ promotions. Overall, the significant attacker characteristics coincide with the own brandspecific variables that influence own-brand elasticities. Apparently, some of these earlier established own effects arise from higher brand switching. For the net effect, among the brand-specific variables, only the attacker’s price promotion frequency remains significant; competitive reactions amplify its influence.

Category characteristics have a limited influence on the cross-promotional price effect. Among these, competitive concentration and the average interpurchase time in the category have a moderate influence on the cross effects.

We also show that dynamic consumer responses and competitive reactions affect cross-brand price elasticities. Overall, the cross-promotional price effect tends to increase and the impact of moderating variables is amplified when dynamics are taken into account. This especially holds for the national brand/private label asymmetric effect. This provides evidence of the existence of preemptive switching, resulting in cross-brand post-promotional dips. Such stockpiling not only causes a dip for the promoted brand but also reduces sales of competing brands in future periods. We find that, on average, the cross-brand post-promotion dip is approximately 13% of the immediate cross effect and 25% of the own post-promotion dip. However, our results also suggest that the size of this dip varies, depending on consumers’ inclination to stockpile for a brand and within a category.

### 5.1. Implications

Our results have implications for many open managerial and academic questions in the fast-moving consumer goods industry. We found a large private label/national brand asymmetry, such that private labels are vulnerable to national brands’ promotions. Although private labels continue to improve their quality and market presence and aim to increase store loyalty (Sethuraman 2009), their customers can still be easily tempted by competing national brands’ promotions. Therefore, to improve their performance and retail margins, private labels must first develop their customer loyalty. Some retailers have already begun advertising their private labels, which may be a suitable marketing tool to establish new associations in consumers’ minds, reduce the quality gap perceptions, and increase brand equity and brand loyalty. Even if retailers cannot match the advertising intensity of national brands (Steenkamp et al. 2010), they could exploit their exceptionally high control over in-store marketing activities and the beneficial spillover effects from their store image (Ailawadi and Keller 2004) to build private label equity and loyalty. Improved brand associations related to perceived quality would also enable managers to increase private label prices without a significant loss in share.
Thus, private labels should try to close the price gap with their national competitors.

Furthermore, we find that price and size asymmetry were more important in shaping cross-brand elasticities than the corresponding neighborhood effects. Thus, brands should monitor the higher-tier brands’ promotional activities closely. This is important for logistic and profitability management of the brand.

Among the attacker and the victim brands’ promotional activities, it is mainly the attacker brand that has some influence. This suggests that though a brand can effectively use a broad set of marketing tools to influence the effect of its promotions on the sales of other brands, it is more limited in defending its own sales from other brands’ promotions.

Among the brand-specific variables, frequent price promotions are especially harmful for a brand. They result in lowered price and quality perceptions and increased price sensitivity of consumers (Mela et al. 1997) and, thus, erode brand equity. They also draw competitors’ attention to the brand’s activities. From the eroded brand equity, frequent promotions of a brand make the brand more vulnerable to other brands’ price promotions, and its promotions attract less brand switching from others as well. Furthermore, frequent promotions induce more competitive retaliation, as reflected by the lower moderating parameters for the net elasticities. It takes considerable effort and money to build a strong brand and establish the appropriate associations. Frequent use of price promotions, driven by short-term goals, may, however, modify these associations and reduce brand performance in the long-run. Therefore, brand and category managers should consider this trade-off when determining promotional activities. The use of infrequent but deep discounts may be a better idea because they seem not to affect cross-price elasticities, indicating that they harm brand equity to a lesser extent.

Finally, our results on the effect of consumer responses and competitive reactions, and our findings for preemptive switching, suggest that cross-brand consumer and competitive dynamics exist. Thus, they must be taken into account when analyzing the effects of price deals on competitors’ performance.

### 5.2. Future Research

This study could be extended in several ways. First, we restricted our analysis to the cross-price effects within a category. Additional analysis that includes possible moderating factors for cross-price effects across categories, such as complementarity and substitutability, would provide new insights into cross-price elasticities, which would be useful for both researchers and practitioners. Second, our results draw attention to the importance of private label brand loyalty. Many studies have investigated whether and how private labels boost store loyalty, but little research has examined whether and how developing private label loyalty might benefit retailers. An exception is Ailawadi et al. (2008), who show that private label share significantly affects three measures of behavioral loyalty that can benefit the retailer: share of wallet, share of items purchased, and share of shopping trips. Even if retailers cannot use advertising to the same extent as national brands to build and maintain brand equity, Keller (2008) suggests alternative ways to develop associations. Furthermore, retailers enjoy an advantage because of their high control over in-store marketing activities.

In addition, our analysis is based on a data set from the United States and contained a maximum of one private label brand in a category. Thus, further research could investigate whether our results prevail in a western European setting, in which average quality perceptions of private labels are higher and less uncertain, and the private label positioning is more consistent (Erdem et al. 2004). Moreover, in these markets, several private labels are often present in a category, allowing for private label tiers (especially premium private labels), and their presence influences perceptions of the incumbent private label and national brands (Geyskens et al. 2010).

Finally, our analysis pertains solely to fast-moving consumer goods. An important question would be whether our findings generalize to other categories, such as durable products or categories that induce greater involvement among customers.
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### Appendix A. Bayesian Estimation

In this appendix, we discuss the details of the Bayesian analysis of our model. We consider some technical details, including the conditional distributions used in the sampling algorithm. Furthermore, we present and motivate all priors used.

#### A.1. Sales Models

For the error correction model, we consider the exact likelihood function. For the first observation, lags are not available; therefore we set this observation equal to the long-run equilibrium level. That is,

\[
\log S_{t1} = -\Pi_{11}^{-1}\mu_c + B_{c1}\log P_{c1} + \sum_{k=1}^{K}B_{c1}^kX_{c11} + \epsilon_{c1},
\]

with \( \epsilon_{c1} \sim N(0, V_c) \), where \( V_c \) is the long-run variance. This variance can be obtained from solving the system by repeated substitution and is given by \( V_c = \sum_{j=0}^{\infty}(I - \Pi_{11})^j \).
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\[ \Sigma, (I + \Pi_{1c}) \]. The variance is finite if the eigenvalues of 
\((I + \Pi_{1c})\) are within the unit circle, that is, in case of 
stationarity.

To derive the likelihood function, we summarize the ele-
mements of \(A_i, B_j\), which are related to the immediate 
and gross own effects, respectively, in the \(I\)-dimensional 

\[
\alpha_i = [A_i, c]_{i=1}^{l}, \beta_i = [B_i, c]_{i=1}^{l}.
\]

For these parameters, we impose the hierarchical priors
\(\alpha_i \sim N(\mu_\alpha, \sigma_\alpha^2)\) and \(\beta_i \sim 
N(\mu_\beta, \sigma_\beta^2)\) for \(i = 1, \ldots, l, c = 1, \ldots, C\). The second-stage

\[ \text{equations (11) and (12)} \] are compactly written as 
\(\tilde{\alpha}_i = Z_i^\prime \Theta_{\alpha} + \eta_i^{(1)}\) and \(\tilde{\beta}_i = Z_i^\prime \Theta_{\beta} + \eta_i^{(2)}\), where

\(Z_i\) collects all variables in Equations (11) and (12). The likelihood function of 
the model for the sales in all categories is given by

\[
\prod_{c=1}^{C} \int_{\tilde{\alpha}_c, \tilde{\beta}_c} \int_{\alpha_c, \beta_c} \phi(\tilde{\alpha}_c; \alpha_c, \sigma_\alpha^2) \phi(\beta_c; \mu_\beta, \sigma_\beta^2) \prod_{i=1}^{l} \phi(\alpha_i; \mu_\alpha, \sigma_\alpha^2) \phi(\beta_i; \mu_\beta, \sigma_\beta^2) \prod_{t=2}^{T_c} \phi(e_{ct}; \mu, \Sigma) 
\]

where \(\phi(x; \mu, \Sigma)\) is the density function of the (multivariate) 

normal distribution, with mean \(\mu\) and variance \(\Sigma\) eval-
uated at \(x\).

To obtain posterior results for this part of the model, we use 
the Gibbs sampling technique of Geman and Geman (1984) with data augmentation; see Tanner and Wong (1987). The Bayesian analysis is largely based on uninformati-

\[ \text{ve priors for the model parameters. However, some pri-
ors are used. The settings for the prior parameters appear in } \]

\[ \text{\S A.4.} \]

Next, we derive the full conditional posterior distributions 
of the model parameters and all latent variables. In deriv-

\[ \text{ing, we perform conditional posteriors, we build on the gen-
eral results of Zellner (1971, Chapter VIII) and Fok et al. (2006).} \]

\[ \text{Sampling of } \Pi_{1c} \]

To sample \(\Pi_{1c}\), we rely on the Metropolis–Hastings sampler 
(Hastings 1970, Metropolis et al. 1953). As the candidate, we 
consider the distribution that would result if we ignore the first

\[ \text{observation. We write Equation (1) as} \]

\[ \Delta \log S_{ct} - \mu_c - A_c \log P_{ct} - \sum_{k=1}^{K} A_{ck}^* \Delta X_{ckt} \]

and summarize this equation as 
\(Y_{ct} = \Pi_{1c} W_{ct} + e_{ct}\), where \(Y_{ct}\) and \(W_{ct}\) denote the corresponding terms in

\[ \text{Equation (17). Ignoring the observation for } l = 1, \text{ we would ob-
tain a normal full conditional posterior distribution with mean } \Pi_{1c} \text{ and}
\]

\[ \text{variance } \Sigma_{\Pi_{1c}} \text{ given by} \]

\[
\Pi'_{1c} = \left( \sum_{t=2}^{T_c} W_{ct} W_{ct}' \right)^{-1} \left( \sum_{t=2}^{T_c} W_{ct} Y_{ct} \right), \text{ and} 
\]

\[ \Sigma_{\Pi_{1c}'} = \left( \Sigma + \sum_{t=2}^{T_c} W_{ct} W_{ct}' \right)^{-1}. \]

\[ \text{The sampled candidate is denoted by } \Pi_{1c}' \text{. The differ-
ence in the candidate and the target density is only in the}

\[ \text{first observation, which gives as acceptance-rejection pro-
probability:} \]

\[ \phi(e_{1c}; 0, V_{c})|_{\Pi_{1c} = \Pi_{1c}'} \]

\[ \phi(e_{1c}; 0, V_{c})|_{\Pi_{1c} = \Pi_{1c}''}, \]

\[ \text{where } \Pi_{1c}'' \text{ denotes the previous draw and } e_{1c} = \log S_{ct} + 
\Pi_{1c}'' \mu_c - B_c \log P_{ct} - \sum_{k=1}^{K} A_{ck}^* \Delta X_{ckt} + \Pi_{1c}''(\log S_{ct} - B_c \log P_{ct} + \sum_{k=1}^{K} B_{ck}^* \Delta X_{ckt} - 1). \]

\[ \text{The acceptance-rejection probability equals} \]

\[ \phi(e_{1c}; 0, V_{c})|_{\Pi_{1c} = \Pi_{1c}'} \]

\[ \phi(e_{1c}; 0, V_{c})|_{\Pi_{1c} = \Pi_{1c}''}, \]

\[ \text{where } \Sigma_{\Pi_{1c}''} \text{ denotes the previous draw of } \Sigma_{\Pi_{1c}}. \]

\[ \text{Sampling of } \mu_\alpha, \mu_\beta, \text{ and } \Theta_{\alpha}, n = 1, 2 \]

The full conditional distributions of \(\mu_\alpha\) and \(\mu_\beta\) are 
\(N(1/\Sigma_{\alpha}^{-1}, l_1) \Sigma_{\alpha}^{-1} \Sigma_{\alpha}^{-1} \alpha_{1c} (\sigma_\alpha^2/\Sigma_{\alpha}^{-1}) \cdot N(1/\Sigma_{\beta}^{-1}, l_2) \Sigma_{\beta}^{-1} \Sigma_{\beta}^{-1} \beta_{1c} (\sigma_\beta^2/\Sigma_{\beta}^{-1})\), respectively. The full condi-
tional distribution of \(\Theta_{\alpha}\), which is multivariate normal with mean 
\(\Sigma_{\alpha}^{-1} \Sigma_{\alpha}^{-1} \sum_{i=1}^{l} Z_i Z_i'\), and variance 
\(\sigma_\alpha^2 \Sigma_{\alpha}^{-1} \Sigma_{\alpha}^{-1} \sum_{i=1}^{l} Z_i Z_i' \Sigma_{\alpha}^{-1} \sum_{i=1}^{l} Z_i Z_i' \Sigma_{\alpha}^{-1}\), the full conditional for \(\Theta_{\beta}\) is ana-
gous.

\[ \text{Sampling of } \sigma_\alpha^2, \sigma_\beta^2, \text{ and } \sigma_{\theta_\alpha}^2, n = 1, 2 \]

These variance are sampled from inverted chi-square distributions with scale parameter and degrees of freedom as defined in the following overview.

<table>
<thead>
<tr>
<th>Variance</th>
<th>Scale parameter</th>
<th>Degrees of freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_\alpha^2)</td>
<td>(\kappa_1 + \sum_{c=1}^{C} l_c \alpha_{1c} - \mu_\alpha^2)</td>
<td>(\kappa_2 + \sum_{c=1}^{C} l_c)</td>
</tr>
<tr>
<td>(\sigma_\beta^2)</td>
<td>(\kappa_1 + \sum_{c=1}^{C} l_c (\beta_{1c} - \mu_\beta)^2)</td>
<td>(\kappa_2 + \sum_{c=1}^{C} l_c)</td>
</tr>
<tr>
<td>(\sigma_{\theta_\alpha}^2)</td>
<td>(\kappa_1 + \sum_{c=1}^{C} l_c (\tilde{\alpha}<em>{1c} - Z_i' \Theta</em>\alpha)^2)</td>
<td>(\kappa_2 + \sum_{c=1}^{C} l_c (l_c - 1))</td>
</tr>
<tr>
<td>(\sigma_{\theta_\beta}^2)</td>
<td>(\kappa_1 + \sum_{c=1}^{C} l_c (\tilde{\beta}<em>{1c} - Z_i' \Theta</em>\beta)^2)</td>
<td>(\kappa_2 + \sum_{c=1}^{C} l_c (l_c - 1))</td>
</tr>
</tbody>
</table>

The \(\kappa\) terms result from the priors, which we use to improve convergence of our Gibbs sampler (Hobert and Casella 1996).
Sampling of \( \alpha \) and \( \beta \).
We split up \( P_{cil} = (P_{cil}^{1}, \ldots, P_{cil}^{T}) \) into the scalars \( P_{cil}^{\text{down}} = P_{cil}^{0} \) and the row vectors \( P_{cil}^{\text{cross}} = [P_{cil}^{1}, \ldots, P_{cil}^{T}] \) to disentangle the own effects from the cross effects. Next, we define \( P_{cil}^{\text{down}} = \text{diag}(P_{cil}^{1}, \ldots, P_{cil}^{T}) \) and \( P_{cil}^{\text{cross}} = \text{diag}(P_{cil}^{1}, \ldots, P_{cil}^{T}) \). To sample \( \alpha \) and \( \beta \) jointly, we write

\[
\log S_{c1} - \log P_{cil}^{\text{cross}} \beta - \sum_{k=1}^{K} B_k X_{ck} + \Pi_{Ic} \mu_c = (0, \log P_{cil}^{\text{down}}) (\alpha_c, \beta_c) + e_{cil},
\]

and

\[
\Delta \log S_{cil} - \mu_c - \Pi_{Ic} \left( \log S_{cil, t-1} - \log P_{cil, t-1}^{\text{cross}} \beta - \sum_{k=1}^{K} A_k X_{ck, t-1} \right) - \Delta \log P_{cil}^{\text{cross}} \alpha_c - \sum_{k=1}^{K} A_k \Delta X_{ck}
\]

\[
= (\Delta \log P_{cil}^{\text{down}}, -\Pi_{Ic} \log P_{cil}^{\text{down}}) (\alpha_c, \beta_c) + e_{cil},
\]

which we rewrite as \( \log Y_{cil} = W_{cil}^{(n)} + e_{cil} \), with the obvious definitions for \( Y_{cil} \) and \( W_{cil}^{(n)} \). The variance of \( e_{cil} \) is \( V_e \), and the variance of \( \varepsilon_{cil} \) equals \( \Sigma \). Note that we use different definitions for \( V_e \) and \( \Sigma \) for \( t = 1 \) versus \( t > 1 \). Next, we write the hierarchical priors as \( -\mu_p = -1 \alpha_c + \nu_p \) and \( -\mu_p = -1 \beta_p + \nu_p \). The error term \( \nu_p \) is normal distributed with mean 0 and covariance matrix \( \sigma_p^2 \Sigma \) for \( n = 1 \), and \( \sigma_p^2 \Sigma \) for \( n = 2 \). To sample \( \alpha \) and \( \beta \), we combine and standardize the equations

\[
V_c^{-1/2} Y_{cil} = V_c^{-1/2} W_{cil} \left( \begin{array}{c} \alpha_c \\ \beta_c \end{array} \right) + V_c^{-1/2} \varepsilon_{cil},
\]

\[
\Sigma_c^{-1/2} Y_{cil} = \Sigma_c^{-1/2} W_{cil} \left( \begin{array}{c} \alpha_c \\ \beta_c \end{array} \right) + \Sigma_c^{-1/2} \varepsilon_{cil},
\]

\[
\left( \begin{array}{c} \alpha_c \\ \beta_c \end{array} \right) = \left( \begin{array}{cc} \frac{\mu_a}{\sigma_a} & 0 \\ 0 & \frac{\mu_b}{\sigma_b} \end{array} \right) \left( \begin{array}{c} \alpha_c \\ \beta_c \end{array} \right) + \left( \begin{array}{c} \frac{\mu_a}{\sigma_a} \\ \frac{\mu_b}{\sigma_b} \end{array} \right),
\]

where \( A^{-1/2} \) denotes the inverse of the Cholesky decomposition of the matrix \( A \); that is, \( A^{-1/2} = (A^{1/2})^{-1} \) with \( A^{1/2} A^{1/2'} = A \). Thus, the full conditional posterior distribution of \( (\alpha, \beta)' \) is normal with mean

\[
\left( \begin{array}{c} \frac{1}{\sigma_a} I \\ \frac{1}{\sigma_b} I \end{array} \right) + \sum_{t=1}^{T} \left( W_{cil}^{t} \Sigma_{cil}^{-1} W_{cil}^{t} \right)^{-1}
\]

\[
\left( \begin{array}{c} \frac{\mu_a}{\sigma_a} \\ \frac{\mu_b}{\sigma_b} \end{array} \right) + \sum_{t=1}^{T} \left( W_{cil}^{t} \Sigma_{cil}^{-1} Y_{cil} \right)
\]

and covariance matrix

\[
\left( \begin{array}{cc} \frac{1}{\sigma_a^2} I & 0 \\ 0 & \frac{1}{\sigma_b^2} I \end{array} \right) + \sum_{t=1}^{T} \left( W_{cil}^{t} \Sigma_{cil}^{-1} W_{cil}^{t} \right)^{-1}
\]

Sampling of \( \mu, \sigma, \beta \).
Note that \( \sum_{k=1}^{T} X_{ck} X_{ck, t-1} = (X_{ck, t-1} \otimes I, \ldots, X_{ck, t-1} \otimes I) \).
vec\( (B_{cil}^{1}, \ldots, B_{cil}^{T}) \), which we define to equal \( X_{cil} \otimes \beta_c \). Furthermore, \( \sum_{k=1}^{T} X_{ck} X_{ck} \) equals \( \Delta X_{cil} \otimes I \).
vec\( (A_{cil}^{1}, \ldots, A_{cil}^{T}) \), which we denote by \( \Delta X_{cil}, \sigma_c^2 \).
Equations (15) and (1) can now be written as

\[
\log S_{cil} - \log P_{cil}^{\text{cross}} \beta_c = (-\Pi_{Ic}^{-1} 0 \log P_{cil}^{\text{down}} 0 X_{cil}) \gamma + \varepsilon_{cil},
\]

\[
\Delta \log S_{cil} - \Delta \log P_{cil}^{\text{cross}} \alpha_c = -\Pi_{Ic} \Delta \log P_{cil}^{\text{down}} \beta_c
\]

where \( \gamma = (\mu_c', \alpha_c', \beta_c', \alpha_c'', \beta_c'') \), and \( \alpha_c \) and \( \beta_c \) capture the cross effects in the matrices \( A_c \) and \( B_c \). This system can be written in the multivariate regression model

\[
Y_{cil} = W_{cil} \gamma + \varepsilon_{cil},
\]

where \( Y_{cil} \) contains the left-hand side of Equation (26) and \( W_{cil} \) captures the right-hand side. Note that \( W_{cil} \) is differently defined from \( W_{cil} \) for \( t > 1 \). The error term is normal distributed with mean 0 and covariance matrix \( \Sigma \). (\( V_e \) for the first observation).

In a similar manner as before, we write the information from the second layer of the hierarchical model as \( -\tilde{U}_1 = -I_{k}(I_{k-1}^{(1)} \tilde{\alpha} + \eta^{(1)}) \) and \( -\tilde{U}_2 = -I_{k}(I_{k-1}^{(2)} \tilde{\beta} + \eta^{(2)}) \), where now \( U_1^{(n)} \) equals an \( I_{(n-1)} \) vector with elements \( Z_{n}^{(n)} \), where \( n = 1, 2 \). Collecting and standardizing both equations, we obtain

\[
V_c^{-1/2} Y_{cil} = V_c^{-1/2} W_{cil} \gamma + V_c^{-1/2} \varepsilon_{cil},
\]

\[
\Sigma_c^{-1/2} Y_{cil} = \Sigma_c^{-1/2} W_{cil} \gamma + \Sigma_c^{-1/2} \varepsilon_{cil},
\]

\[
\left( \begin{array}{c} \frac{1}{\sigma_a} I \\ \frac{1}{\sigma_b} I \end{array} \right) = \left( \begin{array}{cc} \frac{1}{\sigma_a} I \\ \frac{1}{\sigma_a} I \end{array} \right) + \sum_{t=1}^{T} \left( W_{cil}^{t} \Sigma_{cil}^{-1} Y_{cil} \right)
\]

Thus, the full conditional distribution of \( \gamma \) is normal with mean

\[
\left( \begin{array}{c} 0 \\ 0 \end{array} \right) + \sum_{t=1}^{T} \left( W_{cil}^{t} \Sigma_{cil}^{-1} Y_{cil} \right)
\]

and covariance matrix

\[
\left( \begin{array}{cc} \frac{1}{\sigma_a^2} I & 0 \\ 0 & \frac{1}{\sigma_b^2} I \end{array} \right) + \sum_{t=1}^{T} \left( W_{cil}^{t} \Sigma_{cil}^{-1} Y_{cil} \right)
\]
and covariance matrix

\[ \left( P^T P + W_{i1} V_{i1}^{-1} W_{i1} + \sum_{t=2}^{T_i} (W_{it} \Sigma_{it}^{-1} W_{it}) \right)^{-1}. \]

### A.2. Price Model

The model for the prices in category \( c \) is a VARX. Note that we ignore the shrinkage effect from the hierarchical model for the net effects. For each category, we can therefore separately perform a Bayesian analysis. We rewrite the original model

\[ \Delta \log P_{it} = \delta_i + \gamma_i \log S_{it-1} + \Pi_{it} \log P_{it-1} + \sum_{k=1}^{K} D^*_k X_{it-1} + \xi_{it} \]

as \( \Delta \log P_{it} = M_i \phi_i + \xi_{it} \), where \( M_i = \{ I \otimes \log S_{it-1}, I \otimes \log P_{it-1}, \ldots, I \otimes X_{it-1} \} \) and \( \phi = (\delta_i, \text{vec}(D'_1), \text{vec}(\Pi_2), \ldots, \text{vec}(D'_k)) \). We allow for a normal prior distribution on \( \phi \) with mean \( \bar{\phi} \) and inverse variance \( \Sigma^{-1}_{\phi} \). Furthermore, \( \xi_{it} \sim \mathcal{N}(0, \Omega) \). Conditional on \( \Omega \), the data, \( \phi \), and the data, \( \Omega \) has an inverted Wishart distribution with scale matrix \( \sum_{t=2}^{T_i} (\Delta \log P_{it} - M_i \gamma_i) \cdot (\Delta \log P_{it} - M_i \gamma_i)' \), and \( T_i - 1 \) degrees of freedom.

### A.3. Net Effects

We obtain draws of the net effect. For each such draw, we take one draw from the joint posterior of all sales models and one draw from the joint posterior of the price models. Next, we use Equation (9) to obtain a draw for the net effects. We denote such a draw by \( \gamma_i^{(c)} \) for \( c = 1, \ldots, C \). We then use these draws to obtain pseudo-posterior draws of \( \phi_i, \gamma_i^{(c)}, \) and \( \sigma_{\gamma_i}^2 \) is straightforward. The \( \ell \)th draw for \( \phi \) comes from a normal with mean \( (\sum_{c=1}^{C} Z_{i\ell} Z_{i\ell}')^{-1} \) and variance \( \sigma_{\gamma_i}^2 (\sum_{c=1}^{C} Z_{i\ell} Z_{i\ell}')^{-1} \). The \( \ell \)th draw of \( \sigma_{\gamma_i}^2 \) comes from an inverted chi-square with location \( \kappa_{\gamma} + \sum_{c=1}^{C} (\gamma_i^{(c)} - Z_{i\ell} \Theta_i)^2 \) and degrees of freedom equal to \( \kappa_{\gamma} + \sum_{c=1}^{C} I_i (I_i - 1) \).

### A.4. Prior Settings

For the gross cumulative effect to exist, we theoretically must ensure that zero posterior mass for values of \( \Pi_{it} \) corresponds to nonstationary sales. Therefore, we impose a prior that restricts \( \Pi_{it} \) to the stationary region. This prior is implemented by rejecting a draw if the largest eigenvalue of \( \Pi_{it} + \Pi_{it} \) is larger than 0.95. Note that this also rules out extremely large gross cumulative effects. Note that such a prior is only justified if the sales are actually stationary. We checked this assumption by counting the number of rejected draws. We only needed to reject 779 draws of the total 165 x 10,000 draws. This is less than 0.005%. Thus, the assumption of stationarity is empirically justified.

Next, to improve convergence of the MCMC sampler, we impose some weak prior information on the variances in the second-level models. We use an inverted chi-square prior with scale \( \kappa_1 = 1 \) and degrees of freedom equal to \( \kappa_2 = 5 \) (see Hobert and Casella 1996 for a discussion).

For the net effects to exist, the combined model for price and sales as given in Equation (5) must be stationary. Note that it is not strictly necessary that the VARX model for prices in Equation (2) be stationary because the sales also depend on prices. To avoid very extreme and theoretically unlikely draws for the net effect, we set normal priors on the elements of \( \Pi_{it} \). We set the corresponding elements of \( \phi \) and \( \Sigma_{\phi}^{-1} \) to \(-0.8 \) and \( 25 \) for the own effects and to \( 0 \) and \( 25 \) for the cross effects, respectively. These settings roughly correspond to a prior confidence interval for the autoregressive parameters on the diagonal of \( I + \Pi_{it} \) of \([-0.2, 0.6] \); for the off-diagonal elements, the interval is \([-0.4, 0.4] \). To assess the impact of this prior, we reran the analysis after doubling the intervals to \([-0.6, 1] \) and \([-0.8, 0.8] \), respectively. Doing so only led to small changes in the posterior means of the impact of the moderating variables on the net effect. The presence of some extreme draws of the net effect for individual brands did increase the posterior standard deviation. The other parameters in the price models have a flat prior or an uninformative one.

### Appendix B. Controlling for Product Introductions/Deletions

Changes in the number of products available in a category can have a major impact on a market. In our model, we control for this by including the number of products available for each brand as additional explanatory variables. This information is not directly available in the data. In this appendix, we discuss how we construct these variables.

First, we use the raw data to count the number of unique products (defined using the universal product code, or UPC) sold for each brand in each week; we denote this variable for brand \( i \) in week \( t \) as \#UPC\(_i\). However, \#UPC\(_i\) shows a lot of variation that is not related to product introductions or deletions but actually caused by the total brand sales. For example, when sales are relatively low in a particular week, some of the less popular UPCs will not be sold at all. Therefore, just including \#UPC\(_i\) in a sales model would lead to an endogeneity problem. We solve this problem by removing all short-term variation from \#UPC\(_i\) that is not related to changes in the assortment. We do so by applying the following rules to all brands and all weeks; that is, we first apply rule 1 to all weeks, then rule 2, and so forth.

#### Rule 1: Remove temporary dips of length 1

1. If \#UPC\(_i\) < min[\#UPC\(_{i,1-1}\), \#UPC\(_{i,1+1}\)], the low observed assortment size at \#UPC\(_i\) is most likely not due to a deletion. We replace \#UPC\(_i\) by \#UPC\(_{i,1-1}\).

#### Rule 2: Remove temporary dips of length 2

1. If \#UPC\(_i\) < min[\#UPC\(_{i,1-1}\), \#UPC\(_{i,1+1}\)] and \#UPC\(_{i,1-2}\) < min[\#UPC\(_{i,1-1}\), \#UPC\(_{i,1+1}\)], the low observed assortment size at \( t + 1 \) is most likely not due to a deletion. We set \#UPC\(_{i,1+1}\) = min[\#UPC\(_{i,1-1}\), \#UPC\(_{i,1+1}\)].
Rule 4: Remove temporary peaks of length 1. If \#UPC_i > \max(\#UPC_{i-1}, \#UPC_{i+1}), the high assortment size at time t is most likely not due to a real product introduction. Therefore, we replace this value with \max(\#UPC_{i-1}, \#UPC_{i+1}).

After applying these rules, we obtain series that reflect the true development in the assortment. All the spurious short-term variation is removed. Plots of the resulting \#UPC series are available from the authors upon request.
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