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1. Introduction

When looking at systems of typed $\lambda$ calculus from a logical point of view, there are some interesting questions that arise. One of them is whether the formulas-as-types embedding from the logic into the typed $\lambda$ calculus is complete, that is, whether the types that are inhabited in the typed $\lambda$ calculus are provable (as formulas) in the logic. It is well-known that this is not a vacuous question: the 'standard' formulas-as-types embedding from higher order predicate logic into the Calculus of Constructions is not complete. (See [Berardi 1989], [Geuvers 1989] or [Geuvers 1993].) Another interesting issue is whether the typed $\lambda$ calculus approach can help to solve questions about the logics or vice versa. An example of such a fruitful interaction is the proof of (strong) normalization for the Calculus of Constructions, which has as corollary in higher order predicate logic that cut elimination terminates. In this paper we want to treat questions of conservativity between systems of typed $\lambda$ calculi (and hence between the logical systems that correspond with them according to the formulas-as-types embedding). On the one hand this is an issue of interest for the typed $\lambda$ calculi themselves. (Can new type forming operators create inhabitants of previously empty types?) On the other hand, however, this is a nice example of how the formulas-as-types embedding can help to solve questions about logics by making use of typed $\lambda$ calculi and vice versa.

If one sees a typed $\lambda$ calculus as a logical system, one takes one specific universe ('sort' in the terminology of Pure Type Systems) to be interpreted as the universe of all formulas. Let's call this universe Prop. Now suppose that $S_1$ is a system of typed $\lambda$ calculus containing the universe Prop, and suppose that $S_2$ is a system that extends $S_1$.

1.1. DEFINITION. The type system $S_2$ is a conservative extension of $S_1$ if for every context $\Gamma$ and type $A$ one has

\[ \Gamma \vdash_{S_1} A : \text{Prop} \]
\[ \Gamma \vdash_{S_2} M : A \] \Rightarrow \exists N[\Gamma \vdash_{S_1} N : A].
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The 'logical' intuition should be clear: if the formula \( A \), taken from the smaller system, is provable in the larger system, then it is already provable in the smaller system. To make the connection with logics a bit more precise we recall that, if \( L_1 \) and \( L_2 \) are logics and \( L_2 \) extends \( L_1 \), then \( L_2 \) is a conservative extension of \( L_1 \) if for all formulas \( \varphi \) and sets of formulas \( \Delta \) one has

\[
\Delta \cup \{ \varphi \} \text{ is a set of formulas of } L_1 \Rightarrow \Delta \vdash_{L_1} \varphi.
\]

Now, let \( H \) be the formulas-as-types embedding from \( L_1 \) into \( S_1 \) and from \( L_2 \) into \( S_2 \). This means that for every finite set of formulas \( \Delta \) in \( L_i \) there is a specific context \( \Gamma_{\Delta} \) in \( S_i \), in which all the declarations are made that are necessary for forming the types \( H(\psi) \) (for \( \psi \in \Delta \)) in \( S_i \). Furthermore this embedding \( H \) is sound:

\[
\Delta \vdash_{L_i} \varphi \Rightarrow \exists N[\Gamma_{\Delta \cup \{ \varphi \}}, p : H(\Delta) \vdash_{S_i} N : H(\varphi)].
\]

Here the \( p : H(\Delta) \) denotes a vector of variable-declarations \( p_i : H(\psi_i) \) for each \( \psi_i \in \Delta \). Hence the \( \Delta \) is taken to be finite, which is not a real restriction. In the formulas-as-types embedding, the term \( N \) of type \( H(\varphi) \) is defined by induction on the derivation of \( \Delta \vdash \varphi \), so the formulas-as-types embedding not only maps formulas to types, but also derivations to proof-terms.

The formulas-as-types embedding is not always complete, where completeness means (in the terminology above) that for each formula \( \varphi \) and finite set of formulas \( \Delta \), taken from \( L_i \) one has

\[
\Gamma_{\Delta \cup \{ \varphi \}}, p : H(\Delta) \vdash_{S_i} N : H(\varphi) \Rightarrow \Delta \vdash_{L_i} \varphi.
\]

Some well-known examples of the formulas-as-types embedding are not complete, like the embedding of higher order predicate logic into the Calculus of Constructions. In this paper we are more interested in embeddings that are complete, in which case we usually speak of a formulas-as-types isomorphism. This is because of the following.

1.2. PROPOSITION. If the formulas-as-types embedding \( H \) is complete, then \( S_2 \) is a conservative extension of \( S_1 \) \( \iff \) \( L_2 \) is a conservative extension of \( L_1 \).

This proposition can be useful in two ways, both of which will be applied in this paper. Note therefore that in the definition of conservativity (Definition 1.1) there is no requirement about a function that takes an inhabitant \( M : \varphi \) in the larger system and returns an inhabitant \( N : \varphi \) in the smaller system. However, if there is such a function, then the conservativity result will usually be much easier to prove for the typed \( \lambda \) calculi, because one just has to define the function and to show (by induction on the derivation or by induction on the structure of the term) that it preserves derivability. This is a purely syntactic conservativity proof. If it is not clear how such a function should be defined, it is better to look at the logics, in which case one can forget about the proof terms all together and just look at provability. In this latter case a semantic approach suits very well to prove conservativity.
Here we study the conservativity relations inside the cube of typed $\lambda$ calculi, a collection of eight type systems defined by Barendregt (see [Barendregt 1992]) to give a fine structure for the Calculus of Constructions. There is a close connection between the cube of typed $\lambda$ calculi and a cube of logical systems, due to the formulas-as-types embedding from the latter into the first. To make this embedding more readily understandable it is often described in two steps, first from the logic to a typed $\lambda$ calculus that is in direct correspondence with the logic and then from this latter typed $\lambda$ calculus to a type system of the cube. (See [Barendregt 1992] but also [Geuvers 1993].) To strip our discussions about typed $\lambda$ calculi from the need to first having to justify all kinds of meta-theoretic reasoning, we work in the framework of ‘Pure Type Systems’. (See [Geuvers and Nederhof 1991], [Barendregt 1992] or [Geuvers 1993].) This gives a general method for describing typed $\lambda$ calculi. Moreover we can use all the well-known meta-theory for Pure Type Systems (PTSs).

The main result in this paper is that, if $S_2$ is a system in the cube that contains the system $S_1$, then $S_2$ is a conservative extension of $S_1$, unless $S_2$ is the Calculus of Constructions (CC) and $S_1$ is the second order dependent typed $\lambda$ calculus $\lambda P2$. But more interesting than this general result is maybe the proof, which is divided into four cases. The first case is to show that CC is not conservative over $\lambda P2$. The second case is to show that the extension of a system by adding type dependency is conservative. The third is to show that an extension of a first order system (i.e. a system in the bottom plane of the cube) is always conservative. This leaves over one special case, which is to show that $\lambda \omega$ is conservative over the polymorphic $\lambda$ calculus, $\lambda 2$. The second and third case are dealt with by defining a mapping from terms in the larger system to the terms in the smaller system, which gives us a purely syntactic conservativity proof. The fourth case is more difficult, because it is not clear how to do this proof by purely syntactic means. We therefore define a semantics for the logical systems of higher and second order propositional logic (which are isomorphic to $\lambda \omega$ and $\lambda 2$ by the formulas-as-types embedding) and show the conservativity on the level of the logics.

2. A fine structure for the Calculus of Constructions

2.1. Pure Type Systems

Our studies of the Calculus of Constructions and its subsystems will be done in the framework of ‘Pure Type Systems’. This provides a generic way of describing systems of typed $\lambda$ calculus. In fact one can only describe systems that have as type forming operator just the $\Pi$ and as reduction rule just $\beta$. As the Calculus of Constructions is such a system, the Pure Type Systems (or PTSs) is the right framework for us.

The Pure Type Systems are formal systems for deriving judgements of the form

$$\Gamma \vdash M : A,$$
where both $M$ and $A$ are in the set of so called pseudoterms, a set of expressions from which the derivation rules select the ones that are typable. The $\Gamma$ is a finite sequence of declarations, statements of the form $x : B$, where $x$ is a variable and $B$ is a pseudoterm. The idea is that a term $M$ can only be of type $A$ (notation $M : A$) relative to a typing of the free variables that occur in $M$ and $A$. Before giving the precise definition of Pure Type Systems we define the set of pseudoterms $T$ over a base set $\mathcal{S}$. (The dependency of $T$ on $\mathcal{S}$ is usually ignored.)

2.1. Definition. For $\mathcal{S}$ some set, the set of pseudoterms over $\mathcal{S}$, $T$, is defined by

$$T ::= \mathcal{S} | \text{Var} | (\Pi \text{Var}: T. T) | (\lambda \text{Var}: T. T) | \mathcal{T},$$

where $\text{Var}$ is a countable set of expressions, called variables. Both $\Pi$ and $\lambda$ bind variables and hence we have the usual notions of free variable and bound variable. We adopt the $\lambda$-calculus notation of writing $\text{FV}(M)$ for the set of free variables in the pseudoterm $M$.

On $T$ we have the usual notion of $\beta$-reduction, generated from

$$(\lambda x:A.M)P \to^\beta M[P/x],$$

where $M[P/x]$ denotes the substitution of $P$ for $x$ in $M$ (done with the usual care to avoid capturing of free variables), and compatible with application, $\lambda$-abstraction and $\Pi$-abstraction. We also adopt from the untyped $\lambda$ calculus the conventions of denoting the transitive reflexive closure of $\to^\beta$ by $\to^*\beta$ and the transitive symmetric closure of $\to^\beta$ by $\leftrightarrow^\beta$.

The typing of terms is done under the assumption of specific types for the free variables that occur in the term.

2.2. Definition. 1. A declaration is a statement of the form $x : A$, where $x$ is a variable and $A$ a pseudoterm,

2. A pseudocontext is a finite sequence of declarations such that, if $x : A$ and $y : B$ are different declarations of the same pseudocontext, then $x \neq y$,

3. If $\Gamma = x_1:A_1, \ldots, x_n:A_n$ is a pseudocontext, the domain of $\Gamma$, $\text{dom}(\Gamma)$, is the set $\{x_1, \ldots, x_n\}$; for $x_i \in \text{dom}(\Gamma)$.

4. For $\Gamma$ a pseudocontext, a variable $y$ is $\Gamma$-fresh (or just fresh if it is clear which $\Gamma$ we are talking about) if $y \notin \text{dom}(\Gamma)$.

2.3. Definition. A Pure Type System (PTS) is given by a set $\mathcal{S}$, a set $\mathcal{A} \subseteq \mathcal{S} \times \mathcal{S}$ and a set $\mathcal{R} \subseteq \mathcal{S} \times \mathcal{S} \times \mathcal{S}$. The PTS that is given by $\mathcal{S}$, $\mathcal{A}$ and $\mathcal{R}$ is denoted by
\(\lambda(S, A, R)\) and is the typed \(\lambda\) calculus with the following deduction rules.

\[
\begin{align*}
\text{(sort)} & \quad \vdash s_1 : s_2 & \text{if} \ (s_1, s_2) \in A \\
\text{(var)} & \quad \frac{\Gamma \vdash A : s}{\Gamma, x:A \vdash x : A} & \text{if} \ x \text{ is} \ \Gamma\text{-fresh} \\
\text{(weak)} & \quad \frac{\Gamma \vdash A : s \quad \Gamma \vdash M : C}{\Gamma, x:A \vdash M : C} & \text{if} \ x \text{ is} \ \Gamma\text{-fresh} \\
\text{(II)} & \quad \frac{\Gamma \vdash A : s_1 \quad \Gamma, x:A \vdash B : s_2}{\Gamma \vdash \Pi x:A. B : s_3} & \text{if} \ (s_1, s_2, s_3) \in R \\
\text{(\(\lambda\))} & \quad \frac{\Gamma, x:A \vdash M : B \quad \Gamma \vdash \Pi x:A. B : s}{\Gamma \vdash \lambda x:A.M : \Pi x:A.B} \\
\text{(app)} & \quad \frac{\Gamma \vdash M : \Pi x:A.B \quad \Gamma \vdash N : A}{\Gamma \vdash MN : B[N/x]} \\
\text{(conv)} & \quad \frac{\Gamma \vdash M : A \quad \Gamma \vdash B : s}{\Gamma \vdash M : B} \quad A =_\beta B
\end{align*}
\]

If \(s_2 \equiv s_3\) in a triple \((s_1, s_2, s_3) \in R\), we write \((s_1, s_2) \in R\). The equality in the conversion rule (conv) is the \(\beta\)-equality on the set of pseudoterms \(T\).

The elements of \(S\) are called \textit{sorts}, the elements of \(A\) (usually written as \(s_1 : s_2\)) are called \textit{axioms} and the elements of \(R\) are called \textit{rules}.

If \(\lambda(S, A, R)\) is a PTS, the set of \textit{terms} of \(\lambda(S, A, R)\), \(\text{Term}(\lambda(S, A, R))\), is defined by

\[
\text{Term}(\lambda(S, A, R)) = \{ A \mid \exists \Gamma, B[\Gamma \vdash A : B \lor \Gamma \vdash B : A] \}.
\]

This is not the place to go into a detailed treatment of the meta-theoretic properties of PTSs. We refer to [Geuvers and Nederhof 1991], [Barendregt 1992] or [Geuvers 1993] for details. We only give the most important properties without proof.

2.4. PROPOSITION. In an arbitrary PTS \(\lambda(S, A, R)\), the following holds.

- Substitution
  If \(\Gamma_1, x:A, \Gamma_2 \vdash M : B\) and \(\Gamma_1 \vdash N : A\), then \(\Gamma_1, \Gamma_2[N/x] \vdash M[N/x] : B[N/x]\).
- Stripping
(i) $\Gamma \vdash s : R$, $s \in S \Rightarrow R =_{\beta} s'$ with $s : s' \in A$ for some $s' \in S$,
(ii) $\Gamma \vdash x : R$, $x \in \text{Var} \Rightarrow R =_{\beta} A$ with $x : A \in \Gamma$ for some term $A$,
(iii) $\Gamma \vdash \Pi x : A. B : R \Rightarrow \Gamma \vdash A : s_1, \Gamma, x : A \vdash B : s_2$ and $R =_{\beta} s_3$
with $(s_1, s_2, s_3) \in R$ for some $s_1, s_2, s_3 \in S$,
(iv) $\Gamma \vdash \lambda x : A. M : R \Rightarrow \Gamma, x : A \vdash M : B, \Gamma \vdash \Pi x : A. B : s$ and
$R =_{\beta} \Pi x : A. B$ for some term $B$ and $s \in S$,
(v) $\Gamma \vdash MN : R \Rightarrow \Gamma \vdash M : \Pi x : A. B, \Gamma \vdash N : A$ with $R =_{\beta} B[N/x]
for some terms $A$ and $B$.

Subject Reduction
If $\Gamma \vdash M : A$ and $M \rightarrow_{\beta} N$, then $\Gamma \vdash N : A$.

Confluence
If $\Gamma \vdash M : A, \Gamma \vdash N : A$ and $M =_{\beta} N$, then there is a term $Q$ with
$\Gamma \vdash Q : A$ and $M \rightarrow_{\beta} Q, N \rightarrow_{\beta} Q$.

The definition of Pure Type System gives rise to an interesting notion of
morphism between typed $\lambda$ calculi which can be described by taking into account
only the sorts, axioms and rules of the system.

2.5. DEFINITION. Let $\lambda(S, A, R)$ and $\lambda(S', A', R')$ be PTSs. A morphism from
$\lambda(S, A, R)$ to $\lambda(S', A', R')$ is a mapping $f$ from $S$ to $S'$ that
preserves axioms and rules, that is
\[ s_1:s_2 \in S \Rightarrow f(s_1):f(s_2) \in S', \]
\[ (s_1, s_2, s_3) \in R \Rightarrow (f(s_1), f(s_2), f(s_3)) \in R'. \]

A PTS-morphism $f$ from $\lambda(S, A, R)$ to $\lambda(S', A', R')$ immediately extends to a
mapping from the pseudoterms of $\lambda(S, A, R)$ to the pseudoterms of $\lambda(S', A', R')$
and hence to a mapping from pseudocontexts to pseudocontexts. This mapping
preserves substitution and $\beta$-equality and also derivability:

2.6. LEMMA. If $f$ is a PTS-morphism from $\zeta$ to $\zeta'$, then
\[ \Gamma \vdash_{\zeta} M : A \Rightarrow f(\Gamma) \vdash_{\zeta'} f(M) : f(A). \]

2.2. The cube of typed $\lambda$ calculi

2.7. DEFINITION. The Barendregt's cube of typed $\lambda$ calculi consists of eight
PTSs. Each of them has
\[ S := \{*, \square\}, \]
\[ A := \{*: \square\}. \]
The set of rules $R$ for each system are as given in the following table.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda \rightarrow (\ast, \ast)$</td>
<td>$\lambda 2 (\ast, \ast)$ $(\square, \ast)$</td>
</tr>
<tr>
<td>$\lambda \hat{\omega} (\ast, \ast)$</td>
<td>$\lambda \omega (\ast, \ast)$ $(\square, \ast)$ $(\square, \square)$</td>
</tr>
<tr>
<td>$\lambda P (\ast, \ast)$</td>
<td>$\lambda P 2 (\ast, \ast)$ $(\ast, \square)$ $(\square, \ast)$</td>
</tr>
<tr>
<td>$\lambda P \omega (\ast, \ast)$</td>
<td>$\lambda P \omega (\ast, \ast)$ $(\ast, \square)$ $(\square, \square)$</td>
</tr>
<tr>
<td>$\lambda P \omega (\ast, \ast)$</td>
<td>$\lambda P \omega (\ast, \ast)$ $(\ast, \square)$ $(\square, \ast)$ $(\square, \square)$</td>
</tr>
</tbody>
</table>

The system $\lambda P \omega$ is the Calculus of Constructions, sometimes called the Pure Calculus of Constructions to distinguish it from its variants and extensions. We refer to it as CC. The systems of the cube are usually presented as follows.
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where an arrow denotes inclusion of one system in another.

The systems $\lambda \rightarrow$ and $\lambda 2$ are also known as the simply typed lambda calculus and the polymorphically typed $\lambda$ calculus (due to Girard, as system F, and Reynolds). The system $\lambda \hat{\omega}$ is a higher order version of $\lambda 2$, also known as Girard’s system $F \omega$. The presentation of these systems as a PTS is quite different from the original one. If one is just interested in those systems alone it is in general more convenient to study them in their original presentation. The PTS framework is more convenient for systems with type dependency, that is the feature that a type $A:\ast$ may itself contain a subterm $M$ with $M:B:\ast$. This situation only occurs in the presence of the rule $(\ast, \square)$. In that case there is no other syntax for the systems which is essentially more convenient then the PTS format. The system $\lambda P$ is very close to the system LF [Harper et al. 1987]. In fact LF is obtained from $\lambda P$ by replacing in the conversion rule the side condition $A =^\beta B$ by $A =^\beta \eta B$. The system $\lambda P \omega$ is the Calculus of Constructions, due to [Coquand 1985]. (See
also [Coquand and Huet 1988]. The system \( \lambda P 2 \) was defined under the same name in [Longo and Moggi 1988].

The formulas-as-types embedding from logical systems into the systems of the cube is best understood by first defining a cube of eight 'logical typed \( \lambda \) calculi'. These are systems for which there is a clear one-to-one correspondence between the original logical system and the typed \( \lambda \) calculus. This correspondence is given by the formulas-as-types embedding. This embedding assigns to every formula \( \varphi \) a type \( \hat{\varphi} \) and to every proof in natural deduction style a term such that a proof of \( \varphi \) becomes a term of the type \( \hat{\varphi} \). That this embedding is one-to-one means that every term of the type \( \hat{\varphi} \) is the image of a proof of \( \varphi \).

2.8. **Definition** ([Berardi 1990]). The *logic cube* consists of eight PTSs, each of them having as sorts and axioms

\[
\begin{align*}
\mathcal{S} &= \text{Prop}, \text{Set}, \text{Type}^p, \text{Type}^s, \\
\mathcal{A} &= \text{Prop} : \text{Type}^p, \text{Set} : \text{Type}^s.
\end{align*}
\]

The rules of each of the systems are given by the following table

| \( \lambda P R O P \) | \( \text{Prop, Prop} \) |
| \( \lambda P R O P 2 \) | \( \text{Prop, Prop} \) \( \text{(Type}^p, \text{Prop)} \) |
| \( \lambda P R O P w \) | \( \text{Prop, Prop} \) \( \text{(Type}^p, \text{Type}^s) \) |
| \( \lambda P R O P w \) | \( \text{Prop, Prop} \) \( \text{(Type}^p, \text{Type}^s) \) |
| \( \lambda P R E D \) | \( \text{Set, Set} \) \( \text{(Set, Type}^p) \) |
| \( \lambda P R E D 2 \) | \( \text{Set, Set} \) \( \text{(Set, Type}^p) \) \( \text{(Prop, Prop)} \) \( \text{(Set, Prop)} \) \( \text{(Type}^p, \text{Prop)} \) |
| \( \lambda P R E D w \) | \( \text{Set, Set} \) \( \text{(Set, Type}^p) \) \( \text{(Type}^p, \text{Set}) \) \( \text{(Type}^p, \text{Type}^s) \) \( \text{(Prop, Prop)} \) \( \text{(Set, Prop)} \) \( \text{(Type}^p, \text{Prop)} \) |
The systems are presented in a picture as follows.

\[
\begin{array}{ccc}
\lambda\text{PROP} & \longrightarrow & \lambda\text{PRED} \\
\text{PROP} & \longrightarrow & \text{PRED} \\
\lambda\text{PROP}_2 & \longrightarrow & \lambda\text{PRED}_2 \\
\lambda\text{PROP}_\omega & \longrightarrow & \lambda\text{PRED}_\omega
\end{array}
\]

where an arrow denotes inclusion of one system in another.

That the type systems described above indeed correspond to logical systems will not be discussed here. See [Barendregt 1992], [Tonino and Fujita 1992] and [Geuvers 1993] for details. To get the idea we give some examples.

2.9. EXAMPLES. 1. \(A:\text{Set}, R:A \rightarrow A \rightarrow \text{Prop}, \varphi:\text{Prop} \vdash \lambda p:(\Pi x, y:A.Rxy \rightarrow Ryx \rightarrow \varphi).\lambda x:A.\lambda q:Rx xx.pxxqq : \lambda\text{PROP}. \)

The term \(R : A \rightarrow A \rightarrow \text{Prop}\) is understood as a binary relation on \(A\). It should be clear how the term \(\lambda x:A.\lambda q:Rx xx.pxxqq\) corresponds to a proof in natural deduction style of the proposition

\((\forall x, y \in A[R(x, y) \supset R(y, x) \supset \varphi]) \supset (\forall x \in A[R(x, x) \supset \varphi]).\)

2. In any system that contains \(\lambda\text{PROP}_2\), \(\bot\) can be defined as \(\Pi \alpha: \text{Prop}. \alpha(\bot)\). One has indeed \(\varphi: \text{Prop} \vdash \lambda p: \bot.p\varphi : \bot \rightarrow \varphi.\)

3. In \(\lambda\text{PRED}_2\) one has \(A:\text{Set} \vdash \lambda R:A \rightarrow A \rightarrow \text{Prop}.\lambda p:(\Pi x, y:A.\lambda q:Rx xx.pxxqq : \lambda\text{PROP}. \)

\(\Pi R:A \rightarrow A \rightarrow \text{Prop}.(\Pi x, y:A.\lambda q:Rx xx.pxxqq : \lambda\text{PROP}. \)

\(\Pi R:A \rightarrow A \rightarrow \text{Prop}.(\Pi x, y:A.\lambda q:Rx xx.pxxqq \rightarrow \bot) \rightarrow (\Pi x:A.\lambda q:Rx xx.pxxqq \rightarrow \bot),\) stating that any binary relation that is antisymmetric is areflexive.

The systems of Barendregt's cube and the logic cube enjoy some more special properties that will be used. First of all, the type of a term is unique up to \(\beta\)-conversion. (The proof is by induction on terms, see [Geuvers 1993] or [Barendregt 1992].)

2.10. PROPOSITION (Uniqueness of Types). For a system in one of the two cubes one has that if \(\Gamma \vdash M : A\) and \(\Gamma \vdash M : B\), then \(A =_\beta B.\)
Another nice thing is that, if variables are treated with some care, then the terms can be classified into disjoint sets. One therefore divides the set of variables $\text{Var}$ into disjoint subsets $\text{Var}^s$ ($s \in S$). In the rules (weak) and (var), if $\Gamma \vdash A : s$ is the premise, one can now only take a variable $x$ from the set $\text{Var}^s$. In the type systems of Barendregt’s cube, one often uses Greek characters and capitals for the variables in $\text{Var}^\Box$ and latin characters for the variables in $\text{Var}^\star$. The following definition is now useful.

2.11. DEFINITION. Let us consider any system of Barendregt’s cube.

1. The set of kinds is defined by $\text{Kind} := \{A | \exists \Gamma (\Gamma \vdash A : \Box)\}$.
2. The set of types is defined by $\text{Type} := \{A | \exists \Gamma (\Gamma \vdash A : \star)\}$.
3. The set of constructors is defined by $\text{Constr} := \{P | \exists A, \Gamma (\Gamma \vdash P : A : \Box)\}$.
4. The set of objects is defined by $\text{Obj} := \{P | \exists A, \Gamma (\Gamma \vdash P : A : \star)\}$.

Here $\Gamma \vdash P : A : \star$ denotes the fact that $\Gamma \vdash P : A$ and $\Gamma \vdash A : \star$.

The usefulness of this definition is due to the following lemma. (For a detailed proof see [Geuvers 1993].)

2.12. LEMMA (Classification). Let us consider any system of Barendregt’s cube.

$$\text{Kind} \cap \text{Type} = \emptyset,$$
$$\text{Constr} \cap \text{Obj} = \emptyset.$$ 

The formulas-as-types embedding of a logic into the corresponding system of the logic cube is an isomorphism (for details see [Geuvers 1993]), so we can restrict our study of the formulas-as-types embedding into the systems of Barendregt’s cube to the study of the collapsing mapping $H$ that maps the systems of the logic cube into the ones of the cube of typed $\lambda$ calculi.

2.13. DEFINITION. The collapsing mapping $H$ is defined as the family of PTS-morphisms from logic cube to Barendregt’s cube given by

$$H(\text{Prop}) = \star,$$
$$H(\text{Set}) = \star,$$
$$H(\text{Type}^p) = \Box,$$
$$H(\text{Type}^s) = \Box.$$ 

It is immediate that the collapsing mapping $H$ does not really do anything for the systems of the left plane of the cube. The sorts $\text{Prop}$ and $\text{Type}^p$ are renamed as $\star$ and $\Box$, but there are no additional rules. This implies that the formulas-as-types embedding from propositional logics into a system of the left plane of the cube is an isomorphism. For the right plane of the cube the situation is more interesting, because the sorts $\text{Prop}$ and $\text{Set}$, respectively $\text{Type}^p$ and $\text{Type}^s$ are mapped to the same sort in the Barendregt’s cube. The question of completeness of $H$ becomes a real issue here.
2.14. Definition. For $L_i$ a system of the logic cube and $S_i$ the corresponding system in Barendregt’s cube, we say that $H : L_i \rightarrow S_i$ is complete if for all contexts $\Gamma$ in $L_i$ and $\phi$ with $\Gamma \vdash_L \phi : \text{Prop}$, one has

$$H(\Gamma) \vdash_{S_i} M : H(\phi) \Rightarrow \exists N[\Gamma \vdash_L N : \phi].$$

Completeness is of course important because typed $\lambda$ calculi like the Calculus of Constructions are intended to be used as systems for formalizing mathematics, which is done by reasoning in the embedded higher order predicate logic. One then tacitly assumes that completeness holds, at least for the specific set of formulas that one is interested in.

However, the mapping $H$ identifies the universe of sets ($\text{Set}$) and the universe of propositions ($\text{Prop}$), which is a strange feature in a logical system. For example, it implies that an axiom that states a property for all propositions, can also be applied to sets after the embedding $H$. In the higher order case (third order and higher) this can be used to construct counterexamples to completeness. A short counterexample, due to [Geuvers 1989] is found by considering the proposition $\forall x : A. \phi$, with $x \notin \text{FV}(\phi)$, and assuming $Q(\forall x : A. \phi)$ for a basic predicate $Q : \text{Prop} \rightarrow \text{Prop}$. Then the proposition

$$\exists \psi : \text{Prop}. Q(\psi \rightarrow \phi)$$

is not provable in $\text{APRED}_\omega$, whereas in CC, a term of type $\exists \psi : \ast. Q(\psi \rightarrow \phi)$ can easily be found. (Take for $\psi$ just $A : \ast$.) Another counterexample, which is not so much of purely syntactical nature, is due to [Berardi 1989]. It is found by considering the extensionality axiom

$$\text{ext} := \Pi \phi, \psi : \text{Prop}. (\phi \leftrightarrow \psi) \rightarrow (\phi = \psi).$$

Let $\Gamma$ be the context $A : \text{Set}, a, a' : A, x : a \neq a', y : \text{ext}$. (Here, the equality denotes the so called ‘Leibniz’ equality, defined by taking for $t, u : B, t = u$ to be $\Pi P : B \rightarrow \text{Prop}. Pt \rightarrow Pu$. This equivalence relation identifies terms that have the same properties.) Now, if one looks at the behaviour of ext in CC after the embedding $H$, it can be observed that $H(\text{ext})$ also applies to $A$. Hence, in CC we can derive in the context $H(\Gamma)$ that $A = A \rightarrow A$ holds. But this implies that $A$ is a $\lambda$-algebra (this statement can be formalised precisely), which is of course not the case in $\text{APRED}_\omega$. More details about incompleteness of $H : \lambda\text{APRED}_\omega \rightarrow \text{CC}$ can be found in [Barendregt 1992] and [Geuvers 1993].

The two counterexamples to completeness of $H$ that are discussed above, apply to $n$th order predicate logic for any $n > 2$. Hence the embedding $H : \lambda\text{APRED}_n \rightarrow \lambda\text{P}_n$ is incomplete for any $n > 2$. (These systems $\lambda\text{APRED}_n$ and $\lambda\text{P}_n$ are found by a straightforward extension of the second order systems, allowing quantification over the collection of domains of order $\leq n$.) In contrast, the embedding $H : \lambda\text{APRED} \rightarrow \lambda\text{P}$ is complete, as was proved in [Berardi 1989] and [Barendsen and Geuvers 1989]. For the embedding $H : \lambda\text{APRED}_2 \rightarrow \lambda\text{P}_2$ the question of completeness is still open.
3. Conservativity relations inside the cube

We now want to address the question of conservativity inside the cube of typed λ calculi and the logic cube. We first look at the cube of typed λ calculi, because the situation for the logic cube is very similar. There are four results that do the whole job, resulting in the following picture.

\[
\begin{array}{ccc}
\lambda\omega & \rightarrow & \lambda P\omega \ (\equiv CC) \\
\lambda 2 & \rightarrow & \lambda P 2 \\
\lambda\omega & \rightarrow & \lambda P \omega \\
\lambda - & \rightarrow & \lambda P
\end{array}
\]

where an arrow denotes a conservative inclusion and a dotted arrow denotes a non-conservative inclusion. By transitivity of conservativity (if system 3 is conservative over system 2 and system 2 is conservative over system 1, then system 3 is conservative over system 1), it is no problem to fill in the picture further. (Draw the arrows between two non-adjacent systems) We can collect all this in the following Proposition.

3.1. THEOREM. For $S_1$ and $S_2$ two systems in the cube of typed lambda calculi such that $S_1 \subseteq S_2$:

\[
S_2 \text{ is conservative over } S_1 \iff S_2 \not\equiv CC \lor S_1 \not\equiv \lambda P 2.
\]

PROOF. It suffices to prove the following four results.

1. If $S_2 \supseteq S_1$, with $S_1$ a system of the lower plane in the cube, then $S_2$ is conservative over $S_1$. (Proposition 3.2.)
2. If $S_2$ is a system in the right plane of the cube, and $S_1$ is the adjacent system in the left plane, then $S_2$ is conservative over $S_1$. (Proposition 3.6.)
3. $\lambda P\omega$ is not conservative over $\lambda P 2$,
4. $\lambda\omega$ is conservative over $\lambda 2$. (Corollary 4.20.)

The fourth is a consequence of Corollary 4.20, saying that PROPω is conservative over PROP2, and of the fact that PROPω and PROP2 are isomorphic to, respectively, $\lambda\omega$ and $\lambda 2$ via the formulas-as-types embedding. The conservativity of PROPω over PROP2 will be proved in detail later by using semantical methods.
The third was verified in detail by [Ruys 1991], following an idea from Berardi. The idea is to look at a context $\Gamma$ in $\lambda P2$ that represents Arithmetic. Then $\Gamma$ with $\lambda P2$ is as strong as second order Arithmetic and $\Gamma$ with $\lambda P\omega$ is as strong as higher order Arithmetic. Hence we can use Gödel’s Second Incompleteness Theorem to show that in $\lambda P2$ one can not derive from $\Gamma$ that $\Gamma$ is consistent in $\lambda P2$. On the other hand in $\lambda P\omega$ one can derive from $\Gamma$ that $\Gamma$ is consistent in $\lambda P2$. Hence the non-conservativity.

We first prove the Proposition about conservativity of systems over systems in the lower plane. The Proposition was also proved in [Verschuren 1990] in a slightly different way.

3.2. PROPOSITION. We consider the cube of typed $\lambda$ calculi. Let $S_1$ be a system of the lower plane and $S_2$ be another system of the cube such that $S_1 \subseteq S_2$. Then

\[
\begin{align*}
\Gamma \vdash_{S_1} B : \ast \\
\Gamma \vdash_{S_2} M : B
\end{align*}
\Rightarrow \Gamma \vdash_{S_1} M : B.
\]

PROOF. By induction on the structure of $M$.

var. Say $M \equiv x$. Then $x : A \in \Gamma$, with $A =_{\beta} B$. Hence, $\Gamma \vdash_{S_1} x : A$, and by one application of (conv), we can conclude that $\Gamma \vdash_{S_1} x : B$.

applic. Say $M \equiv xP_1 \cdots P_n$. Then, by Stripping, $x : A \in \Gamma$ with $A =_{\beta} \Pi y_1 : C.D$ for some $C$ and $D$. Now, $A$ is in normal form (because $\Gamma$ is) and so $A$ is itself a $\Pi$-term, say $A \equiv \Pi y_1 : C_1.D_1$. So, $x : \Pi y_1 : C_1.D_1 \in \Gamma$. Now, $\Gamma \vdash_{S_1} \Pi y_1 : C_1.D_1 : \ast$ (in the lower plane, i.e. without the rule (\(\Box, \ast\))), but then also

\[
\Gamma \vdash_{S_1} C_1 : \ast.
\]

Of course we also have

\[
\Gamma \vdash_{S_2} P_1 : C_1,
\]

so by IH (note that $P_1$ is in normal form), $\Gamma \vdash_{S_1} P_1 : C_1$. Hence $\Gamma \vdash_{S_1} xP_1 : D_1[P_1/y_1]$. We can now go further with $P_2$: We know that $D_1[P_1/y_1] \rightarrow_{\beta} \Pi y_2 : C_2.D_2$. Now, $\Gamma \vdash_{S_1} D_1[P_1/y_1] : \ast$ and hence $\Gamma \vdash_{S_1} \Pi y_2 : C_2.D_2 : \ast$ by Subject Reduction. So

\[
\Gamma \vdash_{S_1} C_2 : \ast.
\]

Also

\[
\Gamma \vdash_{S_2} P_2 : C_2,
\]

so again we can apply IH to obtain $\Gamma \vdash_{S_1} P_2 : C_2$ and hence we have $\Gamma \vdash_{S_1} xP_1P_2 : D_2[P_2/y_2]$. Continuing in this way upto $n$ we find that $\Gamma \vdash_{S_1} xP_1 \cdots P_n : D_n[P_n/y_n]$ with $D_n[P_n/y_n] =_{\beta} B$. By one application of conversion (using $\Gamma \vdash_{S_1} B : \ast$) we conclude $\Gamma \vdash_{S_1} xP_1 \cdots P_n : B$. 

\[\square\]
abstr. Say $M \equiv \lambda x : A . N$. Then $B \rightarrow \beta \Pi x : A . C$ for some $C$ (note that $A$ is in normal form). So $\Gamma \vdash S_1 \Pi x : A . C : \star$ by Subject Reduction and $\Gamma, x : A \vdash S_2 N : C$ (by Stripping and the conversion rule). By IH we conclude $\Gamma, x : A \vdash S_1 N : C$. Now we are done: By one $\lambda$-abstraction and one conversion we conclude $\Gamma \vdash S_1 \lambda x : A . N : B$. 

The side condition $\Gamma$ in normal form has just been added for convenience (in giving the proof.) It is not essential and it may be dropped.

As a corollary one finds that a system of the cube is conservative over all its subsystems of the lower plane. If $S_1$ in the lower plane and $S_1 \subseteq S_2$, then

$$\Gamma \vdash S_1 A : \star \\tag{\ref{conservativity}}$$

$$\Gamma \vdash S_2 M : A \implies \exists N [\Gamma \vdash S_1 N : A].$$

This can even be made more precise, because the term $N$ can be computed directly from the term $M$ as follows.

3.3. COROLLARY. If $S_1 \subseteq S_2$, with $S_1$ in the lower plane, then

$$\Gamma \vdash S_1 A : \star \\tag{\ref{conservativity}}$$

$$\Gamma \vdash S_2 M : A \implies \Gamma \vdash S_1 \text{nf}(M) : A,$$

where $\text{nf}(M)$ denotes the $\beta$-normal form of $M$.

We now give a proof of the conservativity of the right plane over the left plane. The idea is to define a mapping that removes all type dependencies. This mapping will go from a system in the right plane to the adjacent system in the left plane and is the identity on terms that are already well-typed in the left plane. Hence the conservativity. The proof is originally independently due to [Paulin 1989] and [Berardi 1990]. The first described the mapping from $\lambda P \omega$ to $\lambda \omega$ in the first place to use it for program extraction; the second described the collection of four mappings (which is a straightforward generalisation of the mapping from $\lambda P \omega$ to $\lambda \omega$) to give this conservativity proof. The mappings are very much related to similar mappings one can define from predicate logic to propositional logic to prove conservativity of the first over the second.

3.4. DEFINITION ([Paulin 1989], [Berardi 1990]). Let $S_2$ be a system of the right plane and $S_1$ the adjacent system in the left plane. The mapping $[-] : \text{Term}(S_2) \rightarrow \text{Term}(S_1)$ is defined as follows.

$$[\square] = \square,$$

$$[\star] = \star,$$

$$[x] = x, \text{ for } x \text{ a variable},$$

$$[\Pi x : A . B] = [B] \text{ if } A : \star, B : \square,$$

$$\Pi x : [A] . [B] \text{ else},$$

$$[\lambda x : A . M] = [M] \text{ if } A : \star, M : B : \square, \text{ (for some } B),$$

$$\lambda x : [A] . [M] \text{ else},$$

$$[PM] = [P] \text{ if } M : A : \star, P : B : \square, \text{ (for some } A, B),$$

$$[P][M] \text{ else},$$
3.5. Remark. The side conditions in the definition are justified by the Classification Lemma (2.12).

The mapping $[-]$ extends straightforwardly to contexts. The following proposition justifies the statement in the definition that the mapping $[-]$ goes from the right plane to the left plane.

3.6. Proposition ([Paulin 1989], [Berardi 1990]). Let $S_2$ be a system in the right plane and $S_1$ the adjacent system in the left plane of the cube.

$$\Gamma \vdash_{S_2} M : A \Rightarrow [\Gamma] \vdash_{S_1} [M] : [A]$$

Proof. By a straightforward induction on the derivation of $\Gamma \vdash_{S_2} M : A$. □

3.7. Corollary ([Paulin 1989],[Berardi 1990]). For $S_2$ a system in the right plane and $S_1$ the adjacent system in the left plane of the cube we have that $S_2$ is conservative over $S_1$.

Proof. The only thing to check is that for $M \in \text{Term}(S_1)$, $[M] \equiv M$. This is done by an easy induction on the structure of $M$. □

Corollary 3.7 can be made a bit more precise by stating how the term in the smaller system is computed from the term in the larger system. For $S_2$ in the right plane and $S_1$ the adjacent system in the left plane one has

$$\Gamma \vdash_{S_1} A : \ast \} \Rightarrow \Gamma \vdash_{S_2} M : A, [M] : A, [\Gamma] \vdash_{S_1} [M] : [A]$$

The conservativity relations in the logic cube (Definition 2.8) are as follows. (An arrow denotes a conservative extension, a dotted arrow a non-conservative extension.)
3.8. **PROPOSITION.** For $L_1$ and $L_2$ two systems in the logic cube such that $L_1 \subseteq L_2$:

$L_2$ is conservative over $L_1 \iff L_2 \neq \text{APRED}_\omega \lor L_1 \neq \text{APRED}_2$.

**PROOF.** The proof is completely analogous to the proof for the cube of typed lambda calculi. What has to be proved for conservativity is that, if $L_1 \subseteq L_2$ and $\Gamma$ is a context of $L_1$ with $\Gamma \vdash A : \text{Prop}$, then

$$\Gamma \vdash_{L_2} M : A \Rightarrow \exists N[\Gamma \vdash_{L_1} N : A].$$

The proof of non-conservativity of $\text{APRED}_\omega$ over $\text{APRED}_2$ is the same as for $\text{CC}$ over $\lambda P_2$, by using Gödel's incompleteness theorem. The proof of conservativity of any system over a subsystem in the lower plane is again by normalization (of the proof terms).

The proof of conservativity of the right plane over the left plane can be done by defining a mapping that forgets predicates, analogously to the one defined in Definition 3.4. A slightly shorter proof can be given by making use of the conservativities in the Barendregt's cube, as follows: Let $L_1$ be a system in the left plane and let $\Gamma$ be a context and $A$ be a term such that $\Gamma \vdash_{L_1} A : \text{Prop}$. Furthermore, let $L_2$ be the adjacent system in the right plane and let $M$ be an inhabitant of $A$ in $L_2$, that is $\Gamma \vdash_{L_2} M : A$. If $S_1$ is the system in Barendregt's cube that corresponds with $L_1$ and $S_2$ is the system in Barendregt's cube that corresponds with $L_2$, then $H(\Gamma) \vdash_{S_2} H(M) : H(A)$ and hence $\exists N[H(\Gamma) \vdash_{S_1} N : H(A)]$ by the conservativity in Barendregt's cube. Because the formulas-as-types embedding $H$ is an isomorphism on the left plane of the cube, we can conclude that $\exists N[\Gamma \vdash_{L_1} N : A]$.

The proof of conservativity of $\text{APROP}_\omega$ over $\text{APROP}_2$ is given in the following section.

4. **The conservativity of $\lambda_\omega$ over $\lambda_2$**

The conservativity of $\lambda_\omega$ over $\lambda_2$ is shown by proving that $\text{PROP}_\omega$ is conservative over $\text{PROP}_2$. The conservativity of $\lambda_\omega$ over $\lambda_2$ then follows from the fact that the formulas-as-types embedding is an isomorphism. In order to be very specific about the conservativity proof, we first give the detailed syntax of the systems of second and higher order propositional logic.

4.1. **Second and higher order propositional logics**

4.1. **DEFINITION.** For $n$ a natural number, the system of $n$th order propositional logic, notation $\text{PROP}_n$ is defined by first giving the $n$th order language and then describing the deduction rules for the $n$th order system as follows.

1. The *domains* are given by

$$D ::= \text{Prop} | (D \to D).$$
We let brackets associate to the right, so Prop→(Prop→Prop) is denoted by Prop→Prop→Prop and every domain can be written as \( D_1 \to \ldots \to D_p \to \text{Prop} \), with \( D_1, \ldots, D_p \) domains.

2. The order of a domain \( D \), \( \text{ord}(D) \), is defined by

\[
\text{ord}(\text{Prop}) = 2, \\
\text{ord}(D_1 \to \ldots \to D_p \to \text{Prop}) = \max\{\text{ord}(D_i) \mid 1 \leq i \leq p\} + 1.
\]

The orders are defined in such a way that in \( n \)-th order logic one can quantify over domains of order \( \leq n \). Hence Prop is of order 2, because in second order propositional logic one can quantify over the set of all formulas. The domain Prop→Prop should be understood as the collection of sets of formulas (truth values), identifying a function \( P \) from Prop to Prop with the set of formulas \( \varphi \) for which \( P\varphi \) holds.

3. For \( n \) a fixed positive natural number, the terms of the \( n \)th order language are defined as follows. (Each term is an element of a specific domain, which relation is denoted by \( e \)).

- There are countably many variables of domain \( D \) for any \( D \) with \( \text{ord}(D) \leq n \),
- If \( M \in D_2 \), \( x \) a variable of domain \( D_1 \) and \( \text{ord}(D_1 \to D_2) \leq n \), then \( \lambda x \in D_1 . M \in D_1 \to D_2 \),
- If \( M \in D_1 \to D_2 \), \( N \in D_1 \), then \( M \cdot N \in D_2 \),
- If \( \varphi \in \text{Prop} \), \( x \) a variable of domain \( D \) with \( \text{ord}(D) \leq n \), then \( \forall x \in D. \varphi \in \text{Prop} \).
- If \( \varphi \in \text{Prop} \) and \( \psi \in \text{Prop} \), then \( \varphi \supset \psi \in \text{Prop} \).

4. The terms \( \varphi \) for which \( \varphi \in \text{Prop} \) are called formulas and \( \text{Form} \) denotes the set of formulas.

5. On the terms we have the well-known notion of definitional equality by \( \beta \)-conversion. This equality is denoted by \( = \). The definitional equality allows us to identify for example the application of the function \( \lambda x : \text{Prop}. x \supset x \) (of domain Prop→Prop) to \( \varphi \) with the a formula \( \varphi \supset \varphi \).

6. For \( n \) a specific positive natural number, we now describe the deduction rules of the \( n \)th order predicate logic (in natural deduction style) that allow us to build derivations. So in the following let \( \varphi \) and \( \psi \) be formulas of the \( n \)th order language.

\[
\begin{align*}
\text{(\( \forall \)-I)} & \quad \psi \\
\text{(\( \forall \)-E)} & \quad \forall x \in D . \psi \\
\text{(\( \forall \)-E)} & \quad \forall x \in D . \psi \\
\text{(conv)} & \quad \varphi \text{ if } \varphi = \psi
\end{align*}
\]
The formula occurrences that are between brackets ([-]) in the D-I rule are discharged. So, in an application of the D-I rule, several occurrences of $\phi$ (possibly zero) may be discharged. The superscript $i$ in the D-I rule is taken from a countable set of indices $I$. The index $i$ corresponds to one specific application of the D-I rule, so from the index that is on top of a discharged formula, we can see at which application of D-I it has been discharged.

\((\star)\): in the V-I rule we make the usual restriction that the variable $x$ may not occur free in a non-discharged assumption of the derivation.

For $\Gamma$ a set of formulas of $\text{PROP}_n$ and $\varphi$ a formula of $\text{PROP}_n$, we say that $\varphi$ is derivable from $\Gamma$ in $\text{PROP}_n$, notation $\Gamma \vdash_{\text{PROP}_n} \varphi$, if there is a derivation with root $\varphi$ and all non-discharged formulas in $\Gamma$.

The system of higher order proposition logic, notation $\text{PROP}_\omega$, is the union of all $\text{PROP}_n$.

4.2. REMARK. The choice for the connectives $\odot$ and $\forall$ may seem minimal. It is however a well-known fact that in second and higher order systems, the intuitionistic connectives $\&$, $\vee$, $\neg$ and $\exists$ can be defined in terms of $\odot$ and $\forall$ as follows. (Let $\varphi$ and $\psi$ be formulas).

\[
\begin{align*}
\varphi \& \psi & := \forall \alpha \in \text{Prop} . (\varphi \odot \psi \odot \alpha) \odot \alpha, \\
\varphi \vee \psi & := \forall \alpha \in \text{Prop} . (\varphi \odot \alpha) \odot (\psi \odot \alpha) \odot \alpha, \\
\bot & := \forall \alpha \in \text{Prop} . \alpha, \\
\neg \varphi & := \varphi \odot \bot, \\
\exists x \in D \varphi & := \forall \alpha \in \text{Prop} . (\forall x \in D \varphi \odot \alpha) \odot \alpha.
\end{align*}
\]

Similarly we can define an equality judgement (the $\beta$-equality $=$, the definitional equality of the language, is purely syntactical) by taking the so called Leibniz equality: for $t, q \in D$,

\[t =_D q := \forall P \in \text{Prop}. Pt \supset Pq,\]

which says that two objects are equal if they have the same properties. (It is not difficult to show that $=_D$ is symmetric).

It is not difficult to check that all the standard logical rules hold for $\&$, $\vee$, $\bot$, $\neg$, $\exists$ and $=$. In the following we shall freely use these symbols.

4.3. REMARK. In each $\text{PROP}_n$ ($n \geq 2$), the comprehension property is satisfied. That is, for all $\varphi(x) : \text{Prop}$ with $x = x_1, \ldots, x_p$ a sequence of free variables, possibly occurring in $\varphi(x_1 \in D_1, \ldots, x_p \in D_p)$, we have

\[\exists P \in D_1 \cdots D_p \rightarrow \text{Prop}. \forall x \in D(\varphi \leftrightarrow P x_1 \cdots x_p).\]

(Take $P \equiv \lambda x_1 \in D_1 \cdots \lambda x_p \in D_p. \varphi(x)$.)
The presentation of propositional logics above can be extended to predicate logics, which is done in [Geuvers 1993]. There also the classical variants of the systems are studied. Here we restrict to the constructive versions of the propositional logics, because PROP\(\omega\) and PROP2 are the ones that correspond to the type systems \(\lambda\omega\) and \(\lambda^2\).

4.2. Extensionality

The definitional equality on the terms is \(\beta\)-equality. There is no objection to taking \(\beta\eta\)-equality instead: all the properties still hold. In fact it would make a lot of sense to do so, because we tend to view \(\lambda\)-abstraction as the necessary mechanism to make comprehension work. (And so both \(P \in \text{Prop} \rightarrow \text{Prop}\) and \(\lambda x \in \text{Prop}.Px\) describe the collection of formulas \(\varphi\) for which \(P\varphi\) holds).

This is related to the issue of extensionality: terms of domain \(D \rightarrow \text{Prop}\) are to be understood as predicates on \(D\) or also as subsets of \(D\), an element \(t\) being in the set \(P \in D \rightarrow \text{Prop}\) if \(Pt\) holds. But if we take this set-theoretic understanding seriously, we have to identify predicates that are extensionally equal:

\[
(\forall x.(fx \supset gx & gx \supset fx)) \supset f =D g. \tag{1}
\]

Of course, this formula is in general not provable in our systems. However, in the standard models where predicates are interpreted as real sets, the formula is satisfied, so it is an important extension. A difficulty is, that extensionality in the form of (1) is in general not even expressible: if \(\text{ord}(D) = n\) in PROP\(n\), then we can not express extensionality for \(f\) and \(g\) of domain \(D\), because \(f =D g\) is not a formula of PROP\(n\) (it uses a quantification over \(D \rightarrow \text{Prop}\)). This means that we have to express extensionality by a schematic rule.

4.4. Definition. The extensionality scheme, \((\text{EXT})\), is

\[
(\text{EXT}) \quad \frac{fx \supset gx \quad gx \supset fx \quad \varphi[f/y]}{\varphi[g/y]} \quad (\ast)
\]

where \(f\) and \(g\) are arbitrary terms of the same domain \(D_1 \rightarrow \cdots \rightarrow D_n \rightarrow \text{Prop}\). When writing \(\varphi[f/y]\), we assume that this substitution is correct, that is, no free variables become bound and \(f\) and \(y\) are of the same domain. \((\ast)\) signifies the usual restriction that the variables of \(x\) may not occur free in a non-discharged assumption of the derivations of \(fx \supset gx\) and of \(gx \supset fx\).

The extension of a system with the rule \((\text{EXT})\) will be denoted by adding the prefix \(E-\), so \(E\)-PROP\(n\) is extensional \(n\)th order propositional logic.

4.5. Notation. For \(f, g \in D = D_1 \rightarrow \cdots \rightarrow D_n \rightarrow \text{Prop}\), if it is allowed to quantify over \(D_1, \ldots, D_n\) in the system, then we can compress the first two premises in the rule \((\text{EXT})\) to \(\forall x.(fx \supset gx & gx \supset fx)\). For convenience this will also be denoted by \(f \sim_D g\), so

\[
f \sim_D g := \forall x.(fx \supset gx & gx \supset fx),
\]

where the \(D\) will usually be omitted if it is clear from the context.
4.6. **Lemma.** The extensionality scheme for $D = \text{Prop}$ is admissible in any of the propositional logics, i.e.

$$\varphi \supset \psi, \psi \supset \varphi, \chi[\varphi/\alpha] \vdash \chi[\psi/\alpha]$$

is always provable.

**Proof.** By an easy induction on the structure of $\chi$. 

The following is now immediate by the fact that in PROP2 the only extensionality scheme that can be expressed is the one for $D = \text{Prop}$.

4.7. **Corollary.** In the system E-PROP2 of extensional second order propositional logic one can prove the same as in PROP2. That is

$$\Gamma \vdash_{\text{E-PROP2}} \varphi \iff \Gamma \vdash_{\text{PROP2}} \varphi.$$ 

### 4.3. Algebraic semantics for intuitionistic propositional logics

In this section we describe a semantics for our systems of intuitionistic propositional logic in terms of Heyting algebras. It is well-known how this is done for the full first order propositional logic, giving rise to a completeness result. For second and higher order propositional logic we need to refine the notion of Heyting algebra to also allow interpretations for the universal quantifier. It will be shown that complete Heyting algebras are strong enough to satisfy our purpose: complete Heyting algebras have arbitrary meets and joins, so for example $\forall f \in {\text{Prop}} \rightarrow {\text{Prop}}. \varphi$ can be interpreted as $\bigwedge \{[\varphi]_{[f := E]} \mid F \in A \rightarrow A\}$. It is however not so easy to show the completeness of complete Heyting algebras over E-PROPn (for any n), because the Lindenbaum algebra defined from E-PROPn is not a complete Heyting algebra.

The proof of completeness that is given below uses Theorem 13.6.13 of [Troelstra and Van Dalen 1988], which states that any Heyting algebra can be embedded in a complete Heyting algebra such that $\supset$, $\bot$ and all existing $\lor$ and $\land$ are preserved (and hence the ordering is preserved). The embedding $i$ that is constructed in the proof is also faithful with respect to the ordering, that is, if $i(a) \leq i(b)$ in the image, then $a \leq b$ in the original Heyting algebra. All this implies completeness of complete Heyting algebras with respect to E-PROPn, for any n. This will be shown in detail in the rest of this section. Hence we have conservativity of E-PROP(n + 1) over E-PROPn.

At this point we do not know how (if at all possible) to conclude the conservativity of PROP(n + 1) over PROPn from the conservativity of E-PROP(n + 1) over E-PROPn. However, we do have the conservativity of PROPn over PROP2 for any n, because PROP2 and E-PROP2 are the same system (Corollary 4.7).

It is obvious that extensionality is required in the syntax because the model notion is extensional: if, for example, $F, G : A \rightarrow A$ (where $A$ is the carrier set of the algebra) and $F(a) = G(a)$ for all $a \in A$, then $F = G$.

The method of showing conservativity by semantical means seems to be quite essential here. Syntactic conservativity proofs (like the others in this paper) use
mappings from the 'larger' system to the 'smaller' system that are the identity on the smaller system. Such a mapping also constitutes a mapping from derivations to derivations, that is the identity on derivations of the smaller system. This was the case for the proof of conservativity of the upper plane of the cube over the lower plane, where the proof-term in the smaller system is just obtained by normalizing the proof-term in the larger system. For the case of propositional logics, this method is impossible: there are formulas of PROP2 that have more and more cut-free derivations when we go higher in the hierarchy of propositional logics. In Section 5 these issues will be discussed in some more detail.

4.8. **Definition.** A *Heyting algebra* (or just Ha) is a tuple \((A, \land, \lor, \bot, \top)\) such that \((A, \land, \lor)\) is a lattice with least element \(\bot\) and \(\top\) is a binary operation with

\[
a \land b \leq c \iff a \leq b \lor c,
\]

where the ordering \(\leq\) is defined by \(a \leq b := a \land b = a\).

Remember that \((A, \land, \lor)\) is a lattice if the binary operations \(\land\) and \(\lor\) satisfy the following requirements.

\[
a \land a = a, \\
a \land b = b \land a, \\
a \lor (b \land c) = (a \land b) \land c, \\
a \lor (a \land b) = a, \\
a \lor (a \lor b) = b \lor a, \\
a \lor (b \lor c) = (a \lor b) \lor c, \\
a \lor (a \lor b) = a.
\]

Another way of defining the notion of lattice is by saying that it is a poset \((A, \leq)\) with the property that each pair of elements \(a, b \in A\) has a least upperbound (denoted by \(a \lor b\)) and a greatest lowerbound (denoted by \(a \land b\)).

4.9. **Definition.** A *complete Heyting algebra* (cHa) is a tuple \((A, \land, \lor, \bot, \top)\) such that \((A, \land, \lor)\) is a complete lattice and \((A, \land, \lor, \bot, \top)\) is a Heyting algebra. So \(\lor\) and \(\land\) are mappings from \(\wp(A)\) to \(A\) such that for \(X \subseteq A\), \(\lor X\) is the least upperbound of \(X\) and \(\land X\) is the greatest lower bound of \(X\). The binary operations \(\land\) and \(\lor\) are defined by (for \(a, b \in A\)) \(a \land b := \land\{a, b\}\) and \(a \lor b := \lor\{a, b\}\).

An important feature of Heyting algebras which is forced by the presence of the binary operation \(\top\), is that they satisfy the infinitary distributive law:

\((D)\) If \(\lor X\) exists, then \(a \land \lor X = \lor\{a \land b \mid b \in X\}\).

The inclusion \(\supseteq\) holds in any lattice; for the inclusion \(\subseteq\) it is enough to show that \(a \land c \subseteq \lor\{a \land b \mid b \in X\}\) for any \(c \in X\), which is true due to the properties of \(\top\). Two other important facts are the following.

4.10. **Fact.** 1. If a complete lattice satisfies the infinitary distributive law \((D)\), it can be turned into a cHa by defining

\[
b \supseteq c := \lor\{d \mid d \land b \leq c\}.
\]
2. Any Heyting algebra is distributive, i.e. any Ha satisfies
\[ a \land (b \lor c) = (a \land b) \lor (a \land c). \]

For the first statement one has to show that \( a \land b \leq c \iff a \leq \{d \mid d \land b \leq c\} \).
From left to right is easy; from right to left, notice that if \( a \leq \{d \mid d \land b \leq c\} \),
then \( a \land b \leq b \land \{d \mid d \land b \leq c\} \) and the latter is (by D) equal to \( \{b \land d \mid d \land b \leq c\} \),
which is just \( c \). The second is easily verified.

We are now ready to give the algebraic semantics for the systems E-PROPn.
In the following let \((A, \land, \lor, \bot, \top)\) be a cHa. We freely use the notions \(\lor\) and \(\land\),
as they were given in Definition 4.9. The interpretation of the terms of E-PROPn will be in \(A\) and its higher order function spaces. We therefore let \([-]\) be the mapping that associates the right function space to a domain \(D\), so
\[
\begin{align*}
[\text{Prop}] &= A, \\
[D_1 \to D_2] &= [D_1] \to [D_2],
\end{align*}
\]
where the second \(\to\) describes function space. In the following we shall freely speak of the ‘interpretation of E-PROPn in \((A, \land, \lor, \bot, \top)\)’, where of course this interpretation includes the mapping of higher order terms into the appropriate higher order function spaces based on \(A\).

Note that, as there are no constants in the formal systems of propositional logics, a model of E-PROPn is just a cHa: we do not need a valuation for the constants. (The extension with constants is no problem though. In that case a model is a pair \((\Theta, C)\), with \(\Theta\) a cHa and \(C\) a mapping that assigns values to the constants.)

4.11. DEFINITION. The interpretation of E-PROPn in the cHa \((A, \land, \lor, \bot, \top)\), \([-]\), is defined modulo a valuation \(\rho\) for free variables that maps variables of domain \(D\) into \([D]\). So let \(\rho\) be a valuation. Then \([-]_\rho\) is defined inductively as follows.
\[
\begin{align*}
[\alpha]_\rho &= \rho(\alpha), \text{ for } \alpha \text{ a variable}, \\
[PQ]_\rho &= [P]_\rho([Q]_\rho), \\
[\lambda x \in D.Q]_\rho &= \lambda t \in [D].[Q]_{\rho(x:=t)}, \\
[\varphi \supset \psi]_\rho &= [\varphi]_\rho \supset [\psi]_\rho, \\
[\forall x \in D.\varphi]_\rho &= \{[\varphi]_{\rho(x:=t)} \mid t \in [D]\}. 
\end{align*}
\]
Note that \([P]_\rho([Q]_\rho)\) denotes a set-theoretic function application and \(\lambda\) denotes set-theoretic abstraction.

It is easily seen that \([-]_\rho\) satisfies the usual substitution property and that interpretations are stable under \(\beta\eta\)-equality, i.e.
\[
[P]_{\rho(x:=Q)} = [P/Q/x]_\rho
\]
and
\[
P =_\beta Q \Rightarrow [P]_\rho = [Q]_\rho.
\]
4.12. DEFINITION. For \( \Gamma \) a set of formulas of \( \text{E-PROP}_n \), \( \varphi \) a formula of \( \text{E-PROP}_n \) and \( \Theta \) a cHa, \( \varphi \) is \( \Theta \)-valid in \( \Gamma \), notation \( \Gamma \models_\Theta \varphi \), if for all valuations \( \rho \),

\[
\bigwedge \{ [\psi]_\rho \mid \psi \in \Gamma \} \leq [\varphi]_\rho.
\]

If \( \Gamma \) is empty we say that \( \varphi \) is \( \Theta \)-valid if \( \models_\Theta \varphi \).

In the following we just write \( \llbracket \Gamma \rrbracket_\rho \) for \( \bigwedge \{ [\psi]_\rho \mid \psi \in \Gamma \} \).

Our definition is a bit different from the one in [Troelstra and Van Dalen 1988], where \( \Gamma \models_\Theta \varphi \) is defined by

\[
\forall \rho((\forall \psi \in \Gamma [\llbracket \psi \rrbracket_\rho = \top]) \Rightarrow [\llbracket \varphi \rrbracket_\rho = \top). \]

Our notion implies the one above, but not the other way around. However, they are the same if \( \Gamma = \emptyset \) and they also yield the same consequence relation.

4.13. DEFINITION. Let \( \Gamma \) be a set of formulas of \( \text{E-PROP}_n \) and \( \varphi \) a formula of \( \text{E-PROP}_n \). We say that \( \varphi \) is a consequence of \( \Gamma \), notation \( \Gamma \vdash \varphi \), if \( \Gamma \models_\Theta \varphi \) for all cHas \( \Theta \).

4.14. PROPOSITION (Soundness). For \( \Gamma \) a set of formulas of \( \text{E-PROP}_n \) and \( \varphi \) a formula of \( \text{E-PROP}_n \),

\[
\Gamma \vdash_{\text{E-PROP}_n} \varphi \Rightarrow \Gamma \models \varphi.
\]

PROOF. Let \( \Theta \) be a cHa. By induction on the derivation of \( \Gamma \vdash \varphi \) we show that for all valuations \( \rho \), \( \llbracket \Gamma \rrbracket_\rho \leq [\varphi]_\rho \). None of the six cases is difficult. We treat the cases for the last rule being \((\lor \text{-E})\) and \((\forall \text{-I})\).

\((\lor \text{-E})\) Say \( \varphi \) has been derived from \( \psi \lor \varphi \) and \( \psi \). Let \( \rho \) be a valuation. Then by IH \( [\Gamma]_\rho \leq [\psi]_\rho \) and \( [\Gamma]_\rho \leq [\psi \lor \varphi]_\rho \). The second implies \( [\Gamma]_\rho \land [\psi]_\rho \leq [\varphi]_\rho \). So, by \( [\Gamma]_\rho \leq [\psi]_\rho \) we conclude \( [\Gamma]_\rho \leq [\varphi]_\rho \).

\((\forall \text{-I})\) Say \( \varphi \equiv \forall f \in D. \psi \) and \( \Gamma' \subseteq \Gamma \) is the finite set of non-discharged formulas of the derivation with conclusion \( \psi \). Then by IH, \( \forall \rho [\llbracket \Gamma' \rrbracket_\rho \leq [\psi]_\rho] \), so \( \forall \rho \forall F \in [D] [\llbracket \Gamma' \rrbracket_\rho \leq [\psi]_{\rho(f := F)}] \), because \( f \notin \text{FV}(\Gamma') \). This immediately implies that \( [\Gamma]_\rho \leq [\forall f \in D. \psi]_\rho \).

To show completeness we first construct the Lindenbaum algebra for \( \text{E-PROP}_n \). This is a Ha but not yet a cHa. The construction in [Troelstra and Van Dalen 1988] tells us how to turn it into a cHa which has all the desired properties.

4.15. DEFINITION. For \( n \in \mathbb{N} \cup \{\omega\} \), we define the Lindenbaum algebra for \( \text{E-PROP}_n \), \( \mathcal{L}_n \). First we define the equivalence relation \( \sim \) on \( \text{Form}(\text{E-PROP}_n) \) by

\[
\varphi \sim \psi \coloneqq \forall \text{-PROP}_n \varphi \lor \psi \lor \psi \lor \varphi.
\]
We denote the equivalence class of $\varphi$ under $\sim$ by $[\varphi]$. $L_n$ is now defined as the Ha $(A, \wedge, \vee, \perp, \supset)$ where

$$A = (\text{Form}(E-\text{PROP}_n))_{\sim},$$

$$[\varphi] \wedge [\psi] = [\varphi \& \psi],$$

$$[\varphi] \vee [\psi] = [\varphi \lor \psi],$$

$$[\varphi] \supset [\psi] = [\varphi \supset \psi],$$

$$[\perp] = [\perp].$$

Note that the $\&$, $\lor$, $\supset$ and $\perp$ on the right of the $=$ are the logical connectives: $\supset$ is basic and the others were defined in Remark 4.2 by

$$\varphi \& \psi := \forall \alpha \in \text{Prop}.(\varphi \supset \psi \supset \alpha) \supset \alpha,$$

$$\varphi \lor \psi := \forall \alpha \in \text{Prop}.(\varphi \supset \alpha) \supset (\psi \supset \alpha) \supset \alpha,$$

$$\perp := \forall \alpha \in \text{Prop}.\alpha.$$

Each $L_n$ is obviously a Ha: $[\varphi] \leq [\psi]$ iff $\varphi \vdash_{E-\text{PROP}_n} \psi$.

4.16. LEMMA. For $I$ a finite set of sentences of $E-\text{PROP}_n$ and $\varphi$ a sentence of $E-\text{PROP}_n$,

$$I \vdash_{E-\text{PROP}_n} \varphi \iff [\bigwedge I] \leq [\varphi] \text{ in } L_n.$$

PROOF. Immediate by the construction of $L_n$. \hfill \Box

4.17. THEOREM ([Troelstra and Van Dalen 1988]). Each Ha $\Theta$ can be embedded into a cHa $c\Theta$ such that $\wedge$, $\vee$, $\perp$, $\supset$ and existing $\wedge$ and $\vee$ are preserved and $\leq$ is reflected.

PROOF. Let $\Theta = (A, \wedge, \vee, \perp, \supset)$ be a Ha. A complete ideal of $\Theta$, or just c-ideal, is a subset $I \subset A$ that satisfies the following properties.

1. $\perp \in I$,
2. $I$ is downward closed (i.e. if $b \in I$ and $a \leq b$, then $a \in I$),
3. $I$ is closed under existing sups (i.e. if $X \subset I$ and $\vee X$ exists, then $\vee X \in I$).

Now define $c\Theta$ to be the lattice of c-ideals, ordered by inclusion. Then $c\Theta$ is a complete lattice that satisfies the infinitary distributive law $D$, and hence $c\Theta$ is a cHa by defining

$$I \supset J := \bigvee \{K \mid K \wedge I \subset J\}.$$ 

To verify this note the following.

- $c\Theta$ has infs defined by $\bigwedge_{q \in Q} I_q = \bigcap_{q \in Q} I_q$.
- $c\Theta$ has sups defined by $\bigvee_{q \in Q} I_q = \{\bigvee X \mid X \subset \bigcup_{q \in Q} I_q, \bigvee X \text{ exists}\}$: the set 
  $\{\bigvee X \mid X \subset \bigcup_{q \in Q} I_q, \bigvee X \text{ exists}\}$ is indeed a c-ideal and it is also the least c-ideal containing all $I_q$.
- $I \cap \bigvee_{q \in Q} I_q = \bigvee \{I \cap I_q \mid q \in Q\}$ and so $D$ holds.
The embedding $i$ from $\Theta$ to $c\Theta$ is now defined by

$$i(a) = \{x \in A \mid x \leq a\}.$$ 

The embedding preserves $\bot$, $\top$ and all existing $\land$, $\lor$. For the preserving of $\lor$, let $X \subseteq A$ such that $\lor X$ exists in $\Theta$. We have to show that $i(\lor X) = \lor_{x \in X} i(x)$, i.e. show that

$$\{y \in A \mid y \leq \lor X\} = \{\lor Y \mid Y \subseteq \bigcup_{x \in X} i(x), \lor Y \text{exists}\}.$$ 

For the inclusion from left to right, note that $X \subseteq \{y \in A \mid \exists x \in X[y \leq x]\}$ and so $X \subseteq \bigcup_{x \in X} i(x)$. This implies that $\lor X \subseteq \{\lor Y \mid Y \subseteq \bigcup_{x \in X} i(x), \lor Y \text{exists}\}$ and so we are done because the latter is a $c$-ideal. For the inclusion from right to left, let $z = \lor Y_0$ with $Y_0 \subseteq \bigcup_{x \in X} i(x)$. Then $z \leq \lor X$ so we are done.

Finally, the embedding $i$ reflects the ordering, i.e.

$$i(a) \subseteq i(b) \Rightarrow a \leq b.$$ 

4.18. COROLLARY (Completeness). For $\Gamma$ a finite set of sentences of $E$-PROP$_n$ and $\varphi$ a sentence of $E$-PROP$_n$,

$$\Gamma \models \varphi \Rightarrow \Gamma \vdash_{E$-PROP$_n} \varphi.$$ 

PROOF. Following the Theorem, we embed the Lindenbaum algebra of $E$-PROP$_n$, $\mathcal{L}_n$, in $c\mathcal{L}_n$. This cHa $c\mathcal{L}_n$ is complete with respect to the logic. So, for $\Gamma$ a finite set of sentences and $\varphi$ a sentence of $E$-PROP$_n$, we have

$$\Gamma \models \varphi \Rightarrow \Gamma \models_{c\mathcal{L}_n} \varphi \Rightarrow [\bigwedge \Gamma] \leq [\varphi] \text{ in } \mathcal{L}_n \Rightarrow \Gamma \vdash_{E$-PROP$_n} \varphi. \square$$

4.19. COROLLARY (Conservativity). For any $n \geq 2$, $E$-PROP$_{(n + 1)}$ is conservative over $E$-PROP$_n$, and hence $E$-PROP$_\omega$ is conservative over $E$-PROP$_n$.

PROOF. For $\Gamma$ a finite set of sentences and $\varphi$ a sentence of $E$-PROP$_n$,

$$\Gamma \vdash_{E$-PROP$_{(n + 1)}} \varphi \Rightarrow \Gamma \models \varphi \Rightarrow \Gamma \vdash_{E$-PROP$_n} \varphi$$

by soundness and completeness of the cHas for any of the $E$-PROP$_n$.

The conservativity of $E$-PROP$_\omega$ over $E$-PROP$_n$ is now immediate: any derivation in $E$-PROP$_\omega$ is a derivation in $E$-PROP$_m$ for some $m \in \mathbb{N}$. \square

4.20. COROLLARY. For any $n \in \mathbb{N} \cup \{\omega\}$, PROP$_n$ is conservative over PROP$_2$.

PROOF. By the fact that PROP$_n$ is a subsystem of $E$-PROP$_n$ and the fact that PROP$_2$ and $E$-PROP$_2$ are the same system. \square

The formulas-as-types embedding (from PROP$_\omega$ to $\lambda\omega$, respectively from PROP$_2$ to $\lambda 2$) is an isomorphism, so we can immediately conclude the following.

4.21. THEOREM. The type system $\lambda\omega$ is conservative over $\lambda 2$, that is, for all $\lambda 2$-contexts $\Gamma$ and $\lambda 2$-types $\sigma$ we have

$$\Gamma \vdash_{\lambda\omega} M : \sigma \Rightarrow \exists N[\Gamma \vdash_{\lambda 2} N : \sigma].$$
5. Discussion and concluding remarks

5.1. Semantical versus syntactical proofs of conservativity

We have seen that a proof of conservativity between typed $\lambda$ calculi can be helpful to prove conservativity between logics. An example is the proof of conservativity of $\lambda$PRED2 over $\lambda$PRED, which immediately implies the conservativity of second order predicate logic over minimal first order predicate logic. Due to the syntactic nature of the proof (which is done by normalizing the proof terms), it is convenient to use the typed $\lambda$ calculus format for the conservativity proof. For the proof of conservativity of $\lambda\omega$ over $\lambda 2$, a semantical proof was used. At this point it is not clear to us how a purely syntactical proof can be given for this case. For example, the method of normalizing the proof terms does not work here because of the following.

5.1. FACT. There are $F$, $A$ and $M$, with $F$ a context of $\lambda 2$, $A$ a type of $\lambda 2$ and $M$ a term of $\lambda\omega$, such that

$$F \triangleright M : A \text{ and } F \not\triangleright_2 \text{nf}(M) : A.$$ 

One example is found by taking $F$ to be the empty context and $A$ to be the type of functions from numerals to numerals, so $A \equiv N \rightarrow N$, where $N \equiv \Pi \alpha : \ast.(\alpha \rightarrow \alpha) \rightarrow \alpha \rightarrow \alpha$. Then one can take for $M$ a representation of a recursive function that is $\lambda$-definable in $\lambda\omega$, but not $\lambda$-definable in $\lambda 2$. (Such terms exist, due to [Girard 1972], where it is shown that in $\lambda\omega$ more recursive functions are $\lambda$-definable than in $\lambda 2$.) Then $\vdash_{\lambda\omega} M : N \rightarrow N$, but $\not\vdash_{\lambda 2} \text{nf}(M) : N \rightarrow N$, because the normal form of $M$ $\lambda$-defines the same recursive function as $M$.

An easier counterexample is found by taking, for example, the context $F$ to be $x : \Pi \alpha : \ast.\Pi \beta : \ast.\beta \rightarrow \beta$. Then $\Gamma \vdash_{\lambda\omega} x(\Pi P : \ast \rightarrow \ast.\bot) : \Pi \beta : \ast.\beta \rightarrow \beta$, which is a term in normal form and not typable in $\lambda 2$.

It would be interesting to see how a syntactic proof of the conservativity of $\lambda\omega$ over $\lambda 2$ could be given. This would give an algorithm that computes for every $\lambda\omega$-term $M$ that has a $\lambda 2$-type $A$, a $\lambda 2$-term $N$ that also has the type $A$.

For the proof of conservativity of $\lambda 2$ over $\lambda$ (and hence of conservativity of second order propositional logic over minimal first order propositional logic), we used normalization here. This is not really necessary. It is possible to give a semantical proof, using, for example, the algebraic semantics that we discussed for second and higher order propositional logic. It is also possible to give a syntactic proof by defining a mapping from propositions and proofs of second order propositional logic to first order propositional logic that preserves derivability. This is done in [Pitts 1992].

5.2. Decidability

One of the consequences of conservativity of $\text{PROP}\omega$ over $\text{PROP}2$ is that the system $\text{PROP}\omega$ is not decidable. This follows from the undecidability of $\text{PROP}2$, which was proved by [Löb 1976] and also by [Gabbay 1981]. Similarly, all the
logics PROP\textsubscript{n} and E-PROP\textsubscript{n} are undecidable (for \( n \in \mathbb{N} \cup \omega \)), because they are all conservative over PROP\textsubscript{2}. In [Löb 1976] this is proved by giving a sound and complete translation of first order predicate logic into PROP\textsubscript{2}. The conservativity of PROP\textsubscript{\omega} over PROP\textsubscript{2} shows that this translation does not extend to a sound and complete embedding of higher order predicate logic into PROP\textsubscript{\omega}. (Otherwise the 'first order parts' in PROP\textsubscript{\omega} and PROP\textsubscript{2} could be used to show non-conservativity, in the style of the non-conservativity proof of \( \lambda \text{PRED}_{\omega} \) over \( \lambda \text{PRED}_{2} \).)

5.3. Conservativity of \( \lambda \text{P}_2 \) over \( \lambda \text{P} \)

The conservativity of \( \lambda \text{P}_2 \) over \( \lambda \text{P} \), and similarly the conservativity of \( \lambda \text{PRED}_2 \) over \( \lambda \text{PRED} \), may look a bit strange at first. Why does Gödel’s Second Incompleteness Theorem not apply here? (Showing that the consistency of HA, first order arithmetic, can not be proved in HA itself; it can be proved in HA\textsubscript{2}, hence the non-conservativity of \( \lambda \text{PRED}_2 \) over \( \lambda \text{PRED} \).) The answer is that the logic \( \lambda \text{PRED} \) is too minimal to be able to represent enough arithmetic to apply Gödel’s Theorem. Remember that \( \lambda \text{PRED} \) only has the connectives \( \rightarrow \) and \( \forall \), and because we are in a first order system, the other connectives are not representable. Hence an axiom like \( \forall x \in \mathbb{N}[x \neq 0 \Rightarrow \exists y \in \mathbb{N}[x = Sy]] \) is not representable. The system \( \lambda \text{P} \) has the same weakness.

We conjecture here that \( \lambda \text{P}_2 \) is not conservative over \( \lambda \text{P}_{\bot} \), where \( \lambda \text{P}_{\bot} \) is \( \lambda \text{P} \) extended with a type constant \( \bot \), a term operator \( c_{\bot} \) and the rules

\[
\begin{align*}
(\bot) & \vdash \bot : \ast \quad (\bot \bot) & \vdash \Gamma \vdash A : \ast \\
\end{align*}
\]

Of course, \( \lambda \text{P}_{\bot} \) is not really a subsystem of \( \lambda \text{P}_2 \), so it would be more precise to say that the (canonical) embedding from \( \lambda \text{P}_{\bot} \) into \( \lambda \text{P}_2 \) that maps \( \bot \) to \( \Pi \alpha : \ast \alpha \) is complete. This terminology is not used here, because we think it is clear that this is meant by the conservativity.

The motivation for this conjecture is that in \( \lambda \text{P}_{\bot} \), we can represent first order arithmetic, by using a classical interpretation of the connectives. So, for \( \Gamma \vdash A, B : \ast \) (with possibly \( x : C \) free in \( A \)), define \( \neg A := A \rightarrow \bot \), \( A \& B := \neg(A \rightarrow \neg B) \), \( A \lor B := \neg A \rightarrow B \) and \( \exists x : C. A := \neg(\Pi x : C. \neg A) \). Then, classical first order arithmetic can be represented in \( \lambda \text{P}_{\bot} \) (and similarly in \( \lambda \text{P}_2 \)). The consistency of this system can be stated in \( \lambda \text{P}_{\bot} \), but it can only be proved in \( \lambda \text{P}_2 \). Hence the non-conservativity of \( \lambda \text{P}_2 \) over \( \lambda \text{P}_{\bot} \).
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