Results of the PAutomaC Probabilistic Automaton Learning Competition

Sicco Verwer†
Radboud University Nijmegen
S.VERWER@CS.RU.NL

Rémi Eyraud
QARMA team, Laboratoire d’Informatique Fondamentale de Marseille
REMLEYRAUD@LIF.UNIV-MRS.FR

Colin de la Higuera
TALN team, Laboratoire d’Informatique de Nantes Atlantique, Nantes University
CDLH@UNIV-NANTES.FR

Editors: Jeffrey Heinz, Colin de la Higuera, and Tim Oates

Abstract

Approximating distributions over strings is a hard learning problem. Typical GI techniques involve using finite state machines as models and attempting to learn both the structure and the weights, simultaneously. The PAutomaC competition is the first challenge to allow comparison between methods and algorithms and builds a first state of the art for these techniques. Both artificial data and real data were proposed and contestants were to try to estimate the probabilities of test strings. The purpose of this paper is to provide an overview of the implementation details of PAutomaC and to report the final results of the competition.

1. Introduction

The PAutomaC probabilistic automaton learning competition was an on-line challenge that can be found at http://ai.cs.umbc.edu/icgi2012/challenge/Pautomac/. The goal of PAutomaC was to provide an overview of which probabilistic automaton learning techniques work best in which setting and to stimulate the development of new techniques for learning distributions over strings. Many probabilistic automata learning methods have been produced in the past (see Verwer et al. (2012) for an overview). Due to the difficulty of the learning problem, most of them focus on learning some form of deterministic probabilistic automaton (DPFA, see, e.g., Carrasco and Oncina (1994)), where only the symbols are drawn from probability distributions but the transitions are uniquely determined given the generated symbol. There exist some exceptions, however, which aim to learn hidden Markov models (HMM) (Baum, 1972), probabilistic residual automata (Esposito et al., 2002), and multiplicity automata (Denis et al., 2006). Another important approach is to learn Markov chains or n-grams by simply counting the occurrences of substrings. These simple counting methods have been very successful in practice (Brill et al., 1998), but there has been
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so far no thorough investigation of which model/algorithm is likely to perform best and why. PAutomaC aimed to fill this knowledge gap by testing different methods on a set of distributions generated by different types of models of ranging size and sparsity. This is not only very useful for practical applications (where many different types of distributions can be encountered), but also aims to answer to the question whether it is best to learn a non-deterministic model (HMM, PFA) or a deterministic model (DPFA) when the data is drawn from a (non-)deterministic distribution, see, e.g., Gavaldà et al. (2006).

This paper provides a brief overview of PAutomaC and of its results. The participants were given access to train and test sets of these learning problems and asked to learn a string distribution, which should then subsequently be used to assign probabilities of the strings in the test set. In contrast to the traditional method of testing predictive performance, this setup also evaluated whether low probability events were assigned low probabilities. Furthermore, since the learned model structure was not evaluated, it allowed the use of any learning method, not only those resulting in probabilistic automata models. Using train and test sets for performance evaluation also introduced some issues with respect to the evaluation measure and possible collusion, which had been resolved with the help of the PAutomaC scientific committee, see the website for details.

2. An overview of PAutomaC

Generating artificial data. Artificial data was generated by building a random probabilistic automaton of with 5 to 75 states and with an alphabet consisting of 4 to 24 symbols (both inclusive, and decided uniformly at random). This machine was subsequently used to generate data sets. Of all possible state-symbol pairs that could occur in transitions, between 20 and 80 percent (the symbol sparsity) of them were generated. These pairs were selected by first choosing a state at random, and subsequently choosing a symbol from the set of symbols that had not yet been selected for that state. This created a selection without replacement from the set of all possible state-symbol pairs that was modified to remain uniform over the states. This modification made it less likely that the resulting symbols were evenly distributed over the states. For every generated state-symbol pair, one transition was generated to a randomly chosen target state. Between 0 and 20 percent (the transition sparsity) transitions were generated in addition to these, selected without replacement from the set of possible transitions, modified to remain uniform over the source states and transition labels.

Initial states and final states were selected without replacement until the percentages of selected states exceeded the transition and symbol sparsities, respectively. All initial, symbol, and transition probabilities were drawn from a Dirichlet distribution (making every distribution equally likely). The final probabilities were drawn together with the symbol probabilities. From such a structure, one training and one test set were generated from every target. With probability one out of four, the generated train set was of size 100 000, it was of size 20 000 otherwise. New test strings were generated using the target machine until 1 000 unique strings had been generated. The test strings were allowed to overlap with the strings used for training. If the average length of the generated strings was less than 5 or greater than 50, a new automaton and new data sets were generated using the same construction parameters. In total, 150 models and corresponding train and test sets
were generated using this way. We evaluated the difficulty of the generated sets using a 3-gram baseline algorithm. We then selected 16 of them, aiming to obtain ranging values for the number of states, the size of the alphabet, sparsity values, and difficulty. We applied the same procedure for DPFA but without generating additional transitions; and for HMM, we generated state-state pairs instead of state-symbol-state triples.

In total, this results in 48 (16 for every type) artificially generated problems for use in the competition. The participants were given no other information about the target than the two sets of strings.

**Constructing real-world data.** In addition to the artificially generated sets, the competition included two real-world data sets: one from a natural language processing task, and one from time series modeling.

The natural language sets were generated from a corpus consisting of the works of Jules Verne, translated to Dutch. This text was analyzed using the Frog Dutch part-of-speech tagger (Van den Bosch et al., 2007). The resulting (Dutch) parts-of-speech were mapped to 11 symbols, and the sentences (separated by dots, commas, or semicolons) were mapped to strings over these symbols. We provided 10 000 of these strings, selected at random, as a train set, and selected 1 000 unique strings as a test set. The performance was evaluated using the scores assigned by the 3-gram baseline, learned on all of the 107 165 created parts-of-speech strings.

The data for the time series modeling task were created using a sliding window of length 20 over a discretized sensor signals that record the fuel usage of a trucks for a Dutch transport company, see Verwer et al. (2011). We provided 20 000 of the resulting sequences of discretized sensor data as a train set, 1 000 unique sequences as a test set, and evaluated the performance using the 3-gram baseline, learned from the whole 487 647 sequences.

**Evaluation.** The evaluation measure was based on perplexity for unseen examples. Given a test set $TS$, it was given by the formula:

$$Score(C, TS) = 2^{-\sum_{x \in TS} Pr_T(x) \log(Pr_C(x))}$$

where $Pr_T(x)$ is the normalized probability of $x$ in the target and $Pr_C(x)$ is the normalized candidate probability for $x$ submitted by the participant. A consequence of this normalization was that adding probability to one of the test strings removed probability from the others. Therefore, this perplexity score measured how well the differences in the assigned probabilities matched with the target probabilities. Notice that this measure is equivalent to the well-known Kullback-Leibler (KL) divergence (Kullback and Leibler, 1951) up to a monotonous transformation.

To decide the final overall rank of each participant, points were attributed for each data set: the leader of a problem at the end of the competition scored 5 points, the second 3, the third 2 and the fourth 1. In case of equality on a problem (based on the 10 first digits of the perplexity score), the earliest submission won. The winner is the participant whose score was the highest. There was no restriction on the number of submissions a given participant could make, but (s)he received no feedback on the resulting score. To compute the final score of a participant, we only considered the best of his submissions to each problem.
3. Results

**Competition activity.** 38 participants registered to have access to the problem sets and 16 of them submitted at least one of their solutions to a problem. There were a total number of 2,787 submissions during the competition. 5 participants managed to score some points, 4 of them were ranked first at least once (see Figure 1 in appendix).

During the competition phase, the website received 724 visits (with a maximum of 54 the last day of the competition) from 196 unique visitors with an average visit duration of a bit more than 5 minutes. IPs from 37 countries have been detected, between which 14 countries corresponded to 5 or more visitors.

**Overall results.** The final scores can be seen in Figure 1 and detailed results are presented in table 1. There is a clear winner of PAutomaC: team Shibata Yoshinaka. Of all participants, they obtained the best perplexity values on most instances and performed good on all others. The difference between the perplexity values of the solutions and their submissions was never greater than 0.1. Furthermore, this difference was even smaller on the instances with 100,000 strings, indicating that they make good use of additional data.

Team Shibata Yoshinaka is only outperformed on the (nearly) deterministic ones (DPFA or PFA or HMM with a small transition sparsity). On these instances team Llorens performs slightly better. Team Hulden’s method also manages to obtain the best perplexity values on two instances, and in fact beat team Llorens overall performance by just 2 points (see the website). Their method seems to perform best on dense instances with few states. The methods used by team Bailly and team Kepler have some difficulty with very sparse instances (and thus also with DPFA), and perform good but not best on the other instances.

Interestingly, the winning contribution of team Shibata Yoshinaka did not manage to score points on the two real-world problems. Teams Llorens, Hulden, and Kepler, did score points, and outperformed the 3-gram baseline method on these instances. This is not trivial since the solution was biased towards the baseline algorithm as it was also used to provide the probabilities in the solution.

4. Conclusion

The results of PAutomaC presented in this paper indicate that the competition was fruitful: refined methods for learning string distributions have been designed and a detailed comparison of their performances is available. In addition, the observation that team Llorens outperforms the winning team on the deterministic instances is very interesting for future research as it could provide a method for deciding whether a given data sample is drawn from a deterministic distribution or from a non-deterministic one, which can be very useful during the discretization of data.

The disclosure of the content of each method will be a very interesting moment and will certainly yield a deeper understanding of string distribution learning algorithms.
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Appendix A. Detailed results.

![Figure 1: Overall evolution of the score of the 5 leading teams (artificial data sets).](image-url)
Table 1: Perplexity scores of active participants and the solutions for all problem instances, along with their parameters: number of states \( (S) \), alphabet size \( (A) \), symbol sparsity \( (S_A) \), transition sparsity \( (S_T) \), size of training set, and type of machine.