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**Abstract**

We introduce a probabilistic model that combines a classifier with an extra *Reinforcement Signal* (*RS*) encoding the probability of an erroneous feedback being delivered by
the classifier. This representation computes the class probabilities given the task related features and the reinforcement signal. Using Expectation Maximization (EM) to estimate the parameter values under such a model shows that some existing adaptive classifiers are particular cases of such an EM algorithm. Further, we present a new algorithm for adaptive classification, we call it Constrained means adaptive classifier (CMAC), and show using EEG data and simulated RS that this classifier is able to significantly outperform state-of-the-art adaptive classifiers.

1 Introduction

The final goal of a Brain Computer Interface (BCI) is to provide human subjects with control over some device or computer application only through their measured brain activity by e.g. electroencephalogram (EEG) (Wolpaw et al, 2002). To gain control over the device, the user usually participates in an off-line train/calibration session, where he/she is instructed to perform some mental task according to visual stimuli while the generated brain activity is being recorded (Ramoser et al, 1998; van Gerven et al, 2009). From the recorded data, discriminative features associated with the different intentions of the user are extracted and used to train a classifier which will predict the intention of the user during the test/feedback session.

However, due to the poor signal to noise ratio and the non stationary character of the EEG data (Krauledat, 2008), the patterns extracted during the training of the BCI may differ for the feedback session leading to a poor performance (Shenoy et al, 2006). It has been shown that to keep an acceptable performance, EEG based BCIs require a
robustified feature space (Tomioka et al, 2006; Blankertz et al, 2008; von Bünau et al, 2010; Reuderink et al, 2011; Samek et al, 2012) and/or online adaptation of the classifier parameters (Millán, 2004; Shenoy et al, 2006). Since in practical BCI scenarios the user intention is unknown, online supervised adaptation is not possible, so the design of unsupervised adaptive classifiers that are robust to changes due to the non stationary character of the data has become focus of intense research within the BCI community (Sykacek et al, 2004; Gan, 2006; Kawanabe et al, 2006; Vidaurre et al, 2006; Hasan et al, 2009).

A common approach considers the class conditional features as normally distributed variables, and performs unsupervised adaptation of a Linear Discriminant Analysis (LDA) classifier. Adaptive LDA Pooled-mean ($P_{mean}$), and adaptive LDA Pooled-mean + Global Covariance ($P_{meanGcov}$) are two representative examples of this kind of methods (Vidaurre et al, 2010). Recently, interesting online experiments have shown the practical application of these techniques, not only for improving the performance with respect to static classifiers, but also for reducing the training time or increasing the amount of possible BCI users (Vidaurre et al, 2010b,c). Other methods model the user intention as a latent variable for which its posterior probabilities (responsibilities) are computed and subsequently used to update a classifier. This idea has been introduced using Expectation Maximization (EM) in Gaussian Mixture Models (GMM) in Blumberg et al (2007), and extended to sequential EM in Hasan et al (2009) and Liu et al (2010). Other extension for joint adaptive feature extraction and classification was considered in Li et al (2006).

A possible way to improve unsupervised adaptive methods consists of the use of a re-
inforcement signal (RS) which acts as a feedback provided by the user to the machine. Examples of RS can range from button presses delivered by the user (supervised), to measured muscular activity in an hybrid BCI (Leeb et al, 2010). Another relevant example of RS is the Error Related Potential (ErrP), a stereotyped pattern elicited following an unexpected response from the BCI (Ferrez, 2007; Ferrez et al, 2008). There is evidence that this signal can be detected with high accuracy (Chavarriaga et al, 2007, 2010; Blankertz et al, 2004; Llera et al, 2011). The inclusion of such a RS into the adaptive BCI cycle was introduced in Blumberg et al (2007). In that work, the authors extend the latent variable approach with an additional binary ErrP classifier. Similarly, in Llera et al (2011) we proposed a discriminant-based approach that also uses a binary ErrP classifier, and provided a detailed analysis of the negative effect due to false positives/negatives on the ErrP misclassification.

In this work we introduce a unifying framework which accommodates existing approaches in two families according to whether a latent variable is explicitly modeled or not. Our framework is derived from a graphical model which includes a probabilistic RS instead of a binary RS. This is a way to include the reliability over the measured RS which implements soft updates when the uncertainty is high, and recovers unsupervised and supervised learning as particular cases. Further, we develop a novel algorithm for adaptive classification and present an overview of the relations between existing methods.

In section 2.1 we introduce a probabilistic graphical model, describe the EM algorithm for estimating the parameters in this model, and derive its sequential version (CSEM).
In section 2.2 we develop a new sequential algorithm (CMAC) for classification and parameter estimation. In 3.1 we provide a description of the simulated RS which will be considered to evaluate the proposed methods. In sections 3.2 and 3.3 we present the results obtained using synthetic data. In section 4 we compare the proposed methods with other state of the art classifiers using EEG data and simulated RS. Then, in section 5 we give a brief description of the methods which are related to our work and describe the relationships and/or differences between the proposed and the previously existing methods. Finally, in section 6 we discuss the presented results and consider future work directions.

2 Methods

In section 2.1, we introduce a probabilistic graphical model which includes the task related features as well as a Reinforcement Signal (RS) encoding the discrepancy between the user intention and the output given by the device. This formulation estimates the posterior probabilities of each class (responsibilities) after observing not only the task related features but also the RS. We describe the EM algorithm for this model and derive a sequential version of it (CSEM). In 2.2 we derive a new algorithm for online parameter estimation and classification (CMAC), which can use the responsibilities computed including the RS.
2.1 The model

We consider a binary random variable $I \in \{1, 2\}$ representing the hidden intention of
the user. Given the intention, a vector $x \in \mathbb{R}^n$ represents the features extracted from the
recorded brain activity of the user while having intention $I$. Based on these features,
a probabilistic task classifier is used to compute the output of the BCI, $Z \in \{1, 2\}$,
which is used for control. The output $Z$ can be interpreted as a feedback from the BCI
to the user. Further, once $Z$ is observed by the user, we consider a probabilistic $RS$
which provides the probability of an erroneous feedback, $E \in [0, 1]$. Given $Z$ and $E$
as evidence, we can use the fact that $I$ is a binary variable and write its conditional
probability as:

$$p(I|Z, E) = \begin{cases} 1 - E & \text{if } I = Z \\ E & \text{if } I \neq Z \end{cases}.$$ \hspace{1cm} (1)

For simplicity, we will not explicitly consider the dependence of $Z$ on $x$ through the
task classifier, nor the dependence of $E$ on $Z$ through the brain activity measured after
observing $Z$ and the $RS$. Instead, although the intention of the user is not actually caused
by $Z$ and $E$, we summarize the influence of $Z$ through $E$ as given by (1). Figure 1 shows
a Bayesian network that captures the probabilities described above.

The joint probability distribution of the proposed model is

$$p(I, x, Z, E) = p(x|I)p(I|Z, E)p(Z)p(E).$$ \hspace{1cm} (2)

We consider $p(I|Z, E)$ as given by (1), and assume normally distributed features given
the intention, that is

$$p(x|I) = \frac{1}{(2\pi)^{n/2}|\Sigma_I|^{1/2}} \exp \left( -\frac{1}{2} (x - \mu_I)^\top \Sigma_I^{-1} (x - \mu_I) \right) \equiv \mathcal{N}(x|\mu_I, \Sigma_I),$$
Figure 1: Probabilistic graphical model: $x \in \mathbb{R}^n$ represents the task related features extracted from the EEG data, $Z \in \{1, 2\}$ the BCI output computed using the task classifier, $E \in [0, 1]$ the RS encoding the probability that $Z$ was an erroneous output and $I \in \{1, 2\}$ denotes the intention of the user.

with the intention $I$ replaced with a mean vector $\mu_I \in \mathbb{R}^n$ and covariance matrix $\Sigma_I \in \mathbb{M}_{n \times n}$ as sufficient statistics. Further, we will assume a flat prior over $E$ and $Z$, so $p(E) = 1, \forall E \in [0, 1]$, and $p(Z) = \frac{1}{2}, \forall Z \in \{1, 2\}$. We compactly represent the set of parameters of the model using the vector $\theta := (\mu_1, \Sigma_1, \mu_2, \Sigma_2)$.

Suppose that we have a data set of observations $S$ from which we can estimate the unknown model parameters $\theta$. In our case, the observations correspond to $T$ trials that are composed of an observed component $S = \{(x^t, Z^t, E^t)\}_{t \in \{1, \ldots, T\}}$, and a latent variable $I^t$, the intention at trial $t$. The log-likelihood of the data given the model parameters can be written as

$$
\log p(S|\theta) = \sum_{t=1}^{T} \log \left( \sum_{I^t=1}^{2} p(I^t, x^t, Z^t, E^t|\theta) \right) = \sum_{t=1}^{T} \log \left( \sum_{I^t=1}^{2} p(x^t|I^t)p(I^t, Z^t, E^t)p(E^t) \right).
$$

Maximizing (3) is not straightforward, since the summation over the latent variables $I^t$ occurs inside of the logarithm. Typically, the Expectation Maximization (EM) algorithm is used to solve this problem (Bishop, 2007). The EM algorithm is a procedure which iterates two steps until convergence.
In the E-Step, one assumes current parameter values $\theta^{\text{old}}$ and computes the posterior distribution of each of the intentions $I_t \in \{1, 2\}$, the so-called responsibilities:

$$p(I_t | x^t, Z^t, E^t, \theta^{\text{old}}) = \frac{p(x^t | I_t, \theta^{\text{old}})p(I_t | Z^t, E^t)}{\sum_{I_{t'}=1}^2 p(x^t | I_{t'}, \theta^{\text{old}})p(I_{t'} | Z^t, E^t)} \equiv \gamma_t^I.$$ \hspace{1cm} (4)

In the M-step, we replace the old parameter values with the ones that result of maximizing the expected log-likelihood:

$$\theta^{\text{new}} = \arg \max_{\theta} \sum_{t=1}^T \sum_{I_{t'}=1}^2 p(I_{t'} | x^t, Z^t, E^t, \theta^{\text{old}}) \log p(I_{t'}, x^t, Z^t, E^t | \theta).$$ \hspace{1cm} (5)

Taking derivatives of (5) with respect to the elements of $\theta$ and setting them to zero results in the updates

$$\mu_I = \frac{1}{N_I} \sum_{t=1}^T \gamma_t^I x^t,$$ \hspace{1cm} (6)

$$\Sigma_I = \frac{1}{N_I} \sum_{t=1}^T \gamma_t^I (x^t - \mu_I)(x^t - \mu_I)^T.$$ \hspace{1cm} (7)

where $N_I = \sum_{t=1}^T \gamma_t^I$.

Note that this representation (Figure 1) computes the posterior probability of each of the intentions given the task related features and the RS. As a consequence, the difference between the proposed methodology and the standard EM for GMM relies on the use of $p(I_t | x^t, Z^t, E^t, \theta^{\text{old}})$ (4), a RS dependent quantity, instead of simply

$$p(I_t | x^t, \theta^{\text{old}}) = \frac{p(x^t | I_t, \theta^{\text{old}})}{\sum_{I_{t'}=1}^2 p(x^t | I_{t'}, \theta^{\text{old}})}.$$ \hspace{1cm} (8)

It is interesting to see that the model recovers the two following well-known cases:

**Unsupervised case**: If the RS is non-informative, $E^t = 1/2$, the updates become the ones of the EM for GMM.
Supervised case: If the $RS$ is always correct and returns only a binary answer $E^t \in \{0, 1\}$, the responsibility of the incorrect intention is zero, whereas the responsibility of the correct intention is one.

Using the responsibilities as defined in (4), we can interpolate between unsupervised and supervised learning using the $RS$. This suggests an improvement over the unsupervised method given that the $RS$ is informative. We show evidence for this later in section 3.2.

In the case that we have an incoming stream of data, as it is the case for online BCI, the previous optimization might not be efficient since it uses a batch of data and an iterative procedure in order to optimize the model parameters. For online BCI an incremental approach is necessary (Hasan et al, 2009b). A sequential version of the previously described EM algorithm is defined by the updates

$$
\mu'_I = (1 - \beta_{\mu} \gamma_I) \mu_I + \beta_{\mu} \gamma_I x,
$$

$$
\Sigma'_I = (1 - \beta_{\Sigma} \gamma_I) \Sigma_I + \beta_{\Sigma} \gamma_I (x - \mu_I)(x - \mu_I)',
$$

where $x$ is the observed task related feature vector, $\gamma_I$ are the responsibilities computed using (4) and, $\beta_{\mu}$ and $\beta_{\Sigma}$ learning rates. We will denote this algorithm as corrected sequential EM (CSEM).

2.2 Constrained Means Adaptive Classifier (CMAC).

In this section we develop the Constrained Means Adaptive Classifier (CMAC) algorithm for online classification and parameter estimation, a novel sequential update for
the model parameters $\theta$ which will allow for different rates of adaptation for shifts and rotations.

When no labels are available (unsupervised case) one can update a global mean of the data $(\mu_1 + \mu_2)/2$ by means of the learning rule

$$\frac{\mu'_1 + \mu'_2}{2} = (1 - \beta)\frac{\mu_1 + \mu_2}{2} + \beta x,$$

where $\mu'_I$ represents the updated $\mu_I$, $\beta \in [0, 1]$ is the learning rate controlling the adaptation and $x$ is the observed task related feature vector. This update rule can be seen as a constraint over the sum of the means and it was introduced in (Vidaurre et al, 2010).

In terms of a discriminant function, this learning rule updates of the bias term. Despite its simplicity, this learning rule has been shown to be able to reliably keep track of the bias, significantly improving the classification accuracy wrt an static classifier. We generalize this rule and obtain an update for each of the means independently, which in terms of a LDA discriminant function will allow to update both the bias and the weights of the discriminant function. Consider an update rule for the means of the form

$$\mu'_I = (1 - \beta)\mu_I + 2\beta \gamma_I x,$$

where $\mu'_I$ represents the updated $\mu_I$, $\beta \in [0, 1]$ is the learning rate controlling the adaptation, $x$ is the observed task related feature vector and $\gamma_I$ are the responsibilities computed using equation (4). A well known fact from online learning in changing environments (Heskes et al, 1991, 1992), is that the optimal learning rate depends on the noise as well as on the rate of change on the data. Under the assumption (12), the difference of the means depends on the responsibilities, while the sum does not. Therefore, the sum can be adapted more reliably than the difference, i.e. using larger
learning rates. Extending equation (12) for the case of different learning rates ($\beta_+ > \beta_- \) for the sum and the difference of the means respectively, results in

$$\mu_1' + \mu_2' = (1 - \beta_+)(\mu_1 + \mu_2) + 2\beta_+ x, \quad (13)$$

$$\mu_2' - \mu_1' = (1 - \beta_-)(\mu_2 - \mu_1) + 2\beta_-(\gamma_2 - \gamma_1)x. \quad (14)$$

Solving for $\mu_1'$ and $\mu_2'$ gives the final updates for the means, which are shown in equations (15) and (16) in algorithm 1. To update the covariances, we use the updated means and the learning rule (10), where the learning rate $\beta_2 \in [0, 1]$ controls the adaptation of the covariances. The full CMAC algorithm is described in algorithm 1. The initial parameters required by this algorithm can be obtained from a previous train/calibration session.

3 Results: Synthetic data

In this section we first explain the way in which the RS will be simulated in the rest of this work. In the rest of the section we show that using the responsibilities obtained by including the RS can improve the quality of the parameter estimation wrt an unsupervised GMM estimation, and then we perform a simulated online scenario to identify the kind of non stationarities CMAC is able to deal with while considering different RS’s.

3.1 The simulated Reinforcement Signal (RS)

By definition, the RS encodes the probability of presence of an error, so $E \in [0, 1]$. Thus, an informative RS should provide at each trial a value $E$, such that $E \approx 0$ for
Algorithm 1 Constrained Means Adaptive Classifier (CMAC)

Require: Current model parameters \( \{ \mu_I, \Sigma_I \}_{I \in \{1,2\}} \).

Currently observed feature vector at present trial \( t \), \( x^t \).

Reinforcement Signal \( E^t \) (after observing the output of the task classifier \( Z^t \)).

Parameters controlling the adaption \( \beta_+, \beta_-\).

1: \( \Sigma := \frac{\Sigma_1 + \Sigma_2}{2} \).

2: Compute the output of the task classifier at trial \( t \) as:

\[
Z^t = \arg \max_I p(I|x^t, \mu_I, \Sigma) := \arg \max_I p(x^t|\mu_I, \Sigma).
\]

3: Observe \( E^t \) and evaluate the responsibilities using (4) and (1):

\[
\gamma_{Z^t}^t = \frac{\mathcal{N}(x^t|\mu_{Z^t}, \Sigma)(1 - E^t)}{\mathcal{N}(x^t|\mu_{Z^t}, \Sigma)(1 - E^t) + \mathcal{N}(x^t|\mu_{\neg Z^t}, \Sigma)E^t}.
\]

\[
\gamma_{\neg Z^t}^t = 1 - \gamma_{Z^t}^t.
\]

4: Update the model parameters:

\[
\mu_1' = (1 - \frac{\beta_+ + \beta_-}{2})\mu_1 + \frac{\beta_- - \beta_+}{2}\mu_2 + (\beta_+ - \beta_-(\gamma_2^t - \gamma_1^t))x^t. \tag{15}
\]

\[
\mu_2' = (1 - \frac{\beta_+ + \beta_-}{2})\mu_2 + \frac{\beta_- - \beta_+}{2}\mu_1 + (\beta_+ + \beta_-(\gamma_2^t - \gamma_1^t))x^t. \tag{16}
\]

\[
\Sigma_I' = (1 - \beta_2\gamma_1^t)\Sigma_I + \beta_2\gamma_1^t(x^t - \mu_I)(x^t - \mu_I)^\top, \forall I \in \{1,2\}. \tag{17}
\]

5: return Updated parameters: \( \{ \mu_I', \Sigma_I' \}_{I \in \{1,2\}} \).
correctly classified trials and \( E \approx 1 \) for erroneously classified trials. Obviously no RS is totally reliable, and violations of this conditions are due to false positives/negatives of the RS. In order to illustrate such an scenario, we model \( p(E) \) as a symmetric mixture of beta distributions:

\[
p(E) = \frac{1}{2} (\beta(E|w_1, w_2) + \beta(E|w_2, w_1)), \tag{18}
\]

where

\[
\beta(E|w_1, w_2) = \frac{E^{w_1-1}(1-E)^{w_2-1}}{\int_0^1 z^{w_1-1}(1-z)^{w_2-1}dz}
\]

for some \((w_1, w_2) \in \mathbb{R}^+ \times \mathbb{R}^+\).

Making use of the output delivered by the task classifier \( Z \) and the real intention of the user \( I \), we define \( p(E|I = Z) := \beta(E|w_1, w_2) \) and \( p(E|I \neq Z) := \beta(E|w_2, w_1) \) with \( w_1 < w_2 \). In this way, at each trial, \( E \) is generated by drawing a sample from \( p(E|I = Z) \) if the trial was correctly classified, and from \( p(E|I \neq Z) \) otherwise.

As an illustration, in the second row of figure 2, we show three different examples of the resulting density functions for \((w_1, w_2) \in \{(1,5), (2.5,5), (4,5)\}\) respectively. This parameterization results in a Bayes classification error of the RS of approximately 5%, 20% and 40% respectively.

Summarizing, the presented parametrization allows for the simulation of a probabilistic RS whose accuracy can be controlled by means of the values of \((w_1, w_2)\). Note that the supervised case is an extreme scenario in which the beta distributions became delta peaks at zero or one.
3.2 Batch learning

We start by generating a data set \( S = \{ (x^t, Z^t, E^t) \}_{t \in \{1, \ldots, T\}} \). We consider for simplicity a two dimensional feature space and generate consequently the task related features \( \{x^t\}_{t \in \{1, \ldots, T\}} \) by sampling with the same probability from two Gaussian distributions with parameters \( \mu_I \in \mathbb{R}^2 \) and \( \Sigma_I \in \mathbb{M}_{2 \times 2}, I \in \{1, 2\} \). Each sample \( x^t \) is classified as \( Z^t = \arg \max_I p(I|x^t, \tilde{\mu}_I, \tilde{\Sigma}_I) \), where the values for \( \tilde{\mu}_I \) are chosen randomly and \( \tilde{\Sigma}_I = \mathbb{I}_{2 \times 2} \). Then we generate the RS outputs by drawing for each trial one sample \( E^t \) from \( p(E|I = Z) \) if the trial was correctly classified and from \( p(E|I \neq Z) \) otherwise as explained in 3.1. Once the data set \( S \) is defined, we iterate equations (4), (6) and (7) until convergence of the log-likelihood (5).

To evaluate the quality of the solutions obtained, we can compare their log-likelihood with the one obtained applying an unsupervised EM algorithm for GMM (analytically equivalent to \( E^t = \frac{1}{2} \) \( \forall t \) in our model), and with the supervised case (analytically equivalent to the proposed model using a RS which at each trial produces an output \( E^t = 1 - \delta_{I^t, Z^t} \), with \( I^t \) the real intention at trial \( t \)).

In the first row of Figure 2 we plot the log-likelihood of the parameters obtained at each iteration of the algorithm for the supervised case (dotted line), unsupervised case (continuous line) and the proposed model including the simulated RS (discontinuous line). In this case, to account for variations in learning due to different realizations of the RS, the presented results are the average over 100 realizations of the experiment, and the shadowed area describes the standard deviation around the plotted mean solution. The three plots reflect the different behavior of the model while considering three different RS corresponding with the three parameterizations of \( p(E|I, Z) \) plotted in the second
Figure 2: First row: Log-likelihood of the solutions obtained at each iteration for the unsupervised case (continuous line), supervised case (dotted line), and the proposed model (discontinuous line). The three horizontal plots show the different results obtained considering three different levels of accuracy of the RS corresponding with the parameterizations of $p(E|I, Z)$ shown in the second row.

Second row: $p(E|I, Z)$ is represented for 3 different parametrization of mixtures of $\beta$ distributions. Continuous lines show $p(E|I = Z)$, discontinuous lines $p(E|I \neq Z)$.

From left to right, the parameters for $(w1, w2)$ were set to $\{(1, 5), (2, 5, 5), (4, 5)\}$ respectively.

For this illustration we considered $T = 100$,

$$
\bar{\mu}_1 = (1, 1), \bar{\mu}_2 = (2, -1), \Sigma_1 = \begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix}, \Sigma_2 = \begin{pmatrix} 3 & 2 \\ 2 & 3 \end{pmatrix},
$$

and the parameters were initialized as $\mu_1 = \bar{\mu}_1, \mu_2 = \bar{\mu}_2$ and $\Sigma_1 = \mathbb{I}_{2 \times 2}$. However, the results obtained are not critically dependent on the choice of the parameters.
Note that the log-likelihood in the supervised scenario is the highest, and the solutions obtained using the proposed RS model improve the ones obtained in the unsupervised case for all considered RS. Further, as the RS becomes more reliable, the log-likelihood of the solutions is higher. This occurs because the RS is able to correct the responsibilities for the wrongly classified trials, either because they lie close to the decision boundary, or because they would have been wrongly assigned a large responsibility in the standard unsupervised sense.

These results confirm that this model allows to interpolate between the unsupervised and the supervised parameter estimation with the help of the RS, and additionally that the responsibilities computed using (4) provide a more accurate class measure than the responsibilities computed using (8).

### 3.3 CMAC - online learning behavior

We consider now two simulated online scenarios in which the underlying feature distributions are modified from the train session to the test session by means of a rotation and a translation of the optimal decision boundaries. These simulations provide insight on which kind of non stationarities can be captured by the proposed algorithm CMAC. In figure 3, black and grey curves represent the distributions of two different classes. Each row represents a different situation; the left most column shows the situation at the beginning of the test session, with the continuous curves representing the distributions of the test features while the discontinuous curves represent the distributions of the train features. In the first row there is a rotation between train and test distributions, while the second row there is a shift of the distributions.
Columns 2 to 5 show the test distributions (continuous lines) and the learned distributions using CMAC (discontinuous curves) under the assumption of different RS after generating 100 samples by sampling with the same probability from both test distributions. For the cases of 60% and 80% of accuracy of the RS, the results are the average over 100 realizations of the experiment. The standard deviation of these results was considered not significant for visualization. In this example, the parameter values were fixed to the values $\beta_+ = 0.05, \beta_- = 0.005$ and $\beta_\Sigma = 0.01$; The choice of this parameters do not change drastically the results in terms of the obtained solution.

Note that in the case of a translation of the distributions (second row), the new distributions can be estimated without the use of any RS. On the other hand, if a rotation of the distributions occurred (first row), a RS is necessary, and the estimation improves with the quality of the RS. This result is due to the fact that in order to correct for a rotation in the optimal decision boundary, the weights of the discriminant function need to be updated, and that requires the class label information.

4 Results: EEG data

In this section we use EEG data to perform a comparison between CMAC and other classifiers.

The EEG data was recorded from 6 subjects who participated in an experiment performing a binary motor imagery task (left-right hand) according to visual stimuli. Each subject participated in a calibration measurement consisting of 35 trials per class where no feedback was delivered, and two test sessions of 70 trials each where the feedback
Figure 3: Black and grey curves represent the distributions of two different classes. Each row represents a different change in the feature distributions, a rotation in the first row and a shift in the second. The left column represents the situation at the beginning of the test session, with discontinuous lines representing the train features distributions and continuous lines the test features distributions. Columns 2 to 5 show the test features distributions (continuous lines) and the learned distributions using CMAC (discontinuous lines) under the assumption of different RS after 50 samples were drawn from each of the test feature distributions.
was delivered to the user in the form of a binary response. See Figure 4 for more detailed information about the experiment design. Between each two sessions there was a pause of 5 minutes.

Figure 4: Experimental protocol during each trial of the test sessions: From time 0 – 1200 ms an arrow indicates the side to which the task must be performed. After this period, a fixation cross is presented (1200 – 4900 ms) indicating the period to perform the task. At the end of this period, the device returns feedback to the user (4900 – 6300 ms), and it is followed by 1000 ms of no activity previous to the beginning of a new trial. During the calibration measurement the protocol was identical with the exception that no feedback was returned.

The brain activity was recorded using a multi-channel EEG with 64 electrodes at 2048 Hz. The data was down sampled at 250 Hz and made into trials using at each trial the data from the imaginary movement period (1200 – 4900 ms). An automatic variance based routine was applied to remove noisy trials and channels. The data was then linearly detrended and bandpass filtered in the frequency band 8 – 30 Hz since these have been previously reported as the frequencies of main interest (Müller-Gerking et al, 1998). Common Spatial Patterns (CSP) (Fukunaga, K., 1990; Lemm et al, 2005) were computed using the data from the calibration session, and the number of selected filters was three from each side of the spectrum. After projecting each trial to the space gen-
erated by the six filters, the logarithm of the normalized variance of these projections were used as features, resulting in a feature space of dimension 6.

Figure 5: Maximum performance achievable using CMAC, CSEM, Pmean, PmeanGcov, as well as the performance obtained using LDA.

In the remaining of this section we use the previously described data set to perform a comparison between different classifiers, including a static classifier, \( \text{LDA} \) (Fukunaga, K., 1990), and the adaptive classifiers \( \text{Pmean, PmeanGcov, CSEM and CMAC} \). We first study the best possible performance obtained while using each of the considered methods. Figure 5 shows the maximum classification accuracy (number of correctly classified trials divided by the total number of trials) obtained by each method while considering optimized learning rates and an optimal \( RS \). For each algorithm and each subject, the learning rates were optimized using grid search in parameter space.

First note that all adaptive classifiers are able to outperform \( \text{LDA} \). From the adaptive classifiers, \( \text{CMAC} \) is clearly the algorithm able to reach the highest accuracy, followed by \( \text{CSEM and PmeanGcov} \) which reflect a similar performance. In the case of \( \text{Pmean} \),
As a reference for the reader, in table 1 we show the mean (across subjects) and standard deviation of the optimal parameter values set for each of the considered adaptive classifiers.

In practice, we do not have prior access to the optimal learning rates and furthermore, no RS is optimal. Clearly, different choices for the learning rates will affect the performance of all methods and moreover, suboptimal RS will affect the performance of CMAC and CSEM. In Figure 6 we present the performance of each of the methods as a function of different RS simulated as explained in 3.1, while using for each subject a set of learning rates computed using leave-one (subject) out cross-validation. For CMAC and CSEM, the reported results are averages over 100 realizations of the experiment to account for fluctuations due to different realizations of the RS. For CMAC, the standard deviation of the results is shown as error bars. In the case of CSEM, the standard devi-
ation of the solutions was very similar to that of CMAC and we decided to ignore them for visualization reasons.

![Graphs of classification accuracy vs. percentage of RS accuracy for different subjects](image)

**Figure 6:** Classification accuracy (y-axis) as a function of the accuracy of the RS (x-axis) for all subjects. For CMAC the standard deviation of the solutions obtained is presented as an error bar.

We observe that in general all adaptive classifiers are able to outperform the static LDA. Considering the supervised scenarios, note that CMAC (100%) outperforms CSEM (100%). Only for subject number 1 CSEM (100%) is the best algorithm. Ignoring the supervised methods, we see also that CMAC is less sensitive to non-optimal RS than CSEM. For subjects 3, 4 and 6 CMAC is the best algorithm for all considered RS, while for subjects number 2 and 5, it requires an accurate RS in order to improve wrt the unsupervised classifiers.

In Figure 7 we consider the cumulative classification accuracy against the trial number for PmeanGcov, Pmean and CMAC with optimal RS. CMAC is able to outperform the
other methods not only at the end of the experiment (trial 140) but in general also at the end of the first test session (trial number 70). While for subject number 6 all methods show a similar trend, note that for subjects number 1 to 4, the difference in performance between CMAC and the other methods is bigger at trial 140 than at trial 70, showing that CMAC was able to adapt better after the pause between sessions. It is interesting to see that CMAC finishes the experiment with a general increasing trend, suggesting that the model continues a proper adaptation. Note in particular that for subject number 5 the performance of CMAC was worse at trial number 70 than the one of the other methods, but due to the ability to keep adapting after the pause, CMAC is the best algorithm at the end of the experiment.

Figure 7: Cumulative classification accuracy against trial number for the PmeanGcov, Pmean and CMAC.

An interesting observation is that for some subjects, for example subject number 6, all
methods perform similarly, while for other subjects, for example number 3, the increase in performance obtained using CMAC is significant. To understand this behavior, in figure 8 we show the distributions of the projected train data (discontinuous curves) and test data (continuous curves) onto the first and second CSP filters for subjects 6 and 3. Black and grey curves represent the two different classes. The boundary learned using the train data as well as the optimal boundary for the test data are also shown.

For subject number 6 we observe that the change in the distributions is very small, allowing every method to adapt to the changes. In contrast, the features of subject number 3 change notably between train and test. In particular, there is a clear rotation of the optimal boundary, which prevents $P_{mean}$ to adapt properly. In this subject, although $P_{meanGcov}$ should theoretically be able to correct for the rotation since it updates the global covariance matrix, we observe that it is not the case. The reason why $P_{meanGcov}$ performs worse than CMAC could then be explained by the fact that, in addition to the rotation, the classes are swapped in the second filter (y-axis). Class information is therefore required to adapt to this type of changes, making it impossible for unsupervised methods such as $P_{meanGcov}$.

## 5 Related work and relations between methods.

In this section we provide a short description of the existing adaptive classification methods commonly used for BCI purposes, and we show the relationships between them. We also give a brief description of the binary Linear Discriminant Analysis (LDA) classifier.
Figure 8: Projection of the data onto the first two CSP filters for subjects 6 and 3. Black and grey ellipses represent two different classes and discontinuous and continuous curves represent the train data and the test data respectively. Discontinuous and continuous straight lines show the optimal boundary for the train distributions and the test distributions respectively. For subject 6 (left) feature distributions do not change significantly. In contrast, for subject 3 (right) the optimal boundary rotates and the class labels are swapped in the vertical axis.
1. Binary Linear Discriminant Analysis (LDA).

The binary LDA (Fukunaga, K., 1990) is a classifier which is identified by a discriminant function \( D(x) \in \mathbb{R} \) of the input feature vector \( x \in \mathbb{R}^n \). Denoting by \( \mu_k \) and \( \Sigma_k \) the means and covariance matrices of the train features of class \( k \in \{1, 2\} \) respectively, and by \( \Sigma = \frac{\Sigma_1 + \Sigma_2}{2} \) the mean of the covariance matrices, the discriminant function is defined by the equations

\[
D(x) = \begin{bmatrix} b, w^\top \end{bmatrix} \begin{bmatrix} 1 \\ x \end{bmatrix}, \quad (19)
\]

\[
w = \Sigma^{-1} (\mu_2 - \mu_1), \quad (20)
\]

\[
b = -w^\top \mu, \quad (21)
\]

\[
\mu = \frac{1}{2} (\mu_1 + \mu_2). \quad (22)
\]

Using this notation, \( x \) is classified as class 2 if \( D(x) > 0 \), and as class 1 otherwise.

Note that \( w \in \mathbb{R}^n \) describes the vector of weights and \( b \in \mathbb{R} \) describes the bias term of the discriminant function. Consequently, \( w \) determines the direction of the separating hyperplane while \( b \) the shift of the hyperplane wrt the origin.

2. Linear Discriminant Analysis with pooled mean adaptation (Pmean).

Pmean (Vidaurre et al, 2010) is a discriminant-based unsupervised adaptive LDA algorithm which under the assumption of balanced classes, identifies (22) with the global mean of the data. In this way, (22) can be updated without any label
information using the learning rule

\[ \mu' = (1 - \beta)\mu + \beta x \]  \hspace{1cm} (23)

where \( \mu' \) is the updated \( \mu \), \( x \) is the new observed feature vector and \( \beta \in [0, 1] \) is the learning rate controlling the adaptation. In this way the bias from the discriminant function gets updated through (21).

This kind of adaptation tracks changes in the bias of the discriminant function, consequently \( P_{\text{mean}} \) is able to adapt to shifts in feature space. Since the weights are not modified, this model can not account with changes in the direction of the separating hyperplane, as for example, rotations on feature space.

Note that \( P_{\text{mean}} \) can be considered a particular case of \( CMAC \) where \( \beta_+ = 0 \) and \( \beta_{\Sigma} = 0 \).

3. \( P_{\text{mean}} \) with global covariance adaptation (\( P_{\text{meanGcov}} \)).

\( P_{\text{meanGcov}} \) (Vidaurre et al, 2010) is a discriminant-based unsupervised adaptive LDA algorithm which in addition to the \( P_{\text{mean}} \) adaptation performs a sequential adaptation of the inverse of the global covariance. Under the assumption of balanced classes, we have that

\[ w = \Sigma^{-1} (\mu_2 - \mu_1) \propto \bar{\Sigma}^{-1} (\mu_2 - \mu_1) := \bar{w}, \]

where \( \bar{\Sigma} \) is the global covariance matrix. Then, defining

\[ \bar{b} = -\bar{w}^T \mu, \]

we have that \( D(x) \propto \bar{D}(x) := \left[ \bar{b}, \bar{w}^T \right] \begin{bmatrix} 1 \\ x \end{bmatrix} \). This means that if the classes are balanced we obtain the same separating hyperplane using \( \bar{\Sigma} \) than using \( \Sigma \). Using
\( \tilde{\Sigma} \) has the advantage that it can be updated online without using class information. Furthermore, making use of the Woodbury matrix identity (matrix inversion lemma) we can directly update its inverse as

\[
I = \tilde{\Sigma} - \frac{\mathbf{v}\mathbf{v}^\top}{1 - \beta \Sigma} + \mathbf{x}\mathbf{v},
\]

(24)

\[
\tilde{\Sigma}'^{-1} = \frac{I}{1 - \beta \Sigma},
\]

(25)

where \( \tilde{\Sigma} \) is the global covariance, \( \tilde{\Sigma}'^{-1} \) the updated inverse global covariance matrix, \( \mathbf{v} = \tilde{\Sigma}^{-1}\mathbf{x} \), and \( \beta \Sigma \in [0, 1] \) is a learning rate controlling the adaptation of the covariance. This direct update of the inverse is recommended for online applications due to its efficiency.

The update of the inverse of the covariance allows for an update of (20), so \( P_{\text{meanGcov}} \) allows for the update of the weights and also the bias of the classifier. Consequently, this model has the potential power to adapt for shifts as well as for changes in the direction of the separating hyperplane.

Note that the update of the covariance in \( P_{\text{meanGcov}} \) is different from the class dependent covariance updates in \( \text{CMAC} \). However, as previously explained, if the classes are balanced, using the pooled covariance in place of the mean of the class-wise covariance matrices results in the same separating hyperplane, so in that case \( P_{\text{meanGcov}} \) is equivalent with \( \text{CMAC} \) with \( \beta_\perp = 0 \).


\( \text{ALDA} \) (Blumberg et al, 2007) is a latent-variable-based unsupervised adaptive LDA algorithm in the sense that considers the user intention as a hidden variable,
models the feature space as a GMM, and constructs a LDA classifier with the parameters estimated using EM. The batch optimization is performed using a sliding window of the last $M \in \mathbb{N}$ trials. In this way, only the most recent trials take part in the optimization, allowing to model non-stationary environments.

Since $ALDA$ updates means and covariances, it performs an adaptation of all parameters included in the discriminant function, allowing like this to adapt for shifts as well as for rotation on feature space.

Note that since $CSEM$ in the unsupervised scenario ($E^t = \frac{1}{2}$ $\forall t$) is a sequential EM algorithm for GMM, we can identify $ALDEC$ as the batch version of $CSEM$, and we can consider them as equivalent.

5. Adaptive Linear Discriminant Analysis with Error Correction ($ALDEC$).

Similarly to our algorithm $CSEM$, in (Blumberg et al, 2007) the authors introduce a probabilistic model of a binary error signal, which corresponds to our RS term $p(I_k|Z, E)$. ALDEC performs implicit modeling of the decoding power DP (accuracy of the task classifier) and the reliability R of the RS. In contrast, in CSEM we explicitly include this information in the model and provide update rules for the means and covariances (6, 7) where the RS is included through the novel responsibilities (4). This allows us to recover both supervised and unsupervised cases. Further, this allows to include more realistic, single trial realizations of the RS. Notice that in (Blumberg et al, 2007) the RS is modeled as two delta peaks at $R$ and $1 - R$ (see section 3.1).

SEM (Hasan et al, 2009) is a sequential version of EM for GMM. In this algorithm, the means and covariance matrices of the task related feature distributions are sequentially updated using

\[ \mu'_I = (1 - \beta_{\mu} \gamma_I) \mu_I + \beta_{\mu} \gamma_I x, \]  

(26)

\[ \Sigma'_I = (1 - \beta_{\Sigma} \gamma_I) \Sigma_I + \beta_{\Sigma} \gamma_I (x - \mu_I)(x - \mu_I)', \]  

(27)

where \( \mu'_I \) and \( \Sigma'_I \) represent the updated means and covariance matrices respectively, \( x \) is the observed task related feature vector, \( \gamma_I \) the responsibilities computed using (8), and \( \beta_{\mu} \) and \( \beta_{\Sigma} \) are learning rates which values decrease on size with the iteration number in order to reach convergence to the optimal static set of parameters. If our goal is to dynamically model a non stationary environment, we can relax the dependence of the learning rates value on the trial number, so \( \beta_{\mu} \in [0, 1] \) and \( \beta_{\Sigma} \in [0, 1] \).

Note that SEM is analytically equal to CSEM in the unsupervised scenario \( (E^t = \frac{1}{2} \ \forall t) \). Consequently, SEM is equivalent to the unsupervised CSEM and consequently to ALDA.

7. CMAC and CSEM.

CMAC and CSEM can not be reduced to the same class. If we compare the CMAC equations for the mean updates (15) and (16) with the CSEM equations (9), we see that CMAC contains additional terms involving the mean of the opposite class that are not in the CSEM update rule. These terms appear because CMAC constraints the sum and the differences of the class means.
6 Discussion

Our contribution in this article is two-fold. On the one hand, we introduced the probabilistic methodology to include a Reinforcement Signal (RS) in the adaptive BCI cycle, and we show that under the assumption of an informative RS, this model allows for a better estimation of the class probabilities (responsibilities) than the one obtained using only the task related features. On the other hand, we develop a novel update scheme for adaptive classification in BCI (CMAC), which can make use of the responsibilities computed using the proposed model, and is able to outperform state of the art adaptive classifiers.

It is interesting to note that in the supervised scenario, CMAC is able to improve a standard supervised adaptation (supervised CSEM), and also that even in the unsupervised scenario, CMAC has the potential to outperform other methods. However, the ability to get a big improvement wrt to other methods, clearly depends on the quality of the RS. As previously mentioned, such a RS can range from button presses delivered by the user (supervised), to measured muscular activity in an hybrid BCI (Leeb et al, 2010) or an ErrP classifier if we consider a pure BCI setting. Clearly, using muscular activity to detect erroneous performance can provide an accurate RS. It is important to note that in previous work (Llera et al, 2011) we have reported the possibility of relatively high ErrP classification rates (80 % of mean accuracy across 8 subjects), which agrees with the results presented previously by other researchers (Blankertz et al, 2004; Ferrez et al, 2008). Furthermore, in (Ferrez et al, 2008), it was also shown the high stability in ErrP detection across sessions. This facts make of this kind of RS a optimal candidate to include in online BCI experiments.
The improvement reported using the CMAC algorithm is due not only to the accuracy of the RS, but also to the introduction of an extra parameter $\beta_-$ controlling the change in the difference between the means of the feature distributions. The optimal value for this parameter is clearly dependent on the accuracy of the estimated responsibilities. However, the simulations performed showed that the choice of this parameter value is not critical. In fact, we observed that setting $\beta_\Sigma = 0, \beta_+ = \beta_\mu \in [0.01], \beta_- \in [0, 0.005]$, CMAC showed no significant difference wrt $P_{mean}$ independently of the accuracy of the estimated responsibilities. For values $\beta_- \in [0.005, 0.03]$, the improvement wrt $P_{mean}$ was proportional to the accuracy of the estimated responsibilities, and values $\beta_- > 0.03$ produced a decrease on performance wrt $P_{mean}$. The improvement wrt $P_{mean}$ was obtained independently of $\beta_+$, which confirms the robustness of the method.

It is clear that the optimal choice of the learning rates is important to obtain good results for all subjects and all methods. There exist methods that can automatically adapt the learning rate to an optimal value that make a trade-off between accuracy for stationary data (low learning rate) and adaptivity to change (large learning rates) (Heskes et al, 1991b, 1992). We believe that such methods should be integrated in the adaptive BCI methodology.

An open question of considerable importance is how to generalize the proposed adaptive BCI methodology to non-binary tasks. Such learning tasks are more complex, since the error signal will indicate that an error has occurred, but will not provide information on what the correct output should have been. This type of learning paradigm is called reinforcement learning (Rescorla, 1967; Sutton et al, 1998; Dayan et al, 2001). An important future research direction is to integrate these reinforcement learning methods
in on-line adaptive BCI.

Finally, we would like to remark that due to its generality, the proposed methodology has a broader application not restricted to BCI, for instance, in the construction of adaptive Spam filters (Zhou et al. 2005). In this environment the RS could be represented by the user getting a file out of or in the Spam folder.
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