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Abstract. The authors present a lambda-calculus that formalizes the relations between the sizes of arguments and the sizes of the corresponding results of functions in a higher-order polymorphic functional language. On top of usual constructions two operators for finite maps: List, that defines (higher-order) finite maps, and Shift are considered. Intuitively, size expressions are abstract interpretations of programs in the natural arithmetic.

To prove normalization and diamond (modulo integer axiomatization) property of the calculus we show that the calculus can be expressed in System F.

1 Introduction

Size information about program expressions is important, especially in case of resource analysis, where sized types are commonly used to build algorithms to predict resource consumption and termination. A good size analysis is especially important as it determines the precision of the prediction.

Correct sizes are however not easy to obtain. Introducing sized types may lead to the need of polymorphism in the size variables. Consider the following function written in a Haskell-like language.

\[
\begin{align*}
\textit{f} & : \text{([a] -> b) -> (b,b)} \\
\textit{f} \textit{g} & = (\textit{g} \text{ [1]} , \textit{g} \text{ [1]})
\end{align*}
\]

By extending the original type declaration of \texttt{f} with size variables, the result would be \((L_n(a) \rightarrow b) \rightarrow (b,b)\). Here the type is implicitly quantified at the outer level, resulting a typing error. The reason for this is that two different list types are applied to the function \textit{g}.

A common solution is to use subtype polymorphism, where \(L_n(a) \leq L_m(a)\) iff \(n \leq m\). This approach solves the problem, but can lead to significant overestimation of the sizes.
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Another solution is to use parametric polymorphism, leading to higher rank types, like \((\forall n. L_n(a) \to b) \to (b, b)\). However this type is still not generic enough. For example in the result of the expression \(f \text{ cons}\) would be a pair of list of different size, which is impossible, because the type of \(f\) suggested that the two elements of the pair must have the same size (i.e. the result is \((b, b)\)).

It is still possible to generalize the idea by using dependent types and by introducing a type function to handle the return types, but for a complicated function the type would be even more complicated. We believe that the type of a function and the size dependencies of a function reflect different aspects and mixing them causes unnecessary complexity.

We present a calculus that formalizes the relations between the sizes of arguments and the sizes of the corresponding results of functions in a higher-order polymorphic functional language. Informally, the calculus extends the lambda-calculus with arithmetic operations and two operators for finite maps: List, that defines (higher-order) finite maps, and Shift.

The verification conditions we obtain as the result of the syntax-directed stage of type-checking, are (conditional) equations in the combination of three theories: lambda-calculus, integer ring and finite maps.

This calculus is Turing complete so checking the equality of two size expressions cannot be decidable. When trying to check a size expression which is not normalizable, the constraint solver would not terminate. In Section 5 we discuss a type system for size expression which gives a sufficient condition for normalizability.

The ultimate goal is to continue the series of work on size analysis of first-order strict functional languages – in these works annotation inference is based on polynomial interpolation [7]. The set of normalizable size expressions can be seen as an extension of the type checker defined in that paper as well.

This paper is a revised version of our previous work [3]. A proof of concept implementation has been created, and much of the paper has been rewritten to reflect the implementation.

2 Language Syntax

Consider a higher-order strict functional language extended with size expressions. Its syntax is given on Fig. 1. Every top-level binding is annotated with its type and its size given by a size expression.

The underlying type system is System F and it has two predefined types: Int for integers and \(L(\tau)\) for lists. We do not cover the type checking of top-level bindings, but in practice a Hindley–Milner style type inference can be used to infer these types in a previous stage of the size checking.

Our language does not allow lambda abstraction and recursive let-expressions, however recursive functions can be defined as top-level bindings. It is easy to extend the language with recursive let, if we annotate let bindings with size expressions. Similarly, lambda abstraction can be enabled if it has an explicit
type annotation. However these restriction does not affect the expressiveness of the language so they are omitted for simplicity.

There is a number of reserved function names corresponding to integer constants (i.e. 0-ary functions), unary and binary integer operations (unary minus, addition, subtraction, multiplication, division and mod), and the list constructors nil and cons hd tl.

2.1 Size calculus

Size expressions represent size dependencies of functions. Their grammar is given on Fig. 2. It is a lambda calculus extended with integer arithmetic and combinators to express the size dependencies of lists.

Now a few simple examples are considered to give an idea behind the formalization. Begin with an integer literal, eg. 42. We assume that it does not have size, so the expression Unsized is assigned to it.

For arguments of functions, abstraction over size expressions are used. The following binding declares a function which maps everything to 42. Its size expression mirrors the fact that the size of the result of the function is Unsized regardless of the size of the argument.

Now a few simple examples are considered to give an idea behind the formalization. Begin with an integer literal, eg. 42. We assume that it does not have size, so the expression Unsized is assigned to it.

For arguments of functions, abstraction over size expressions are used. The following binding declares a function which maps everything to 42. Its size expression mirrors the fact that the size of the result of the function is Unsized regardless of the size of the argument.

const x :: α → Int :: λs_x. Unsized = 42

The size of a list is expressed by the combinator List. For instance, the size of the list “[2]” is given by List 1 (λi. Unsized). Here the first argument of List denotes
the length of the list while the second is a lambda abstraction expressing the sizes of the elements of the list. As the only element of this list is 2, which is unsized, one can say that all elements of this list is unsized: \( \lambda i. \text{Unsized} \).

The \( \lambda \)-bound variable \( i \) corresponds to the position of the element in a list. For instance, according to the expression \( \text{List} \ n \ (\lambda i. \ e \ i) \), the expression \( e \ (n - 1) \) represents the size of the head, the expression \( e \ (n - 2) \) represents the size of the element next to the head, while the expression \( e \ 0 \) represents the length of the tail element\(^4\). It means the expression \( e \) can be seen as a finite map defined on \( 0, \ldots, n - 1 \).

For size expressions of the form \( \text{List} \ s \ p \), the abstraction \( \hat{\lambda} \) is used. This abstraction is the dual of the list constructor as it can be seen on the reduction rules (Fig. 3). During reductions capture-avoiding substitutions are assumed, i.e. alpha-renaming or other mechanism.

\[
(\lambda p.e_1)(e_2) \rightarrow_{\beta} (e_1[p := e_2]) \\
(\hat{\lambda}^s.e)(\text{List} \ e_1 \ e_2) \rightarrow_{\beta} (e[s := e_1, p := e_2]) \\
\text{Shift} \ e_1 \ s \ e_2 \rightarrow_{\beta} \lambda i. \begin{cases} e_1 i & \text{if } i < s \\ e_2(i - s) & \text{otherwise} \end{cases}
\]

**Fig. 3.** Reduction rules of the size calculus

In this way it is possible to present the size expression for the result of a function in terms of the size expressions of its arguments. The following example the function \texttt{addone} takes its argument \( l : L(\text{Int}) \) and returns the list \( (1 :: l) \). The size expression of the function tells us the size of the list is incremented by one.

\[
\texttt{addone} \ l :: L(\text{Int}) \rightarrow L(\text{Int}) :: \hat{\lambda}^s. \text{List} \ (s + 1)(\lambda i. \text{Unsized}) = \text{cons} \ 1 \ l
\]

The combinator \texttt{Shift} is used to concatenate size functions. The expression \( \texttt{Shift} e_1 \ s \ e_2 \) means a size function of the list obtained by inserting the last \( s \) elements of \( e_1 \) before \( e_2 \). With the help of this function it is easy to express the size expression of the predefined functions.

As a more complicated example, the declaration of the function \texttt{concat} is shown. This function takes two list arguments and results the concatenation of

\(^4\) Note that this enumeration of list elements “opposes” the traditional in the functional languages enumeration, where the head element has number 0, etc. The enumeration we use is more convenient in our reasoning and, for instance, simplifies significantly the match-rule defined later.
\textit{Fig. 4.} Size expressions of the predefined functions

\[
\text{nil} : \text{List } 0 (\lambda i. \perp) \quad m : \text{Unsized} \quad +,-,\ldots : \lambda x.\lambda y.\text{Unsized}
\]
\[
\text{cons} : \lambda s x.\lambda y.\text{List } (s l + 1) (\text{Shift } p y s y p x)
\]

the lists.

\[
\text{concat } x y :: \text{L}(\alpha) \rightarrow \text{L}(\alpha) \rightarrow \text{L}(\alpha)
\]
\[
:: \lambda p x s l y.\text{List } (s x + s y) (\text{Shift } s y p x)
\]
\[= \text{match } x \text{ with } | \text{nil } \Rightarrow y \quad \mid \text{cons } \text{hd } t l \Rightarrow \text{cons } \text{hd } (\text{concat } t l y)
\]

3 Size analysis

Our calculus can be used to check the size relations of top level bindings. The verification consists of two steps – the first part is a verification condition generation and the second part is the verification of the generated conditions.

Verification of those conditions are not covered in this paper, an we assume an external solver is used. However in our prototype implementation, a solver with a very heuristics is able to solve all of our examples.

3.1 Constraint generation

Constraint set
\[
C ::= \epsilon | C, D \rightsquigarrow \eta
\]
Condition
\[
D ::= \epsilon | D, \eta = 0 | D, \eta >>= n
\]
\[
C_1 \prec C_2 = \{ D_1 \cup D_2 \rightsquigarrow \eta_1 \eta_2 \mid D_1 \rightsquigarrow \eta_1 \in C_1, D_2 \rightsquigarrow \eta_2 \in C_2 \}
\]

\textit{Fig. 5.} Syntax and operations of the assumption system

First of all, an assumption system is defined in Fig. 5. The assumption system consists of elements of the form \( D \rightsquigarrow \eta \), where \( \eta \) is a size expression and \( D \) is a set of conditions. A \( D \rightsquigarrow \eta \) means that the corresponding expression has size \( \eta \) if all of the conditions in \( D \) hold.

Before introducing the size checking rules we need a function to generate size expressions containing fresh variables for a given underlying type. The formal definition of the function can be found in Fig. 6, and informally, the following examples show what does the function do.
The fresh function takes a type and a set of free size variables as arguments and results a size expression corresponding to the given type. All free variables in the resulting size expressions are fresh.

\[
\text{fresh} : \tau \times [\eta] \rightarrow \eta \\
\text{fresh}(\text{Int}, \gamma) = \text{Unsized} \\
\text{fresh}(\tau_1 \rightarrow \tau_2, \gamma) = \lambda \beta. \text{fresh}(\tau_2, \gamma, \beta) \\
\text{fresh}(L(\tau), \gamma) = \text{List } \beta (\lambda \beta'. \text{fresh}(\tau, \gamma, \beta')) \\
\text{fresh}(\alpha, (\eta :: \gamma)) = \text{fresh}(\alpha, \gamma) \eta \\
\text{fresh}(\alpha, []) = \beta
\]

(Where \( \beta \) and \( \beta' \) are fresh size variables.)

**Fig. 6.** Fresh size expression for a given type

The top level bindings are shown in Fig. 7. The judgement \( \Gamma \vdash e \) can be read as "in the type environment \( \Gamma \) the program \( e \) is well-sized". It is assumed that the function binding is well-typed in the underlying type system. Then the rule creates fresh size expressions for each argument, saves it in the environment and infers an assumption set. The assumption set is then used to create verification conditions.

\[
\begin{align*}
FV(\Gamma) = \emptyset & \quad \text{EMPTY} \\
\Gamma \vdash e & \quad \text{BIND} \\
\vdash_{UL} \lambda z_1 \ldots z_k : e : \tau & \\
\tilde{\eta} = \text{fresh}(\tilde{\tau}, \emptyset) & \\
\Gamma, f : \{0 \leadsto \eta'\}, \tilde{z} : \{0 \leadsto \tilde{\eta}\} \vdash e : C \\
\forall D \leadsto \eta_c \in C : D \models \eta_c = \eta'' \tilde{\eta} & \\
\Gamma, f : \{0 \leadsto \eta'\} \vdash \text{prog} & \\
\Gamma \vdash f \ z_1 \ldots z_k : \tau_1 \rightarrow \ldots \rightarrow \tau_k \rightarrow \tau' :: \eta' = e, \text{expr} & \quad \text{BIND}
\end{align*}
\]

**Fig. 7.** Top level bindings
The generation of the assumption set uses the judgement $\Gamma \vdash e : C$ which means "in the type environment $\Gamma$ we assume that expression $e$ has size $C$". The rules to obtain the assumption set can be seen in Fig 8.

\[
\begin{array}{c}
\text{VAR} & \Gamma \vdash a : C \Rightarrow a : C \\
\text{INT} & \Gamma \vdash m : \{\emptyset \leadsto \text{Unsized}\} \Rightarrow \emptyset : \text{List} (\lambda i.1) \\
\text{NIL} & \Gamma \vdash \text{nil} : \{\emptyset \leadsto \text{List} (\lambda i.1)\} \\
\text{CONS} & \Gamma \vdash \text{cons} : \lambda s'. \hat{\lambda} \cdot \text{List} (s') (\text{Shift} p_1 s' \lambda y.s') \\
\text{If} & \Gamma \vdash e_1 : C_1, \Gamma \vdash e_2 : C_2, \Gamma \vdash e_3 : C_3 \Rightarrow \text{If } e_1 \text{ then } e_2 \text{ else } e_3 : C_1 \cup C_2 \\
\text{LET} & \Gamma \vdash x : C_1 \Rightarrow \Gamma \vdash \text{let } x = e_1 \text{ in } e_2 : C_2 \\
\text{APP} & \Gamma \vdash e_1 : C_1, \Gamma \vdash e_2 : C_2 \Rightarrow \Gamma \vdash e_1 e_2 : C_1 \times C_2 \\
\text{MATCH} & \Gamma \vdash \text{match } e_1 \text{ with } \begin{cases} 
\text{nil} \Rightarrow e_2 \\
\text{cons} \text{ hd tl} \Rightarrow e_3
\end{cases} \Rightarrow e_1 : C''
\end{array}
\]

**Fig. 8.** Rules for expressions

### 4 Examples

concat

\[
\begin{align*}
\text{concat } x \ y & : L(\alpha) \rightarrow L(\alpha) \rightarrow L(\alpha) \\
& : \hat{\lambda} p_x. \hat{\lambda} p_y. \text{List} (s_x + s_y) (\text{Shift} p_y s_y p_x) \\
& = \text{match } x \text{ with } \begin{cases} 
\text{nil} \Rightarrow y \\
\text{cons} \text{ hd tl} \Rightarrow \text{cons} \text{ hd} (\text{concat} \ tl \ y)
\end{cases}
\end{align*}
\]

Here $x$ and $y$ are of type $L(\alpha)$. According to the **BIND** rule, we are creating fresh size expressions for the arguments by using the function fresh. Assuming that the fresh size expressions are List $s_x (\lambda i.p_x i)$ and List $s_y (\lambda j.p_y j)$ for $x$ and $y$,
respectively, we need to prove the following entailment:

\[
\{ \text{concat} : \emptyset \twoheadrightarrow \lambda_s \cdot \lambda_x p \cdot x, \text{List } (s_x + s_y) (\text{Shift } p_y s_y p_x) \}, \quad \\
x : \emptyset \twoheadrightarrow \lambda_s (\lambda_i.p_i) \cdot x, \\
y : \emptyset \twoheadrightarrow \lambda_y (\lambda_j.p_j) \cdot y \} \\
\vdash \text{match } x \text{ with } | \text{nil } \Rightarrow y \\
| \text{cons hd tl } \Rightarrow \text{cons hd (concat tl y)}
\]

Next we can calculate the assumed size of the nil branch and the condition using the \text{Var} rule:

\[
\Gamma \vdash y : \emptyset \twoheadrightarrow \text{List } s_y (\lambda_j.p_j) \\
\Gamma \vdash x : \emptyset \twoheadrightarrow \text{List } s_x (\lambda_i.p_i)
\]

It is not necessary, but possible to reduce the size expressions during the inference. To save space we will do it so. Using the \text{App} and \text{Var} rules multiple times, we can infer the following:

\[
\{ \text{concat} : \emptyset \twoheadrightarrow \lambda_s \cdot \lambda_x p \cdot x, \text{List } (s_x + s_y) (\text{Shift } p_y s_y p_x) \}, \\
x : \emptyset \twoheadrightarrow \lambda_s (\lambda_i.p_i) \cdot x, \\
y : \emptyset \twoheadrightarrow \lambda_y (\lambda_j.p_j) \cdot y \\
\vdash (\text{concat tl y}) : \emptyset \twoheadrightarrow \text{List } (s_x - 1 + s_y) (\text{Shift } p_y s_y p_x)
\]

Calculating \((\lambda_s \cdot \lambda_x p \cdot x)\eta_1\) which can be reduced to \(s_x\), we can finish the inference of the assumption set:

\[
C'' = \{ \\
\{ s_x = 0 \} \twoheadrightarrow \text{List } s_y (\lambda_j.p_y) \\
\{ s_x > 1 \} \twoheadrightarrow \text{List } (s_x - 1 + s_y) + 1 (\text{Shift } p_y s_y p_x) (s_x - 1 + s_y) (\lambda_i.p_i(s - 1)) \}
\]

Finally, the verification conditions from the \text{Bind} rule:

\[
s_x = 0 \nmid \text{List } s_y (\lambda_j.p_y) = \text{List } (s_x + s_y) (\text{Shift } p_y s_y p_x) \\
s_x > 1 \nmid \text{List } (s_x - 1 + s_y) + 1 (\text{Shift } p_y s_y p_x) (s_x - 1 + s_y) (\lambda_i.p_i(s - 1))) = \text{List } (s_x + s_y) (\text{Shift } p_y s_y p_x)
\]
Now, using the rules of the verification conditions:

\[ s_x = 0 \vdash s_y = s_x + s_y \quad (1) \]
\[ s_x = 0, s_i < s_x - 1 + s_y + 1 \vdash p_y s_i = \text{Shift } p_y s_y p_x s_i \quad (2) \]
\[ s_x \geq 1 \vdash s_x - 1 + s_y + 1 = s_x + s_y \quad (3) \]
\[ \text{Shift } (\text{Shift } p_y s_y p_x) (s_x - 1 + s_y) = \lambda i. (p_x (s - 1)) \quad (4) \]

Where (1) and (3) is true, and (2) can be reduced as follows.

\[ s_x = 0 \vdash s_i < s_x - 1 + s_y + 1, s_i < s_y \vdash p_y s_i = p_y s_i \quad (5) \]
\[ s_x = 0, s_i < s_x - 1 + s_y + 1, s_i \geq s_y \vdash p_y s_i = p_x (s_i - s_y) \quad (6) \]

Where (5) is true and in the conditions of (6) is not satisfiable. Equation (4) can be resolved similarly.

**t3** The most interesting question is how can the size expressions handle such a polymorphism when an argument can be a list and even a function. To demonstrate this case we define the following function:

\[ f x :: (\alpha \rightarrow \alpha) \rightarrow \alpha \rightarrow \alpha :: \lambda s.\lambda p.s (f (f x)) = (f (f x)) \]

It is easy to check the type of this function so it is left for the reader. The interesting part is when we use this function in different kinds of expressions:

\[ t x :: \text{List}(\alpha) \rightarrow \text{List}(\alpha) :: \eta = (t3 \ t3) \ \text{add} \]

In this example the assumed size for \( t3 \ t3 \) is

\[
\{ \emptyset \rightsquigarrow (\lambda f.\lambda x.f (f (f x))) (\lambda f.\lambda x.f (f (f x)))] \rightarrow^* \\
\{ \emptyset \rightsquigarrow \lambda f.\lambda x. f (f (f \ldots (f x) \ldots)) \}
\]

27 applications of \( f \)

We want to prove that the size of \( t \) is \( \xi_f. \text{List}(s + 27)(\lambda x. \text{Unsized}) \), using the fact that \( \text{add} \) has size \( \emptyset \rightsquigarrow f_1 \) where \( f_1 = \xi_f. \text{List}(s + 1)(\lambda x. \text{Unsized}) \). To continue with our example we apply fresh variables (eg. \( \text{List}(\alpha) (\lambda y. \text{Unsized}) \)) to \( \eta \) and also apply the rules to finish the calculation of the assumed sized:

\[
(\lambda x. f_1 (f_1 \ldots (f_1 x) \ldots)) (\text{List } a (\lambda y. \text{Unsized})) \rightarrow
\]

27 applications of \( f_1 \)

\[
\rightarrow f_1 (f_1 \ldots (\xi_f. \text{List}(l + 1)(\lambda x. \text{Unsized})) (\text{List } a (\lambda y. \text{Unsized})) \ldots) \rightarrow
\]

27 applications of \( f_1 \)

\[
\rightarrow f_1 (f_1 \ldots (\text{List } (a + 1)(\lambda x. \text{Unsized})) \ldots) \rightarrow^* \text{List } (a + 27)(\lambda x. \text{Unsized})
\]

26 applications of \( f_1 \).
The following two expressions can be checked similarly:
\[
\begin{align*}
t \cdot x &:: L(\alpha) \rightarrow L(\alpha) :: \overset{\lambda y}{\overset{s + 9}{\text{List}}} = t_3 (t_3 \text{addone}) \cdot x \\
t \cdot x &:: \text{Int} \rightarrow \text{Int} :: \overset{\lambda x}{\text{Unsized}} = t_3 \text{succ} \cdot x
\end{align*}
\]

5 Normalizability

Being an extended lambda calculus, our size expressions are certainly Turing complete. It means with the help of some tricky constructs any function of the language can be translated directly into size expression. On one hand it is good, because it proves that our language is able to express the size dependencies of any function. On the other hand it makes the size analysis undecidable.

However sometimes there is no better way to describe the size dependencies of a function, but with itself. One example is \(t_3\) which is detailed in section 4.

Size expressions can be seen as a simplification of the function capturing only the necessary information, it is especially important for a recursive function. For a recursive function it is not possible to write a recursive size expression, but recursion can be expressed by the fixed point combinator \((Y = (\lambda f. (\lambda x. f(xx)))(\lambda x. f(xx)))\). For example:
\[
\text{fix } f :: (\alpha \rightarrow \alpha) \rightarrow \alpha :: \overset{\lambda s}{\overset{Ys}{\text{unsiz}}} = f (\text{fix } f)
\]

Of course the checker is not able to prove this, as the size expression is not normalizable. To ensure the normalizability property of a size expression, and thus ensure the termination of the size checking, we use a type system. Our choice of type system is System F. We assume the usual \(\text{Bool}, \text{Nat}, \text{Unit}\) and product types with the usual operations defined. The following type is also predefined:
\[
L_\alpha := \text{Nat} \times (\text{Nat} \rightarrow \alpha)
\]

This type expresses the fact that a size of a list is a tuple of the length of the list and a map holding the sizes of the elements of the list.

5.1 Types of size operators

The \text{Unsized} can be easily represented by the \text{Unit} type:
\[
\text{Unsized} = \text{unit} : \text{Unit}
\]

List corresponds to the data constructor of a pair:
\[
\text{List} = \Lambda A. \lambda s : \text{Nat}. \lambda f : \text{Nat} \rightarrow A. \overset{\text{<s,f>}}{\text{<} s, f \text{>}} : \forall A. \text{Nat} \rightarrow (\text{Nat} \rightarrow A) \rightarrow L_A
\]

If \(\overset{\lambda f}{\overset{s}{\text{Unlist}}} \cdot \overset{AB}{\overset{\lambda f}{\overset{\text{Nat}}{\rightarrow}} (\text{Nat} \rightarrow A) \rightarrow B. \lambda t : L_A. f (\overset{\pi_1 t}{\overset{t_1}{\pi_1 t}}) (\overset{\pi_2 t}{\overset{t_2}{\pi_2 t}}) : \forall A. \forall B. (\text{Nat} \rightarrow (\text{Nat} \rightarrow A) \rightarrow B) \rightarrow L_A \rightarrow B\)
The last thing to do is to define the Shift function:

$$\text{Shift} = \lambda A.\lambda f.\lambda x.\lambda g.\lambda x.\lambda y. A(x < n)(f x)(g(x - n))$$

Because type inference for System F is not decidable we can use HMF [6] or MLF [5] for inference if we can tell the type of the size expression. These types can be obtained from the underlying type using the following function:

$$\text{SizeType}(\forall \alpha.a) = \forall \alpha.\text{SizeType}(a)$$
$$\text{SizeType}(a \to b) = \text{SizeType}(a) \to \text{SizeType}(b)$$
$$\text{SizeType}(L(a)) = L_a$$
$$\text{SizeType}(\tau) = \tau \quad \text{if } \tau \text{ is a type variable}$$
$$\text{SizeType}(\tau) = \text{Unit} \quad \text{otherwise}$$

The following table gives some examples:

<table>
<thead>
<tr>
<th>Type 1</th>
<th>Type 2</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nat → Nat</td>
<td>U → U</td>
<td>L(Nat) → L(Nat)</td>
</tr>
<tr>
<td>L(Nat) → L(Nat)</td>
<td>U → U</td>
<td>L(a) → L(a)</td>
</tr>
<tr>
<td>(a → b) → L(a) → L(b)</td>
<td>L(a) → L(b)</td>
<td>\forall a.L_a → L_a</td>
</tr>
<tr>
<td>L(a) → L(L(a))</td>
<td>\forall a.L_a → L_L_a</td>
<td></td>
</tr>
</tbody>
</table>

6 Semantics and soundness of the sizing rules

In the presented work soundness of the sizing rules means the following. If the size-checking procedure accepts the size annotation of a program expression then this annotation correctly reflects the output-on-input size dependency of the program expression. For instance, the annotation $\hat{\lambda} s.\text{List}(s + 1)(\lambda i.\text{Unsized})$ for the function addone must guarantee that if an input list has the length $s$ then the corresponding output list has the length $s + 1$. Moreover, it guarantees that output-list elements are unsized, i.e. they are integer numbers.

Soundness is to be proven w.r.t. some reasonable semantic model, where e.g. the term $\text{List}25(\lambda i.\text{Unsized})$ is interpreted as the set of all the lists of integers of length 25. One can follow two approaches. The first one would be to consider a denotational semantics a-la the denotational semantics of Haskell, which uses the fixed point semantics for recursive definitions. It allows to make total-correctness statements about sizings: if a program passes type-checking then it terminates.

For the time being it is decided to follow the second approach: to consider a state-based semantics, where a program expression in general changes a state which stores semantic values in locations named by program variables. This semantic allows to consider less challenging partial-correctness statements: the annotation of a program represents the correct output-on-input size dependency only on inputs, on which the program terminates. Values are integers, and finite vectors and (higher-order) functions over values, and states are maps from program variables to values:
A function \( f : \text{Val} \times \ldots \times \text{Val} \rightarrow \text{Val} \) is understood as an (infinite) table where for each input \( \vec{v} \), on which \( f \) is defined, there is a corresponding row that gives \( f(\vec{v}) \). If \( f \) is defined algorithmically, it is written as a lambda-term. For instance, adding two integers \( \lambda x y. x + y \) represents the table with three columns, where the first two columns list all possible pairs \( (x, y) \), and the third one gives the corresponding sum.

Semantics is defined in two steps. First, the total-evaluation semantics \( \text{Sem} : \text{Expr} \rightarrow \text{State} \rightarrow \text{Val} \) and, second, partial evaluation semantics \( \text{SemPart} \) is defined via \( \text{Sem} \). Total-evaluation \( \text{Sem} \) is defined inductively on program expressions and states:

\[
\begin{align*}
\text{Sem} x s &= s(x), \text{ where } x \in \text{dom}(s) \\
\text{Sem} \text{nil} s &= () \\
\text{Sem} (\text{cons} \ e_1 \ e_2) s &= (\text{Sem} e_1 s) :: (\text{Sem} e_2 s) \\
\text{Sem} n s &= () \\
\text{Sem} (e_1 \ e_2) s &= (\text{Sem} e_1 s)(\text{Sem} e_2 s), \text{ if } e_1 \notin \text{FName} \\
\text{Sem}(f \ e_1 \ldots e_n) s &= \text{Sem} e_\ell [x_i := v_i]_{i=1}^n, \text{ where } v_i = (\text{Sem} e_i s) \\
\text{and } e_\ell \text{ is the body of } f \\
\text{Sem} (\text{let} x = e_1 \text{ in } e_2) s &= (\text{Sem} e_2 s)[x := (\text{Sem} e_1 s)] \\
\text{Sem} (\text{if} \ e_1 \text{ then } e_2 \text{ else } e_3) s &= \begin{cases} 
(\text{Sem} e_2 s), \text{ if } (\text{Sem} e_1 s) > 0 \\
(\text{Sem} e_3 s), \text{ otherwise} 
\end{cases} \\
\text{Sem} (\text{match} \ e_1 \text{ with } | \text{nil} \Rightarrow e_2 \ |
\text{cons} \ \text{hd} \ \text{tl} \Rightarrow e_3 \ ) s &= \begin{cases} 
(\text{Sem} e_3 s)[\text{hd} := v_{\text{hd}}, \text{tl} := v_{\text{tl}}] 
\end{cases} \\
\text{if } (\text{Sem} e_1 s) = v_{\text{hd}} \land v_{\text{tl}} 
\end{align*}
\]

The partial evaluation \( \text{SemPart} : \text{Expr} \rightarrow \text{State} \rightarrow \text{Val} \) is given by

\[
\text{SemPart} e s := \lambda v_1 \ldots v_n. (\text{Sem} e s[x_i := v_i]_{i=1}^n)
\]

where \([x_i := v_i]_{i=1}^n = \text{FV}(e) \setminus \text{dom}(s)\).

Now, to make soundness statement, introduce a semantic size \( M \) on values:

\[
\begin{align*}
M \ m &= () \\
M (m_1, \ldots, m_n) &= n \\
M (v_1, \ldots, v_n) &= (M v_1, \ldots, M v_n) \\
M f &= \{(M \ v) \mapsto (M f(v))\}_{v \in \text{dom}(f)} \\
\end{align*}
\]

The last row implies that semantic functions \( f \) must be \textit{shapely}: that is two values \( \vec{v}_1 \) and \( \vec{v}_2 \) of the same size must be mapped onto values of the same size: \( M f(\vec{v}_1) = M f(\vec{v}_2) \).

As expected, the soundness theorem states that if a well-typed program expression is evaluated on a state \( s \), that maps any variable onto a value of the size
according to a sizing context $\Gamma$, then the evaluated value has the size represented by the output sizing term. Formally, if $\Gamma \vdash e :: \tau :: \eta$, then

$$\forall s. \left( (\forall x \in \text{dom}(s). M s(x) = \Gamma(x)) \land \text{SemPart} e s = v \right) \implies (M v = \eta)$$

Recall, that a term $\text{List} t_1 (\lambda i.t_2(i))$ represents a finite map defined on $\{0, \ldots, t_1\}$ that sends $i$ to $t_2(i)$. The theorem is to be proven by induction on the structure of expression $e$.

7 Related work

The structure of size expressions in our research is close to the approach of A. Abel [1], who has applied sized types for termination analysis of higher-order functional programs. For instance, in his notation sized lists of type $A$ of length $i$ are defined as $\lambda i.A.\mu X. 1+A \times X$ and size expressions are higher-order arithmetic expressions with $\lambda$-abstraction as well. The difference is that in that work one uses linear arithmetic over ordinals, where ordinals represent zero-order sizes. Moreover, in that research size information is not a stand-alone formalism, but a part of a dependent-type system.

In the paper [8] the authors go beyond linear arithmetic. For a given higher-order functional program, they obtain a set of first-order arithmetic constraints over unknown cost functions $f$. Solving these constraints w.r.t. $f$ gives the desired costs of the program. The underlying arithmetic is the arithmetic over naturals, extended with undefined $\epsilon$ and unbounded $\omega$ values, equipped with a natural linear order. Size expressions admit addition $+$, multiplication $*$ and subtraction of a constant $-n$, thus such expressions are monotonic. Function types are annotated with natural numbers (latencies), e.g. $\alpha \rightarrow l \beta$, so it may be conveniently interpreted as an increment in cost consumption, like $l$ clock ticks if the resource of interest is time. Our approach is different in a sense that we aim at expressing size dependencies directly in terms of sizes of inputs, bypassing latencies.

In paper [2] the authors approach to complexity analysis of an imperative language, which is a version of Gödel’s T. It is done via abstract interpretation of programs in a semiring of matrices. Informally, matrices represent data flow along program variables. The authors give an upper bound for the return values in terms of initial values. However, this is a conjecture and no proof is given. Similarly the conjecture about the existence of an abstract interpretation is not proven.

In recent paper [4] the authors develop amortized cost analysis for a higher-order functional language Shopenhauer. The analysis is generic, that is it is applicable to different sorts of resources: heap usage, stack size and the number of function calls. Type-derivation procedure generates linear constraints, solving of which gives desirable upper bounds. The analysis always succeeds, if bounds are linear. So far, the methodology does not support polymorphic recursion.
8 Conclusion and future plans

We have presented a size analysis for higher order functions for a higher-order polymorphic functional language. The calculus is based upon the lambda-calculus extending it with arithmetic operations and special operators for finite maps representing sizes of the elements of lists.

A calculus is introduced which can be used to implement an algorithm to generate verification conditions. The size expressions are generally not normalizable, but we have shown a sufficient condition to ensure normalizability. Normalizability is required to ensure the termination of the verification condition solver.

We are investigating the possibility to use polynomial interpolation [7] to infer size expressions for higher-order functions as well.
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