Localized Energy-Based Normalization of Medical Images: Application to Chest Radiography


Abstract—Automated quantitative analysis systems for medical images often lack the capability to successfully process images from multiple sources. Normalization of such images prior to further analysis is a possible solution to this limitation. This work presents a general method to normalize medical images and thoroughly investigates its effectiveness for chest radiography (CXR). The method starts with an energy decomposition of the image in different bands. Next, each band’s localized energy is scaled to a reference value and the image is reconstructed. We investigate iterative and local application of this technique. The normalization is applied iteratively to the lung fields on six datasets from different sources, each comprising 50 normal CXRs and 50 abnormal CXRs. The method is evaluated in three supervised computer-aided detection tasks related to CXR analysis and compared to two reference normalization methods. In the first task, automatic lung segmentation, the average Jaccard overlap significantly increased from 0.72 ± 0.30 and 0.87 ± 0.11 for both reference methods to 0.89 ± 0.09 (p < 0.01) with normalization. The second experiment was aimed at segmentation of the clavicles. The reference methods had an average Jaccard index of 0.57 ± 0.26 and 0.53 ± 0.26; with normalization this significantly increased to 0.68 ± 0.23 (p < 0.01). The third experiment was detection of tuberculosis related abnormalities in the lung fields. The average area under the Receiver Operating Curve increased significantly from 0.72 ± 0.14 and 0.79 ± 0.06 using the reference methods to 0.85 ± 0.05 (p < 0.01) with normalization. We conclude that the normalization can be successfully applied in chest radiography and makes supervised systems more generally applicable to data from different sources.

Index Terms—Normalization, chest radiography, energy, CAD.

I. INTRODUCTION

The automated interpretation and quantitative analysis of medical images has gained a lot of attention in the last decades. Many techniques depend on the image's absolute intensity values to perform image interpretation; for example, for the measurement of emphysema scores from CT scans [1], or the segmentation of anatomical structures from chest X-rays (CXRs) [2], [3]. However, it is well-known that the appearance and statistical properties of medical images are influenced by acquisition settings, scanner technology and often proprietary—post-processing techniques. These changes can have a huge impact on the performance of common image processing techniques, such as image retrieval, image segmentation or computer-aided detection (CAD). Many methods only work well on test data that is similar to the training data (and this is typically the case in experimental validation in the scientific literature); a decrease in performance is often noticed when the method is applied to data not included in or not closely resembling the training data. Different approaches have been proposed to make algorithms robust to those changes, such as the use of large training sets with large variation, the use of invariant image features [4]–[6], the transformation of feature vectors [7], or the use of an image normalization technique. All solutions have their own drawbacks. Firstly, different training sets for each new scanner successfully solves the problem but is not feasible for a larger number of machines. It implies that for each scanner a new annotated training database has to be created which is time-consuming and laborious. A related solution, with the same drawbacks, would be a sufficiently large training set that contains images from multiple sources representing a large variability in CXR appearances. For example, [8] used two different data sources each with a different training set. Secondly, some image features are invariant to certain changes in images. For example, features derived from gradient orientations or isophote curvature are invariant to any monotonic gray level transformation. In [4], a set of differential gray-value invariant features is proposed and showed some applications on artificial data. [5] and [6] proposed an algorithm invariant to gray-scale transformations by pre-processing with a histogram equalization gray-scale transformation. In [9] a set of local binary pattern features is described that is gray-scale invariant. A more recent paper [10], proposes a differential Radon transform based on hidden Markov models. All in all, the number of proposed invariant features is limited and these features are only invariant to some classes of transformation. This limits the applicability of such an approach. A final alternative would be to apply a suitable feature vector transformation [7] such as feature selection, feature extraction by PCA or whitening, or non-linear transformations. Considering these drawbacks, we propose an image normalization based approach in the current work.

Image normalization is a technique that changes the intensity values in an image in order to resemble the characteristics of a pre-selected set of reference data. Common approaches are linearly re-scaling of the image intensities to zero mean and unit variance, histogram matching or histogram equalization.
However, for complex images like medical images, more elaborate image normalization techniques are needed. In literature, several papers in different medical areas have proposed normalization solutions. For example, in mammography, Kallenberg et al. [11] successfully applied a normalization technique in a CAD system trained with digitized films and applied it to full-field digital mammography data. The normalized images were modeled using a non-linear characteristic curve describing the relationship between optical density and x-ray exposure. In pathology, Macenko et al. [12] proposed a method to normalize histology slides using singular value decomposition and histogram scaling. Other intensity standardization examples can be found in the field of magnetic resonance imaging [13]–[15]. These studies calculate a set of landmarks in the image’s histogram which are subsequently used to calculate a mapping to the landmarks of a reference histogram. However, these techniques are bound to the specific characteristics of the target modalities.

In this work we focus on digital chest radiography, the most commonly used imaging modality to find pulmonary abnormalities. It is widely used for the detection and screening of tuberculosis (TB). TB remains a major global health problem in spite of the availability of cheap treatment. In 2012, approximately 8.6 million people developed TB and another 1.3 million people died from it, and most of these deaths were entirely preventable. A key factor in reducing TB mortality is early detection of TB cases [16]. Digital chest radiography is an important tool in many of the screening algorithms recommended by the World Health Organization [17]. It is cheap, fast and previous studies suggest that it has high levels of sensitivity if the examination is standardized and a coding system is used [18]–[20]. In this light, CAD software is being developed for the automatic detection of TB [21]–[24]. Our supervised software is able to do a fully automated, objective and reproducible analysis of a digital CXR within one minute [21], [22]. However, the system does not perform well if applied to data from scanners which the system is not trained with.

Although radiographic enhancements have already received some attention [25]–[27], to the best of our knowledge, CXR normalization has been addressed only once before [28]. However, this technique standardizes pixel intensities based on the intensities of the mediastinum and does not seem ideal. Furthermore, current supervised systems in literature usually avoid the problem by adhering to one or two image sources and use a separate training set for each source [2], [8], [29]–[35]. In [36] histogram equalization is used for image standardization.

In this paper, we propose a general framework for medical image normalization based on localized energy standardization. The technique is based on the decomposition of images in energy bands and the standardization of each energy band with respect to a reference. Dividing the image in energy bands allows the technique to isolate different structures in different bands and apply a different normalization to each of them. This makes our normalization not a function that maps each intensity value to a fixed corresponding different value. Additionally, the proposed technique can be restricted to a localized region of interest in the image. This prevents that intensity values in irrelevant areas of the images, for example the projection of regions of air outside the body, affect the normalization within a region of interest. The effectiveness of this technique is evaluated on three different automated tasks in CXR interpretation: lung segmentation, clavicle segmentation and the detection of textural abnormalities. An initial experiment, using simple energy normalization tested on a small dataset evaluated using only the lung segmentation system, was presented in [37].

The different data sets used in this work are described in Section II. Sections III and IV provide a detailed explanation of the method and the evaluation procedure, respectively. In Section V, the experiments and results are shown which are discussed in Section VI. Section VII concludes the proposed work.

II. DATA

Six datasets with 100 posterior-anterior (PA) CXRs each were used. The CXRs were acquired from five different sources: four sources with 100 CXRs and one source with 200 CXRs. From the latter, two different datasets were distinguished: 100 CXRs with high kVp settings, and 100 with low kVp settings to simulate the effect of acquisition parameter variation. Taking into account other settings that affect dose such as tube current, collimation and exposure time, the latter uses, on average, a higher dose and contains less noise. Details can be found in Table I. Each dataset contained 50 normal CXRs and 50 CXRs containing one or more abnormalities. Four datasets (OdelcaDR, Atomed, Philips, OdelcaDR-kv) contained abnormalities consistent with active TB. The Siemens set contained abnormalities encountered in a Western hospital in daily clinical practice and the abnormal CXRs in the JSRT dataset contained a single pulmonary nodule. Before any further processing was done, all images were rescaled to a width of 1024 pixels. Fig. 1 shows one normal and one abnormal example image from each source, depicted with the original DICOM window center/width settings.

III. METHODS

In this section, the proposed localized energy-based image normalization algorithm is described.

A. Localized Energy-Based Image Normalization

Let \( I(x) \) be the intensity value of image \( I \) at position \( x \) where \( x \) can correspond to a pixel in a 2D image, i.e., \( x = (x, y) \), or a voxel in a 3D image, i.e., \( x = (x, y, z) \). The image \( I \) can be decomposed in \( B \) energy bands \( \{I_i, i = 1, \ldots , B\} \) as follows:

\[
I_i(x) = I_{i-1}(x) - I_{i-1}(x; \sigma_{i-1})
\]

(1)

where \( I_0(x) = I(x) \), \( I_i(x; \sigma) \) is defined as

\[
I_i(x; \sigma) = I_i(x) * G(x; \sigma)
\]

(2)

and \( G(x; \sigma) \) is a Gaussian kernel with scale parameter \( \sigma \) and \( * \) denotes the convolution operation. The scale parameter is set as \( \sigma' = \sigma^i \) so each energy band contains structures at different scales [40]. This decomposition method is simple, and as the multidimensional Gaussian filter is separable, also very fast. When larger image data is used, one could decide to further optimize the algorithm by using a decimated frequency decomposition [41].
TABLE I
CHARACTERISTICS OF THE SIX DIFFERENT DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Name</th>
<th>Scanner</th>
<th>Detector</th>
<th>kVp</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.</td>
<td>OdelcaDR</td>
<td>OdelcaDR, Delft Imaging Systems, The Netherlands</td>
<td>Slotscan</td>
<td>130</td>
<td>Symptomatic patients from a TB clinic in Zambia</td>
</tr>
<tr>
<td>B.</td>
<td>Atomed</td>
<td>Atomed mobile X-ray, Delft Imaging Systems, The Netherlands</td>
<td>Canon CXDI</td>
<td>120</td>
<td>TB prevalence survey in the Gambia</td>
</tr>
<tr>
<td>C.</td>
<td>Philips</td>
<td>DigitalDiagnost, Philips Medical Systems, The Netherlands</td>
<td>Pixium 4600</td>
<td>90</td>
<td>Find&amp;Treat screening program in the UK [38]</td>
</tr>
<tr>
<td>D.</td>
<td>Siemens</td>
<td>THORAX/MULTIX FD, Siemens, Germany</td>
<td>Siemens FD-X</td>
<td>125</td>
<td>Clinical practice patients in an academic hospital in The Netherlands</td>
</tr>
<tr>
<td>E.</td>
<td>OdelcaDR-kV</td>
<td>OdelcaDR, Delft Imaging Systems, The Netherlands</td>
<td>Slotscan</td>
<td>100</td>
<td>Symptomatic patients from a TB clinic in Zambia</td>
</tr>
<tr>
<td>F.</td>
<td>JSRT</td>
<td>Unknown</td>
<td>Unknown</td>
<td>-</td>
<td>Digitized films from the JSRT database [39]</td>
</tr>
</tbody>
</table>

Fig. 1. Two images from each of the six datasets are displayed. The top row contains normal CXRs and the bottom row contains abnormal CXRs. From left to right the images come from: OdelcaDR, Atomed, Philips, Siemens, OdelcaDR-kV and JSRT. Except for the JSRT images, all images are shown using original DICOM window center/width settings.

Let $\Omega \subseteq I$ be a region of interest defined inside $I$. This region can correspond to the whole image, an anatomical structure, such as lung fields in CXRs, or a specific geometric region. We define the energy value $e_i(I, \Omega)$ of the energy band $I_i$ of $I$ inside $\Omega$ as

$$e_i(I, \Omega) = \left( \frac{1}{N - 1} \sum_{x \in \Omega} (I_i(x) - m_i(I, \Omega))^2 \right)^{\frac{1}{2}}$$

with $m_i(I, \Omega) = \langle 1 \rangle / (N - 1) \sum_{x \in \Omega} I_i(x)$ and $N = \sum_{x \in \Omega} 1$. This energy measure corresponds to the standard deviation of the intensity values inside the region of interest and summarizes the underlying brightness dispersion. A different measure of energy, such as power spectrum density, can be used without loss of generality at the expense of additional computational complexity.

Using $R$ reference images $I_1^{ref}, \ldots, I_R^{ref}$, a global reference energy value for each energy band is calculated. The reference energy $e_i^{ref}(\Omega)$ for the $i$-th energy band inside $\Omega$ is defined as:

$$e_i^{ref}(\Omega) = \frac{1}{R} \sum_{j=1}^{R} e_i(I_j^{ref}, \Omega)$$

Using these reference values, the normalized image $I_{norm}(\Omega)$ of $I$ with respect to $\Omega$ is calculated as:

$$I_{norm}(x, \Omega) = \sum_{i=1}^{B} \lambda_i(\Omega) I_i(x) = \sum_{i=1}^{B} \frac{e_i^{ref}(\Omega)}{e_i(\Omega)} I_i(x)$$

The value $\lambda_i(\Omega)$ measures how close the intensity values of the $i$-th energy bands are to the reference values. In order to have a complete correspondence of energies between the image $I$ and the reference images $I_1^{ref}, \ldots, I_R^{ref}$, the described normalization procedure is repeated iteratively until $\lambda_i(\Omega) \approx 1$. Algorithm 1 shows the iterative procedure for the proposed localized energy-band normalization algorithm.

B. CXR Normalization

To specifically apply the described method to CXRs, the region of interest needs to be defined. For the region of interest, the lung fields are selected as pulmonary abnormalities occur in this area. As the location of the lung fields is unknown at the time of analysis and supervised lung segmentation algorithms cannot be applied successfully without normalization, the normalization technique is applied in two stages. In the first stage $\Omega$
is chosen as the central 70% of the image. With this choice of $\Omega$, primarily statistics from the lung fields are gathered. Only one iteration is performed. After this first stage a rough lung segmentation can be obtained from a supervised method [2], and the resulting lung region was set as the region of interest in the second stage to give optimal lung standardization. The process is summarized in the flowchart in Fig. 2.

IV. EVALUATION DESIGN

To evaluate the effectiveness of the normalization method, three tasks typically carried out for automatic CXR interpretation and analysis were investigated. First, a method to segment the lungs, which is a common first step in computer-aided detection systems as most systems focus on lung abnormalities only. Second, the clavicles were segmented using a clavicle segmentation system, which can be beneficial for the suppression of overprojecting bony structures. Third, a system aimed at detecting TB related textural abnormalities in the lung fields.

As to $\Omega$, images from the same scanner as dataset B were selected as reference images as this was the main source of data. All images in this set were normal images. An initial set of pilot experiments, with varying $B$ in the range of 3 to 9, was conducted to determine the optimal number of frequency bands and we chose $B = 6$ as the optimal number of bands. Fig. 3 shows an example of the frequency decomposition. As described above, the first stage of the normalization only uses one iteration. For the second stage however, two different settings were applied: 1 and 10 iterations. In this specific application, one iteration of the normalization gives the desired $\lambda_i(\Omega)$ values of approximately 1. However, to equalize the images to a maximum extent, a maximum number of 10 iterations was applied. Fig. 4 plots the average values of $\lambda_i(\Omega)$ (averaged over all images) as a function of the number of iterations. The standard deviation of $\lambda_i(\Omega)$ over all 600 images is shown in Fig. 5.

The performance of the three tasks is analyzed on the available datasets (see Section II) after applying the normalization method to the images and compared with the performance obtained when a baseline normalization method, and when histogram equalization was used. For this baseline method, the intensity values were linearly re-scaled to zero mean and unit standard deviation according to:

$$I_{\text{baseline}}(x) = \frac{I(x) - \mu}{\sigma}. \quad (6)$$

To calculate the histogram equalized image, the image's values $I(x)$ are mapped according to:

$$I_{\text{hist}}(x) = \text{round} \left( \frac{\text{cdf}(I(x)) - \text{cdf}_{\text{min}}}{M - \text{cdf}_{\text{min}}} (L - 1) \right), \quad (7)$$

where $M$ and $N$ represent the image's width and height respectively, cdf represents the image's cumulative distribution function, $\text{cdf}_{\text{min}}$ is the minimum non-zero value of the cdf and $L$ is the number of grey levels used in the image.

The performance of the three tasks is analyzed on the available datasets (see Section II) after applying the normalization method to the images and compared with the performance obtained when the baseline and histogram equalization method were used.

The performance $P^k$ of each supervised task $k$ was evaluated while training with one dataset $d_i$ and testing on the others: $P^k(d_i, d_j)$ if $i \neq j$. If $i = j$, $P^k(d_i, d_i)$ was obtained in leave-one-out cross-validation.

V. EXPERIMENTS AND RESULTS

Visual results of the normalization are shown in the second column of Fig. 8. The effectiveness of the normalization was evaluated with three in-house developed, previously published, supervised systems that are briefly described below.

A. Lung Segmentation

Segmenting the lung fields is an important first step in many CAD algorithms because it restricts further analysis to this area only. In this paper, a pixel classification technique was used [2]. It was shown to outperform a range of other methods that employ statistical shape and appearance modeling.

1) Method: Images were first re-scaled to a width of 256 pixels. Next, a kNN pixel classifier was used with features based on Gaussian derivatives (up through second order calculated at five exponentially spaced scales: 1–16 pixels), the original pixel value and the $x, y$ position of each pixel. Resulting posterior probability images were post-processed using smoothing and a sequence of mathematical morphological operations to obtain a binary lung mask image.
2) Evaluation: The reference unobscured lung field annotations were manually outlined by a CRRS certified “B” grade reader [42], except for the JSRT dataset which came from the SCR database (Segmentation in Chest Radiographs) [2]. The performance measure used in this experiment is the Jaccard overlap index $J$. This is an accepted measure that works well with larger objects whose shapes are not too complex. For each image, the overlap $J$ between the automatic segmentation $A$ and the manual segmentation $B$ was calculated as:

$$J(A, B) = \frac{TP}{TP + FP + FN},$$

where TP is the number of true positive pixels (pixels correctly labeled as object), FP is the number of false positive pixels (pixels labeled as object, which are background) and FN is the number of false negative pixels (pixels labeled as background which are object). Significance testing was done using Wilcoxon signed-rank tests. $p$-values less than 0.05 are considered significant.

3) Results: Example results of the lung segmentations are shown in the third column of Fig. 8. The performance of the baseline method is clearly significantly worse than the other methods. For each method and for each training set, the overlap results of all images are shown in Fig. 6. The figure is divided into six columns with four boxplots: one column for each source of training. The blue, red, magenta and green boxes represent the results of the baseline method, histogram equalization, normalization with one iteration and the iterated normalization, respectively. Table II shows all values of $P^K(d_i, d_j)$ and it's variation. Less brightly colored cells in the columns implies that the segmentation performance is less dependent on the utilized training set. From the table and boxplots it is seen that the segmentation performance has improved compared to the baseline and histogram equalization when the proposed normalization method is used. The variability of the results has clearly reduced, demonstrating that the segmentation method is less affected by changes in the image characteristics. The average Jaccard index after applying the baseline method was $0.72 \pm 0.30$, which significantly improved to $0.87 \pm 0.11$ ($p < 0.01$) using histogram equalization and in turn, the proposed normalization, irrespective of the number of iterations, showed a significantly higher performance with an average Jaccard index of $0.89 \pm 0.09$ ($p < 0.01$). Although the average values for the normalization and iterated method are the same, the latter performed significantly better ($p < 0.01$).

B. Clavicle Segmentation

For TB it is known that abnormalities most frequently occur in the upper lobes of the lungs [43], [44]. However, analysis of this region, due to superimposition of the clavicles, is a challenging task for CAD systems. Therefore, segmentation of the clavicles can be advantageous to suppress them or to reduce false positive detections in this area. The system used in this paper was previously described by Hogeweg et al. [45].

1) Method: The segmentation process is performed in a number of stages. First, three different zones of the clavicle are classified with a pixel classifier using 59 features: Gaussian filtered images (up through second order at 7 exponentially

![Fig. 3. The original image $I_{orig}$ is decomposed into six frequency bands. From left to right, frequency band $I_1$ contains highest frequency information and $I_6$ contains lowest frequency information.](image)

![Fig. 4. Values of $\lambda_i(\Omega)$ plotted as a function of the number of iterations for each frequency band. Reported values are averaged over all 600 images.](image)

![Fig. 5. Standard deviation of $\lambda_i(\Omega)$ plotted as a function of the number of iterations for each frequency band. Reported values are calculated using all 600 images.](image)
TABLE II

VALUES FOR THE LUNG SEGMENTATION WITH DIFFERENT METHODS. REPORTED VALUES ARE THE MEAN AND STANDARD DEVIATION OF THE JACCARD INDICES (J). COLOR CODING SHOWS COLUMN-WISE DIFFERENCES WITH THE DIAGONAL VALUE: GREEN SHOWS IMPROVEMENT, RED SHOWS DECLINE AND INTENSITY REFLECTS THE DIFFERENCE'S MAGNITUDE.

<table>
<thead>
<tr>
<th>Training set</th>
<th>Test set</th>
<th>Baseline</th>
<th>Histogram equalization</th>
<th>Normalization</th>
<th>Iterated normalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu</td>
<td>.89</td>
<td>.56</td>
<td>.48</td>
<td>.68</td>
<td>.92</td>
</tr>
<tr>
<td>( \sigma</td>
<td>.08</td>
<td>.26</td>
<td>.20</td>
<td>.13</td>
<td>.06</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu</td>
<td>.08</td>
<td>.89</td>
<td>.90</td>
<td>.88</td>
<td>.29</td>
</tr>
<tr>
<td>( \sigma</td>
<td>.09</td>
<td>.08</td>
<td>.06</td>
<td>.07</td>
<td>.21</td>
</tr>
<tr>
<td>C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu</td>
<td>.08</td>
<td>.89</td>
<td>.92</td>
<td>.90</td>
<td>.38</td>
</tr>
<tr>
<td>( \sigma</td>
<td>.11</td>
<td>.08</td>
<td>.06</td>
<td>.07</td>
<td>.21</td>
</tr>
<tr>
<td>D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu</td>
<td>.08</td>
<td>.88</td>
<td>.91</td>
<td>.92</td>
<td>.45</td>
</tr>
<tr>
<td>( \sigma</td>
<td>.11</td>
<td>.11</td>
<td>.06</td>
<td>.06</td>
<td>.22</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu</td>
<td>.08</td>
<td>.84</td>
<td>.87</td>
<td>.86</td>
<td>.92</td>
</tr>
<tr>
<td>( \sigma</td>
<td>.12</td>
<td>.10</td>
<td>.06</td>
<td>.07</td>
<td>.05</td>
</tr>
<tr>
<td>F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \mu</td>
<td>.19</td>
<td>.90</td>
<td>.92</td>
<td>.91</td>
<td>.66</td>
</tr>
<tr>
<td>( \sigma</td>
<td>.08</td>
<td>.05</td>
<td>.05</td>
<td>.05</td>
<td>.19</td>
</tr>
</tbody>
</table>

Fig. 6. Box plots of the Jaccard index calculated for the lung segmentation task for all images. The horizontal axis indicates the training set. Blue, red, magenta and green boxes show the results for the baseline method, histogram equalization, normalization, and iterated normalization, respectively. The central line of the box represents the median, the box edges the 2nd and 3rd quartile and the whiskers the extremes of the data excluding outliers. Outlier points (black dots) are further than 1.5 inter-quartile range away from the box.

light spaced scales: 1–64 pixels), the original image, two Hessian matrix derived features at 5 different exponentially spaced scales (1-16 pixels) and 6 position features. The output of the pixel classification is used as input for active shape modeling. The resulting segmentation is subsequently used in a dynamic programming step that optimizes a cost function combining the appearance information from the different clavicle zones.

2) Evaluation: The reference clavicle annotations came from the SCR database [2] for the JSRT dataset, whereas the other cases were outlined by a CRRS certified “B” grade reader [42]. For each clavicle, the part superimposed on the lungs until the superior border of the scapula was outlined. As we are only interested in the part of the clavicle inside the lung field, we do not consider the part of the clavicles that is outside of the lung regions. As for the lung segmentation, we calculate the Jaccard index (8), and only take the intersection of the manual lung segmentations and the automatically segmented clavicles into account.

3) Results: Example results for the clavicle segmentation task are shown in the fourth column of Fig. 8. The overlap results are shown in Fig. 7. The blue, red, magenta and green boxes represent the baseline, histogram equalization, normalization and iterated normalization method, respectively. Table III shows all values of \( P^*(d_i, d_j) \) and its variation for clavicle segmentation. Less brightly colored cells in the columns implies that the segmentation performance is less dependent on the utilized training set. The overlap averaged for all different combination of train and test sets, increased significantly from 0.57 ± 0.26 for the baseline method and 0.53 ± 0.26 for the histogram equalization method to 0.69 ± 0.23 (p < 0.01) for the normalization method and increased to 0.68 ± 0.23 (p < 0.01) for the iterated method. It can be seen from the table and the boxplots that the normalization procedure is successful. Although the increase is less substantial than what was observed for the lung segmentation task, the effect is significant and the variability has decreased after normalization. There was no significant difference between the normalization and iterated normalization methods (p = 0.19).

C. Texture Abnormality Detection

Many abnormalities in chest radiographs are textural in nature. The system used in this paper was previously described by Hogeweg et al. [21] and aims at the detection of TB related abnormalities such as consolidations and small and large opacities.

1) Method: The system detects textural abnormalities within automatically segmented lung fields. To avoid potential performance bias by the quality of the segmented lung fields, the manual lung segmentations were used. The calculation of features was done on Gaussian derivative filtered images (up through second order at 4 exponentially spaced scales: 1–8 pixels) and the original image. For each image, the first four moments of small circular image patches (32 pixel radius), subsampled every 8 pixels were calculated, leading to a total of 100 features. In addition, the relative \( x \) and \( y \) position in the image, the relative \( x \) and \( y \) position within the bounding box of
was evaluated by performing three different tasks, common in automated chest radiography image processing, on 600 CXRs from different sources. In this section, we first discuss the proposed method, and then we will discuss the experiments after which we conclude with the limitations of the system.

Two key elements in the proposed method are the applied energy band scaling and the addition of a region of interest. The decomposition of the images was done using a 2D Gaussian filter as it is simple and fast. The filter is separable, and thus can be applied as two 1D filters, making the operational complexity of this approach only $O(n)$ while other approaches such as discrete Fourier transform [46], discrete cosine transform [47] and power spectrum analysis have complexity $O(n \log n)$ if the optimized fast Fourier transform is used. While the complexity of the popular discrete wavelet transform [48] is similar, this decomposition method results in both frequency and spatial information, which is not needed in this application. The decomposition into frequency bands provides a separation of structures of different sizes, which is a useful property, as it allows for applying specific scaling factors to each band, which can enhance or suppress specific structures. For example, a combination of high $\lambda_1(\Omega)$, $\lambda_2(\Omega)$ values with low $\lambda_3(\Omega) \ldots \lambda_{H}(\Omega)$ leads to unsharp masking, a known technique in medical image analysis for image enhancement [49]–[51]. By taking all $\lambda_i(\Omega)$ values equal to a reference value, the image's frequency information is standardized among images, which gives them similar appearance and intensity characteristics. In our approach we have chosen images from the same scanner used for dataset B as the reference. This could potentially bias the performance of set B. However, as we are comparing differences between normalization methods, and not per dataset within one method of normalization, the potential bias does not influence the results and the main outcome of the paper. The addition of a region of interest allows for a better normalization of specific structures which is beneficial in applications focusing on specific regions. In our application, after an initial normalization stage with the central 70% of the image set as region of interest, a second stage of normalization was performed utilizing the lung fields as region of interest. This assured that the lungs, compared to other regions in the image, were optimally standardized.

The iterative approach of the normalization has the advantage that it can standardize structures of interest better, and thus match the reference energy values more closely. In our evaluation, we have distinguished two cases: normalization with one and with ten iterations in the second stage. The latter case ensures all $\lambda_i(\Omega)$ to be roughly equal to 1. In our application, one iteration of the method was sufficient for two out of three evaluation methods, as the performance of the different tasks did not improve after more iterations. Investigation of $\lambda_i(\Omega)$ as a function of the number of iterations, showed that the factors were close to 1 after just one iteration. However, they approximated 1 more closely and showed less variation for a higher number of iterations. Additionally, other applications might benefit more from the iterated approach.

The proposed pre-processing normalization technique has been shown to be effective in lung and clavicle segmentation and texture abnormality detection. Ideally, a normalization
technique makes subsequent supervised analysis completely independent of the training and test set. With our results, we have shown that the proposed method can be successfully applied on data from different sources and that it performs sig-
significantly better than a simple baseline method and histogram equalization.

In the next paragraphs, each of the evaluation tasks will be discussed. In the first task, a supervised method to automatically segment the lung fields was presented and it was shown that the normalization procedure improved the results and showed less variability compared to both reference methods. With an average overlap of the system shows good performance. Although Fig. 6 shows a considerable amount of outliers, the normalization method decreases the variation substantially. Investigation of the outliers showed that these were mostly seen in CXRs containing large abnormalities, which are more difficult to segment correctly. Comparison of the results to literature is difficult as most datasets used are not publicly available. However, performance reported in literature on the JSRT dataset is in the range of 0.71 to 0.95 [52]–[58], as is our result: . However, it must be noted that current results are calculated on a smaller subset of the full dataset, the reported value is the average for all the different training sets and only a small dataset of 100 CXRs was used for training. Assessing the performance of other state of the art lung segmentation algorithms ([52], [54]) using the proposed normalization algorithm as a preprocessing step, is not possible as these are not publicly available. However, our pixel classification based lung segmentation technique is still among the top ranked algorithms [52] in the literature.

The second task aimed at the automatic segmentation of clavicles. With a significant increase and less variability in Jaccard index, the normalization method is successful again. The decrease in performance compared with lung segmentation results reflect the complexity of the task: due to superimposed structures in the top of the lungs, automated clavicle segmentation is more difficult than lung segmentation.

The third task focused on the detection of abnormalities related to TB. For this task, the JSRT data was omitted as this contained only focal lesions and the manually segmented lung masks were used as input to prevent any bias due to the quality of the lung segmentations from the first task. The results, calculated in terms of area under the ROC curve, in Table IV show that the normalization procedure markedly improves the detection of TB related abnormalities compared to the baseline and histogram equalization method.

Although the proposed technique works well for the performed tasks, there are some limitations. First, as the results indicate, the proposed technique does not lead to systems that are completely independent of the training data used. Although the algorithm can cope with (quantum) noise present in the high frequency bands, as they will be also normalized, it can not completely overcome anatomical noise. Especially the posterior ribs may vary in appearance, as their appearance depends on the bone mineral density, beam energy and proprietary postprocessing. The last one often includes highly non-linear processing which cannot be undone. Applying the proposed
technique to raw unprocessed CXR images may overcome this problem but such images are scarcely available in practice. Alternatively, one could consider using rib suppression/enhancement software [59]–[61]. Another reason for suboptimal normalization is under- and overexposure of CXRs. Although this has been greatly reduced with digital chest radiography, some images suffer from a very dense (white) appearing heart and ribs, which makes it impossible to assess the lung tissue behind it. As this intensity information is not contained in the image, our normalization method cannot retrieve it. Focusing the normalization to the lungs introduces another limitation. It is advantageous for the normalization of the lungs, but comes at the expense of the appearance of the overall image. Visual inspection of the images showed that there were differences in gray values appearance outside the lung regions. This does not affect the automated analysis, but can hamper interpretation by radiologists.

The presented technique is not restricted in its application to CXRs: it can be used in 2D as well as 3D images. A preliminary study outside the scope of this paper has shown the normalization to be effective in Computed Tomography scans. Further research should show if it can be used in combination with other normalization techniques and its relevance in other medical imaging techniques.

VII. CONCLUSION

A generic method to normalize medical images was presented and its application in chest radiography was evaluated. The method uses an energy decomposition of the image, after which the energy of each band is scaled separately to a reference energy to acquire a normalized image. Applying this technique iteratively and locally gives maximum standardization of structures of interest in the image. In our application, the normalization was first applied to the central 70% of the CXRs and then locally to the lung fields. The method was evaluated on six datasets from different sources for three automated tasks in chest radiography interpretation: lung segmentation, clavicle segmentation and texture abnormality detection. A marked increase in performance was seen with the normalization method compared to a baseline and histogram equalization method in each of the three tasks. Future work would focus on other application areas.
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