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ABSTRACT

Context. Many interstellar molecules are formed through grain surface reactions. These reactions are usually modelled using rate equations, while considering a homogeneous grain with only one type of binding site for each species. However, amorphicity and the irregular character of interstellar dust grains make inhomogeneous grain surfaces much more likely.

Aims. The aim of this study is to investigate the effect of surface inhomogeneity on surface reaction rates. The formation of molecular hydrogen is here taken as an example.

Methods. The continuous-time random-walk Monte Carlo method is used to study the dependence of the H₂ formation rate on surface size, fraction of strong binding sites and the distribution of these sites for different temperatures and bond strengths. Classical rate equations and modified rate equations are applied to try to reproduce these results.

Results. The H₂ formation efficiency is strongly affected by the introduction of a second type of binding site. This effect depends on the strength of the binding energy and the fraction of strong binding sites. The way in which the sites are distributed can change the formation rate by as much as four orders of magnitude. Classical rate equations fail to reproduce the formation rate for all tested situations. Modified rate equations are able to obtain a reasonable agreement with the Monte Carlo results for inhomogeneous surfaces with randomly distributed sites consisting of less than 30% strong sites.

Conclusions. Since the different types of binding sites on interstellar grains are probably randomly distributed, we recommend the use of modified rate equations in gas grain models to include the effect of surface inhomogeneity. This method reproduces the most important features while being computationally inexpensive.
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1. Introduction

Grain surface reactions are recognised to play a key role in interstellar chemistry. Many important molecules such as H₂, CH₃OH and H₂O are believed to be formed predominantly on the surfaces of dust grains. For this reason there is a growing awareness that, in order to model the chemical evolution realistically, both gas and grain surface chemistry should be included. A range of different modelling methods has been applied as will be discussed below; all with different advantages and disadvantages. They have in common that they generally consider the grain surface to be homogeneous, i.e., one type of binding sites. In reality, interstellar grains are most likely far from homogeneous due to for instance surface roughness. This can have a strong effect on the reaction efficiency (Cuppen & Herbst 2005; Cuppen et al. 2006). In this paper the effect of the inhomogeneity of binding sites on surface reactions is studied. Two different kinds of binding site are introduced on the grain, in order to mimic some of the inhomogeneity of real interstellar grains. We will use the formation of molecular hydrogen on olivine as a test case, but the observed trends will most likely hold for different surface reactions on different surfaces as well.


The general consensus is that molecular hydrogen can be formed by a diffusive mechanism, called Langmuir-Hinshelwood, in the very cold regions below ~20 K (Hollenbach & Salpeter 1971). However, according to an analysis based on laboratory results on olivine (Katz et al. 1999), which was treated as possessing a smooth surface, the surface formation of H₂ occurs efficiently over a very small temperature range (6–9 K). In three of our papers (Chang et al. 2005; Cuppen & Herbst 2005; Cuppen et al. 2006), we treat olivine as having a rough or amorphous surface, including sites with higher desorption energies than the standard value. In all cases, it was found that H₂ could be formed efficiently over a wider range of temperatures and so explain the observed abundance of the molecule in diffuse clouds (R = 10⁻¹⁷ cm³ s⁻¹ by Jura 1974). This was later experimentally confirmed by Perets et al. (2007).

The continuous-time, random-walk (CTRW) method is used, which follows the individual atoms and molecules on the grain surface, while a specific surface structure can be included. The method is however computationally too expensive to be applied for a large chemical network. The aim is therefore to compare the results of this method with the classical and modified-rate methods, which can be used to simulate large gas-grain networks. Wolff et al. (2010) also compared classical rate equations to Monte Carlo simulations with two types of sites. They found a good agreement between both methods in the regime where the efficiency for H₂ formation is large (≥ 0.1). Here we are
more interested in finding a robust modelling method that will describe surface reactions in general over a large regime of different conditions; including the regime where the reactions are rather inefficient (accretion limit).

Section 2 introduces the concept of inhomogeneity in binding energies and gives possible origins for this inhomogeneity. Section 3 discusses the three modelling methods used in the present paper. In Sect. 4 the results will be presented in terms of temperature and size dependence, dependence on the fraction, and the distribution of strong binding sites. We will discuss these results and make recommendations for the modelling of inhomogeneous grains in Sect. 5.

2. Inhomogeneity

Inhomogeneity in binding energies can have different origins: surface roughness, amorphicity, or a mixture of grain material. On a rough grain surface the binding to the protrusions is stronger than to the flat surface. These stronger binding sites can trap the species on the surface while the weaker binding sites allow the species to diffuse and find the trapped species. Also the amorphicity of the grain can introduce a whole range of different binding energies (Chang et al. 2005). Furthermore, the grains can be inhomogeneous in their chemical composition, with silicate and amorphous-carbon areas. On interstellar grains all three effects will probably lead to an inhomogeneity of binding sites, with the surface roughness as largest contributor. Flat and smooth surfaces are very hard to produce, even under well-controlled conditions. Since interstellar grains are produced in extreme conditions, they are most likely very rough and chemically inhomogeneous.

Hornekær et al. (2003, 2005) and Fillion et al. (2009) have experimentally shown that an increase in surface roughness and porosity of an amorphous solid water ice can indeed affect the binding of H₂. More porosity or roughness leads to a wider distribution of binding energies with a higher mean value. The exact preparation of the water ice substrate is key to the amount of porosity. Perets et al. (2007) showed a similar effect occurs for silicates. Computer simulations of molecular hydrogen formation under interstellar conditions, i.e., using much lower fluxes than under laboratory fluxes, had already shown that an increase in surface roughness allowed H₂ formation at higher temperatures (Chang et al. 2005; Cuppen et al. 2006; Cuppen & Herbst 2005).

Chemisorption wells are another example of stronger binding sites. H atoms are found to be able to chemisorb to olivine without hardly feeling a barrier, since the barrier for chemisorption is in the same order as the physisorption binding energy (Goumans et al. 2009). Chemisorption will not be explicitly introduced in our model, since it is very specific to the substrate and absorbant and our goal is to test a more generally applicable method. In the temperature regime we are interested in, H₂ formation through chemisorption sites will probably only have a minor contribution, since it proceeds by a Eley-Rideal like mechanism. We expect Langmuir-Hinshelwood to be more important under these conditions, since the surface abundance is low.

Since our goal is to develop a method that can simulate grain surface chemistry for a large chemical network and over large timescales, we only add one extra type of binding site to keep the concept computationally cheap and simple. As we will show in this paper, adding only one extra binding site already reproduces most of the effects that are found for inhomogeneous grains (Chang et al. 2005; Cuppen & Herbst 2005). In this paper the extra binding sites are implemented in a similar way to Cuppen et al. (2006) for Surface II. We also refer to this paper for an additional discussion on surface inhomogeneity and the implementation of this into Monte Carlo models.

3. Modelling methods

The first gas-grain codes that combined gas and grain surface chemistry treated the grain surface reactions in a similar way to the gas phase reactions, using rate equations for both (Tielens & Hagen 1982; Hasegawa et al. 1992). Rate equations have their limitations in the fact that they ignore the discrete nature of the atoms and molecules involved in the surface reactions. For large surface abundances, this is not a problem. However, if grains are on average populated by less than one particle, this can become a problem, since clearly at least two reacting species should be present to allow for reaction. As a result, rate equations can overestimate the production rates by several orders of magnitude in the so-called accretion limit (see Charnley et al. 1997).

Different stochastic methods have been considered to overcome this problem. The main focus has been around the master equation method (Biham et al. 2001; Green et al. 2001; Stantcheva et al. 2002) and macroscopic Monte Carlo simulations (Charnley 1998, 2001; Stantcheva et al. 2002). Of the two, the master equation method can be most easily coupled to rate equations that handle the gas phase chemistry in the most straightforward way, since it treats the gas and surface kinetics with equations of similar form.

Because Monte Carlo methods use random numbers and probabilities instead of analytical expressions, coupling between the two methods (rate equations for the gas and Monte Carlo for the grain) is harder to achieve. An attempt has been made with the continuous-time, random-walk Monte Carlo method for a limited surface network by assuming that the surface chemistry only has a marginal effect on the gas phase chemistry in quiescent dense clouds (Chang et al. 2007). Recently, macroscopic Monte Carlo simulations of both the gas phase and grain surface chemistry have been carried out for a proto-planetary disk (Vasyunin et al. 2009), where the gas and grain chemistry interact more.

The master equation method specifically considers each possible configuration of species. For a system where only H and H₂ are considered on the grain, possible configurations would be (1, 0) with one H atom and no H₂ molecules on the grain, (0, 0), (0, 1), (1, 1), (2, 0), etc. The number of possibilities is clearly infinite, but selective cut-offs can be used to exclude the higher order terms if their probability of occurrence becomes very small. However, if the number of species expands, either by a change in physical conditions or by increasing the number of considered species in the model, the equations blow up rapidly. Algorithms have been suggested to make the effect less dramatic and to extend the range in which the rate equation method is applicable (Lipshtat & Biham 2004; Barzel & Biham 2007).

Apart from the stochastic methods, some modifications to the rate equations have been put forward to mimic the stochastic behaviour of the surface chemistry. Caselli et al. (1998) made semi-empirical adjustments to the rates of a selection of reactions, for the case where the surface migration of atomic hydrogen is significantly faster than its accretion rate onto grains. While this method showed only limited success, the more recent modified-rate approach suggested by Garrod (2008) has been much more successful. Garrod et al. (2009) have also shown that the new method produces an excellent match to master-equation
solutions to full gas-grain chemical systems for a range of physical conditions, albeit for systems that employ only a single type of grain-surface binding site (see below). The rate expressions of Garrod (2008) are here referred to as the modified rate equations, and an example will be given in Sect. 3.3. Their main advantages are that they are computationally inexpensive as compared to the stochastic methods and that they automatically switch to the normal rate equation in the regime where those are still valid. All of the methods mentioned above suffer from the same deficiency, namely that they overlook the microscopic surface characteristics of the grain. Such methods necessarily deal with the behaviour of generic “abundances” and cannot trace the individual motions of particles on the grain surfaces. Layering effects are also frequently ignored. As mentioned above, surface roughness or other types of surface irregularities can have a strong effect on the reaction efficiency (Cuppen & Herbst 2005; Cuppen et al. 2006).

3.1. The CTRW-Monte Carlo method

A continuous-time, random-walk algorithm similar to Cuppen & Herbst (2005) is used. For a detailed description of the method we refer to Chang et al. (2005). The Monte Carlo algorithm consists of a sequence of events, deposition, desorption, and hopping. At the start of each cycle all possible events are listed and, if necessary, assigned a time at which this event will occur. This list is ordered by event time and the first event on the list is executed. The event list is then updated again to start the next cycle. Deposition times of H atoms from the gas phase are determined according to

\[ t_{\text{deposition}} = \frac{\rho \ln(X)}{F} + t_{\text{current}} \]  

(1)

with \( \rho \) the density of surface sites, \( F \) the flux of hydrogen atoms per area, \( X \) a random number between 0 and 1, and \( t_{\text{current}} \) the current time in the simulation. We use a surface density of 10^{15} sites cm^{-2} and a flux of 3.6 \times 10^6 atoms cm^{-2}s^{-1}, which corresponds to an atomic hydrogen density of 100 cm^{-3} at a gas temperature of 100 K. Desorption and hopping times of the individual H atoms on the surface are determined via

\[ t_{\text{event}} = \frac{\ln(X')}{{k_{\text{hop}}^{0}} + k_{\text{des}}} + t_{\text{current}} \]  

(2)

where \( X' \) is again a random number, and \( k_{\text{hop}}^{0} \) and \( k_{\text{des}} \) are respectively the hopping and desorption rate. These rates are calculated using their respective activation energies via a simple Arrhenius correlation

\[ k = \nu \exp\left(-\frac{E_{\text{act}}}{T}\right). \]  

(3)

The pre-exponential factor \( \nu \) is chosen to be 10^{12} s^{-1} (Biham et al. 2001) and the activation energies are calculated from the site energies, \( E_j \). The desorption is completely governed by the binding energy in this model. We assume that all processes are thermally activated and do not proceed through tunneling. As mentioned in the introduction, surfaces with two types of sites are used: with binding energy \( E_0 = 373 \) K and \( E_1 = 373(1 + \alpha) \) K. The energy of 373 K is found as the desorption energy of H from a polycrystalline olivine surface (Katz et al. 1999) and the parameter \( \alpha \) is used as a variable input parameter to change \( E_1 \). We choose \( \alpha = 0.4 \) and 1.0 and a variety of different grain sizes and site distributions.

The hopping barriers are determined through another parameter \( E_{\text{hop}} = 287 \) K, again taken from Katz et al. (1999). The barrier for hopping from initial site \( i \) with energy \( E_i \) to site \( f \) with \( E_f \) is

\[ E_{\text{hop}}^{ij} = E_{\text{hop}} + \frac{1}{2}(E_i - E_f). \]  

(4)

This expression ensures microscopic reversibility. In the present paper only deposition of H atoms is considered. If an atom lands on a site that is already occupied by another H atom, it will react to form H2 and the newly formed molecule will desorb. In a similar way, reactions will occur if two hydrogen atoms reach each other through hopping across the surface.

3.2. Classical rate equations

The Monte Carlo results are compared to two types of rate equations. The classical rate equations that do not account for the accretion limit and the modified rate equation which mimics the stochastic behaviour of the Monte Carlo simulations by adjusting the expressions for reaction. In both cases the grain consists of \( s \) sites of which \( s_1 \) are of type 1. The change in \( N_0 \), the number of H atoms on type 0 sites, can be described as

\[ \frac{\mathrm{d}N_0}{\mathrm{d}t} = -k_{\text{des}}^0 N_0 - D^{0\rightarrow 1} - R^{0\rightarrow 1} - 2R^{0\rightarrow 0} + D^{1\rightarrow 0} + k_{\text{acc}}^0 \]  

(5)

with \( D^{a\rightarrow b} \) the diffusion rate of atoms on sites \( a \) to empty sites \( b \), \( R^{a\rightarrow b} \) the formation rate of H2 molecules by diffusion of an H atom from a site of type \( a \) to an occupied type \( b \) site, and \( k_{\text{acc}}^a \) the change in H atom abundance of type \( a \) due to accretion, which also includes an Eley-Rideal term:

\[ k_{\text{acc}} = (s_a - 2N_a)F. \]  

(6)

For Eq. (5) we assume that the number of molecules that is formed by atoms diffusing from a type 1 site to an occupied type 0 site is negligible

\[ R^{1\rightarrow 0} = 0. \]  

(7)

In case of the classical rate equations both the reaction and diffusion terms are determined by the hopping rates:

\[ D^{0\rightarrow 1} = 4k_{\text{hop}}^0 N_0(s_1 - N_1)/s, \]  

(8)

\[ D^{1\rightarrow 0} = 4k_{\text{hop}}^0 N_1(s - s_1 - N_0)/s, \]  

(9)

and

\[ R^{0\rightarrow 0} = 4k_{\text{hop}}^{00} N_0^2/s. \]  

(10)

Here we assume isolated type 1 sites which leads to the factors of 4, through assumed square lattice arrangement of surface sites. For \( D^{1\rightarrow 0} \), each isolated type 1 site can reach 4 neighbouring type 0 sites. For \( D^{0\rightarrow 1} \), each type 0 site has a probability of 4\( N_1/s \) that at least one of its four neighbouring sites is an isolated type 1 site, since there are 4\( N_1 \) type 0 sites that are adjacent to a type 1 site. In a similar fashion the change in \( N_1 \) can be described by

\[ \frac{\mathrm{d}N_1}{\mathrm{d}t} = -k_{\text{des}}^1 N_1 - D^{1\rightarrow 0} - 2R^{1\rightarrow 1} - R^{0\rightarrow 1} + D^{1\rightarrow 0} + k_{\text{acc}}^1 \]  

(11)

with

\[ R^{1\rightarrow 1} = f s_1 N_1 N_1 f_{\text{hop}}^{11} = f k_{\text{hop}}^{11} N_1^2/s_1. \]  

(12)
\[ R^{0+1} = 4k^{01}_{\text{hop}}N_0N_1/s. \] (13)

The factor \( f \) in Eq. (12) represents the fraction of type 1 sites that have a neighbouring site of type 1. Only these sites can contribute to reactions between two atoms on type 1 sites. For surfaces with randomly distributed type 1 sites, the type 1 islands consist mostly of one or two sites. The reaction rate of \( H_2 \) on the islands consisting of two or more adjacent sites is given by the number of type 1 sites that have such an adjacent site \( (fs_1) \) multiplied by the probability that such a site is occupied \( (N_1/s_1) \) multiplied by the probability that the adjacent site is occupied \( (N_1/s_1) \) times the hopping rate between those sites \( (k^{01}_{\text{hop}}) \). Since most of the type 1 islands will be fully embedded in type 0 sites, Eq. (13) is determined by the number of atoms on type 0 sites multiplied by the probability that an adjacent site is an occupied type 1 site \( (N_1/s_1) \) times \( 4k^{01}_{\text{hop}} \) since each site has four neighbouring sites it can hop to.

The rate of \( H_2 \) formation is then determined by
\[ R_{\text{H}_2} = (N_0 + N_1)F + R^{0+1} + R^{1+1} \] (14)
which can be used to determine the formation efficiency as described in Sect. 4.

The \( H_2 \) formation rate and the surface abundances \( N_0 \) and \( N_1 \) in this approach scale linearly with the size of the grain, \( s \), and do not take into account any size effect. For small grains the approximation
\[ \langle N_0N_0 \rangle = \langle N_0 \rangle^2 \] (15)
which is used to determine the reaction rates in Eqs. (10), (12) and (13), may break down and the rate equations overestimate the production rate. Modified rate equations artificially account for this and they will be discussed in the next section.

3.3. Modified rate equations

For the construction of the modified rate equations we follow Garrod (2008). In this approach, the expressions for the reactions are adjusted if the modified reaction rate is smaller than the classical rate. The modified reaction rate is determined by the accretion rate of one of the reactants times the surface abundance of the other reactant times an efficiency as described in Sect. 4.

The fluctuation across the surface spans roughly twice the symbol size because of the distance between the symbols, the parameter \( \eta \), temperature, surface size and site distribution. The fluctuations are generally within the size of the symbols, except for the bottom panels of Figs. 2 and 4, where the fluctuations span roughly twice the symbol size because of the difference in dynamic range of the y-axis. The accuracy of the sampling depends on the number of formed \( H_2 \) molecules. Since the percentage of Monte Carlo events leading to \( H_2 \) (as compared to diffusion or desorption) decreases with temperature, longer simulation times are needed to obtain the same sampling accuracy with temperature. Simulations at \( T = 16 \) K have not reached the same sampling accuracy as for the other temperatures, but the error in the sampling always remains within the fluctuation range.

4. Results

The formation of \( H_2 \) is quantified in all modelling methods in terms of the efficiency of molecular hydrogen formation. This is defined as the ratio between the flux of incoming hydrogen atoms and twice the rate at which molecular hydrogen is formed.

\[ \eta = \frac{2R_{\text{H}_2}}{F}. \] (19)

Since the Monte Carlo technique uses discrete numbers instead of rates, the formation rate cannot be determined directly. For this reason, we approximate the efficiency by
\[ \eta = \frac{2N_{H_2}}{N_H} \] (20)
where \( N_{H_2} \) is the number of hydrogen atoms that approach the surface in a given time interval and \( N_H \), the number of molecules formed in that interval. We monitor the number of hydrogen atoms on the surface until a steady state is reached. Under steady-state conditions the H atom population simply fluctuates around an average value and we sample until the cumulative average after steady state reaches a constant level. The time to reach steady state and the average value depends on the choice of the parameter \( \alpha \), temperature, surface size and site distribution. The fluctuations are generally within the size of the symbols, except for the bottom panels of Figs. 2 and 4, where the fluctuations span roughly twice the symbol size because of the difference in dynamic range of the y-axis. The accuracy of the sampling depends on the number of formed \( H_2 \) molecules. Since the percentage of Monte Carlo events leading to \( H_2 \) (as compared to diffusion or desorption) decreases with temperature, longer simulation times are needed to obtain the same sampling accuracy with temperature. Simulations at \( T = 16 \) K have not reached the same sampling accuracy as for the other temperatures, but the error in the sampling always remains within the fluctuation range.

All efficiencies determined by the Monte Carlo program are compared to efficiencies obtained by “classical” rate equations and the modified rate method.

4.1. Temperature dependence

To illustrate the effect of the introduction of stronger binding sites, Monte Carlo simulates have been performed for different temperatures for a surface with only type 0 sites and for surfaces consisting of 1% of type 1 sites randomly distributed across the grain. Our standard lateral interactions of \( \alpha = 0.4 \) and
1.0 are used and the surfaces have 300 × 300 sites. Figure 1 plots the resulting H₂ formation efficiency as a function of temperature. The graph clearly shows that the introduction of stronger binding sites expands the temperature regime in which H₂ can be efficiently formed to higher temperatures. These sites act as traps where the H atoms will stay at elevated temperatures. Atoms landing on type 0 sites scan the surface and find these trapped atoms to react with. The presence of just a few type 1 sites already leads to an increase of the temperature regime. The strength of the type 1 sites, i.e., the α-value, will determine the final temperature regime. For the α-values chosen in this paper, the formation rate approaches zero above 20 K. Higher α-values or more types of strong binding sites can extend this regime to higher temperatures. At high temperatures T > 100 K chemisorption sites are expected to become important in the formation process.

In the remainder of the paper, the influence of grain size, number of strong sites and the distribution of these sites on the H₂ formation efficiency will be studied for four different temperatures: 10, 12, 14, and 16 K. The results will be compared to other modelling methods with the aim to reproduce the Monte Carlo simulations.

4.2. Size dependence

Monte Carlo simulations with a similar distribution of sites are performed for four different temperatures, 10, 12, 14, and 16 K, and two different α values. Surfaces of different sizes are generated for this purpose; all consisting of 1% of type 1 sites randomly distributed across the grain. Figure 2 shows the resulting efficiencies. The symbols indicate the Monte Carlo simulations and the solid and dashed lines represent the classical and modified rate equation results, respectively. The rate equation method does not take into account any size dependence, resulting in the horizontal lines.

The Monte Carlo simulations show a size dependence up to an array size of 10⁴ sites for physical conditions that result in very low efficiencies; low α-value or high temperature. For other conditions, size effects occur at even smaller grain sizes. Figure 3 shows the average number of hydrogen atoms on the surface during steady state. There appears to be a power-law dependence of the number of atoms on the grain size. This power law even holds for the conditions where the efficiency deviates from the large grain limit.

The rate equations strongly overestimate the Monte Carlo results (Fig. 2). The modified rate equations follow the efficiency values of the Monte Carlo simulations much more closely. The number of H atoms on the grain (Fig. 3) are also relatively well reproduced for the conditions where the efficiency is <1. The Monte Carlo results indicate that above an array size of 10⁴ site there appears to be no size effect. One would expect the system to be in the deterministic regime for these circumstances and the classical and modified rate approach to coincide. Figure 3 further supports this thought since for α = 0.4 at 12 K, the number of H atoms on a large grain is much larger than 1. However, the classical and modified rate equations results do not coincide as they would under a deterministic regime. The reason is that the number of H atoms on type 0 sites and number of H atoms per type 1 island are both much smaller than one. The efficiency increases further according to the modified rate equations when the array size is 2 × 10⁴ or larger (not shown in figure) and when also the number of type 0 H atoms becomes larger than 1. The classical rate equation efficiency is never reached since R^[α⁺] is always larger than R^[α⁺⁺] since R^[α⁺⁺] is determined by the factor R^h/ho, whereas the

**Fig. 1.** Molecular hydrogen formation efficiency as a function of temperature for only type 0 sites (circles), α = 0.4 (squares) and α = 1.0 (diamonds).

**Fig. 2.** Molecular hydrogen formation efficiency as a function of grain size for (top) α = 0.4 and (bottom) α = 1.0. Monte Carlo results are indicated with circles (10 K), squares (12 K), diamonds (14 K) and crosses (15 K), solid and dashed lines represent the classical and modified rate equation results, respectively. In the bottom panel, the 10, 12, and 14 K (modified) rate equations results overlap.
In this section the dependence of the formation efficiency on the fraction of sites of type 1 is studied. Monte Carlo simulations with a different percentage of type 1 sites are performed for four different temperatures, 10, 12, 14, and 16 K, and two different $\alpha$ values. The type 1 sites are randomly distributed across the grain surface which consists of $300 \times 300$ sites in total. Figure 4 gives the resulting efficiencies. The figure shows a strong dependence of the efficiency on the fraction of sites of type 1 and temperature for a small energy difference between the two sites (top panel). The efficiency clearly decreases with temperature and increases with fraction of type 1 sites. This is in agreement with the expected trend. A higher temperature results in a shorter residence time for the H atoms on the surface, and hence a lower probability to find a second atom to react with. If the residence time becomes too short with respect to the hydrogen flux, the chance of finding two hydrogen atoms on the surface drops rapidly and as a consequence the efficiency drops as well. If the sites of type 1 have twice the binding energy of site 0 (bottom panel), the dependence is less strong in this temperature regime. The efficiency approaches one when the fraction of type 1 sites increases to a fully covered grain surface for all investigated temperatures.

The solid and dashed lines in Fig. 4 represent the classical and modified rate equation results, respectively. For the grains with a small fraction of type 1 sites, most of these sites are isolated and the contribution of $R^{1+1}$ becomes negligible. This term becomes more important with increasing fraction. This change in relevance of $R^{1+1}$ is regulated by the parameter $f$ in Eqs. (12) and (17). For the randomly distributed type 1 sites that are discussed here, this parameter can be estimated by $1 - (1 - s_1/s)^4$. The surfaces used in the Monte Carlo simulations indeed follow this relation.

The classical rate method overestimates the Monte Carlo results up to a few orders of magnitude in the regime where the efficiency is much less than one. For the surfaces that consists of only type 0 sites, the discrepancy is less severe (compare plus signs and the Monte Carlo symbols). For homogeneous grains, the discrepancy is mainly due to the missing backdiffusion term in the rate equation model. When an atoms scans the grain surface, it can visit a site more than once, which is called backdiffusion. This effect can cause the rate equations to overestimate the molecular hydrogen formation rate up to a factor of 3 depending on the physical conditions (Lohmar & Krug 2006).

Further deficiencies of the rate equation method are found when a second type of site is added to the surface, resulting in larger discrepancies with Monte Carlo results. A large contribution to the efficiency derives from reactions where atoms diffuse from type 0 sites into occupied type 1 sites. Since this reaction is
badly described in the classical method, the discrepancy with the Monte Carlo results becomes larger. Figure 4 shows indeed that agreement of the modified rate equation with the Monte Carlo results is much better since it uses a more accurate description of $R^{i+1}$.

The modified rate equation approach has a very good agreement with the Monte Carlo results for efficiencies of $\eta \leq 0.3$ and with less than 30% of type 1 sites. For surfaces with a larger fraction of type 1 sites, the contribution of $R^{i+1}$ becomes stronger and the picture of $H_2$ mainly forming through atoms landing on type 0 sites, hopping over the surface to find a stronger binding site, and then reacting with an atom that is residing there is no longer valid.

### 4.4. Surface dependence

The previous Monte Carlo simulation runs are all performed on surfaces that have a random distribution of the strong binding sites. However, depending on the origin of the inhomogeneity of binding energies, the sites can have different distributions. If the amorphicity of the grain material is causing this inhomogeneity, the stronger binding sites are probably indeed randomly distributed. If surfaces roughness is the origin, these sites are located at surface steps which are dispersed in lines on the surfaces on a relatively smooth surface. On a very rough surface, the strong binding sites will again probably be randomly distributed. Finally, the grains can be inhomogeneous in their chemical composition, with silicate and amorphous-carbon areas. In this case the different binding sites are probably well separated in large patches. In reality, all three scenarios may play a role. This section discusses how the distribution of sites influences the efficiency of $H_2$ formation. For this purpose, nine different surfaces are created, each of the same size ($300 \times 300$) and number of strong binding sites (900), but with a different distribution of these sites. Apart from the random distributions, there are five surfaces that have all their sites in one rectangular patch of a specified aspect ratio ($300 \times 3, 180 \times 5, 90 \times 10, 60 \times 15,$ and $30 \times 30$); two surfaces with equally-spaced small islands ($900 (1 \times 1)$ and $225 (2 \times 2)$) of strong binding sites; and finally, one surface with two vertical and one horizontal ridge of $300 \times 1$ binding sites each. Note that the $300 \times 3$ and $3 \times 300$ surfaces have a continuous island of type 1 sites, due to periodic boundary conditions.

Figure 5 plots the $H_2$ formation efficiency on these nine surfaces for different temperatures and $\alpha$ values. In these graphs the surfaces are ordered by interface length between strong and weak binding sites. The $900 \times 1 \times 1$ islands clearly have the maximum interface length whereas the $30 \times 30$ island has the minimum. One would expect that the longer this interface the higher the probability for atoms to get trapped on strong binding sites, resulting in a higher $H_2$ formation efficiency. Figure 5 shows that this is not the case, however. The interface length of the three ridges and 225 small islands is the same, but the efficiency is clearly different. One reason for this behaviour could be in the difference in distance between the type 1 islands. $H_2$ formation roughly follows two steps; first, an atom lands on the type 0 sites and it starts scanning the surface for type 1 islands. Once it finds such an island, $H_2$ formation will be almost instantaneous if this island contains another hydrogen atom. The rate-limiting step will be for the hydrogen atom to reach such an island. The longer this takes, the more likely that the atom will desorb. Isotropic isolated islands are much harder to reach than long ridges on the surface. Many small islands require less hopping events than larger islands with the same total surface areas, since the travelled distance scales with $N^2$, where $N$ is the number of hopping events. Another origin for this difference could be a size effect. The small islands could be considered as small individual grains with their own accretion limit.

The surfaces that contain only one single patch of strong binding sites do not show a clear trend either. It is surprising that for $\alpha = 1.0$ the $30 \times 30$ has a higher efficiency than the $60 \times 15$ surface.

The modified rate equation expressions reproduce the randomly distributed results and the $900 \times 1 \times 1$ results. The construction of (modified) rate equations that account for the distribution specifically are beyond the scope of this paper. For a discussion of the diffusion on a surface with a single square island of strong sites we refer the reader to Evans & Nord (1985).

### 5. Discussion and conclusions

We have shown that the introduction of a second type of binding site can have a strong influence on the formation rate of molecules through surface reactions. Not only does the strength of the binding energy of these sites and the fraction of the grain they make up influence the reaction rate, even the way in which
they are distributed on the surface can change the formation rate by as much as four orders of magnitude.

With the introduction of the second type of binding site we aim to include some of the inhomogeneity of interstellar grain surfaces. This inhomogeneity is most likely due to the amorphous character of the grain and the irregular surface topology of the grain. In both cases the strong binding sites will be randomly distributed across the grain.

The effect is studied using the CTRW Monte Carlo technique. This method includes the stochastic nature of the H$_2$ formation system and it follows the position of the H atoms on the grains, taking into account the actual random walk of the individual atoms. This method also allows for a specific arrangement of the strong binding sites and for the study of the influence of this arrangement on the final results. As mentioned above, the distribution can change the formation rate by as much as four orders of magnitude. Distributions in which the strong binding sites are spread across the grain surface appear to result in a higher rate, since the chance of reaching these before desorption is higher.

The disadvantage of the Monte Carlo technique is that it is computationally demanding and a complex grain surface chemistry is therefore preferably modelled using some type of rate equation approach, as long as this gives a reasonable description of the system. We have therefore benchmarked the formation rate results of classical and modified rate equation methods against the CTRW Monte Carlo method.

Classical rate equations, which do not include either the random walk or the stochastic aspect overestimate the reaction rate of inhomogeneous surfaces for all conditions tested in the present paper. The discrepancy can be up to three orders of magnitude. The agreement for surfaces with only one type of binding site is much better (plus symbols in Fig. 4). However, since we expect the irregular surfaces of interstellar grains and their amorphicity to lead to inhomogeneities in the bond strength between sites, classical rate equations will not be a good choice to try to reproduce the rate of grain surface reactions for a realistic surface.

The expressions constructed following the modified rate equations approach are able to obtain a reasonable agreement with the Monte Carlo results for inhomogeneous surfaces with randomly distributed sites consisting of less than 30% strong sites. Deviations from the Monte Carlo results are largest when the fraction of strong binding sites becomes very large, when the strong binding sites and the normal sites are distributed on the surface can change the formation rate by as much as four orders of magnitude. Distributions in which the strong binding sites are spread across the grain surface appear to result in a higher rate, since the chance of reaching these before desorption is higher.

The disadvantage of the Monte Carlo technique is that it is computationally demanding and a complex grain surface chemistry is therefore preferably modelled using some type of rate equation approach, as long as this gives a reasonable description of the system. We have therefore benchmarked the formation rate results of classical and modified rate equation methods against the CTRW Monte Carlo method.

Classical rate equations, which do not include either the random walk or the stochastic aspect overestimate the reaction rate of inhomogeneous surfaces for all conditions tested in the present paper. The discrepancy can be up to three orders of magnitude. The agreement for surfaces with only one type of binding site is much better (plus symbols in Fig. 4). However, since we expect the irregular surfaces of interstellar grains and their amorphicity to lead to inhomogeneities in the bond strength between sites, classical rate equations will not be a good choice to try to reproduce the rate of grain surface reactions for a realistic surface.

The expressions constructed following the modified rate equations approach are able to obtain a reasonable agreement with the Monte Carlo results for inhomogeneous surfaces with randomly distributed sites consisting of less than 30% strong sites. Deviations from the Monte Carlo results are largest when the fraction of strong binding sites becomes very large, when the efficiency is close to unity, or when a non-random distribution of sites is used.

As mentioned above, we expect a random distribution of binding sites to be most representative of an interstellar grain and the modified rate equations will reproduce these results. A second type of binding site can be implemented in a relatively straightforward way as explained in the Appendix.

Appendix A: Implementation of a second binding site into gas-grain models

A second type of binding site can be implemented in a modified rate equation model by adding surface species to the model to represent species in stronger binding sites using the following steps

1. Select the species for which a second binding type is required and add these to the species list as separate species.

2. For each accretion term, account for the number of surface sites involved following Eq. (6).

3. Add diffusion terms between the two types of sites for the same species according to Eqs. (8), (9).

4. Add reaction terms between the two types of sites according to Eqs. (13) or (18) if $R^{mod}_{\alpha} > R^{mod}_{\beta}$

5. Modify the reaction terms for the normal sites according to Eqs. (10) or (16).

6. Modify the reaction terms for the strong sites according to Eqs. (12) or (17).

Since the exact nature of surface of interstellar grains is unknown, it is hard to give hard numbers for the number of strong sites and the $\alpha$-value. From laboratory analogues, we extract that at least between 1 and 10% of the grain is populated by strong sites with an $\alpha$-value between 0.4 and 1.0 (Perets et al. 2007).

The presence of strong binding sites will increase the total surface abundance of a particle species (“normal” and strong sites) for surface temperatures above the desorption temperature associated with the “normal” binding sites. For species that have a desorption temperature well above the grain temperature of interest, the rate will only be marginally affected. The inhomogeneity of the grain surface can therefore be approximated by only including extra “strong-site species” for the surface species that have a desorption temperature below the grain surface temperature of interest. In the case of a dynamical model, in which the grain temperature changes, the chemical model should fulfil this condition for the entire temperature range.
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