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Abstract. We propose an efficient multi-class classification algorithm for remote homology detection (RHD). Unlike methods that treat RHD as a set of binary classification tasks, our algorithm solves a single multi-class classification problem by incorporating information about class-wise correlations among the proteins using joint kernel functions. Furthermore, the proposed method leads to notable reduction in computational time compared to binary classification algorithms. We evaluate our method on the Structural Classification of Proteins database and show that performance is better or comparable to several state-of-the-art algorithms for protein classification and remote homology detection.

1 Introduction

Remote homology detection (RHD) is a challenging and well studied problem in computational biology. A common approach for detecting remote homologs is based on the assumption that similarity of the protein sequences may also imply structural and functional similarity. Algorithms calculating similarity between proteins such as BLAST, PSI-BLAST (e.g. [1]) have been successfully used for this task. Recently a number of machine learning methods have been shown to be particularly applicable for the task where it is necessary to infer structure and function of the protein. The task of predicting the biological function of a protein can be formalized as a classification problem where proteins belonging to the same family (having same function) have the same class label.

This discriminative approach for detecting remote homology has been proposed in several studies e.g. [2, 3]. In recent work [4] the RHD task is treated as a ranking problem. It has been shown that algorithms developed within this (classification/ranking) framework are performing significantly better compared to the methods based solely on similarity evaluation (e.g. BLAST).

When considering detection of multiple homologs within a classification framework a common approach is to divide the task into several binary classification problems e.g. [3], each constituting the task of predicting homologs belonging to single family. This approach requires training of as many binary classifiers as
the number of available families and can be computationally prohibitive. Furthermore, by considering classification problems separately one does not take into account possible correlations between the “multi-homolog” proteins e.g. the proteins that are associated with more than one class label. In this study, we address the problem of protein sequence classification by using an efficient multi-class classification algorithm proposed in [5]. Our method leads to a significant decrease in computation time and gives results comparable to some of the state-of-the-art methods for RHD. We evaluate the performance of our algorithm on Structural Classification of Proteins (SCOP) database [6].

2 Algorithm

In this work we follow suggestions given in [7] and [8] on how to treat multi-class classification problems. The approach is known as error-correcting output codes (ECOC). The key idea is to construct the coding matrix \( C \in \{-1, 1\}^{\kappa \times p} \), where \( p \) is some positive integer and \( \kappa \) is the number of classes, such that the rows of the matrix have good error correcting properties (e.g. a large Hamming distance). We note that this setting is a generalization of a one-versus-all scheme. Given a new example \( x' \) from input space \( \mathcal{X} \), we can predict the corresponding label \( y' \) by finding the row of the coding matrix that is “closest” to \( f = (f_1(x'), \ldots, f_p(x')) \), where \( f_s(x'), s = 1, \ldots, p \) are the prediction functions constructed for each column of the output matrix.

1) Multiple Output Prediction

Our choice of basic learning algorithm is regularized least-squares (RLS) [9]. RLS has been shown to perform comparably to state-of-the-art supervised learning algorithms (e.g. SVM) and has several computational advantages one of which is efficient extension to handle multiple output prediction problems. Suppose instead of having a single column matrix for the outputs, we now have an \( n \times p \)-matrix, where \( p \) is the number of outputs and \( n \) is the number of data points. Denote the output matrix as \( Y \in \mathbb{R}^{n \times p} \). In the context of multi-class classification using ECOC the rows of \( Y \) would be the same as those of the coding matrix \( C \). We use the dataset \( D = (X, Y) \) originating from a set \( \{(x_i, y_i)\}_{i=1}^n \) of data points, where \( X = (x_1, \ldots, x_n)^T \in \mathcal{X}^n \), \( Y = (y_1, \ldots, y_n)^T \in \mathbb{R}^{n \times p} \). We write the minimization problem as

\[
\min_{f} J(f, D) = \sum_{i=1}^{p} \sum_{j=1}^{n} (y_{ji} - f_i(x_j))^2 + \lambda \|f_i\|_2^2, \tag{1}
\]

thus, the problem at hand boils down to solving \( p \) independent regression tasks. It can be shown, when solving (1) in dual [9], that the coefficient vectors \( A \in \mathbb{R}^{n \times p} \) that determine a minimizer of (1) can be computed as \( A = (K + \lambda I)^{-1}Y \), where \( K \in \mathbb{R}^{n \times n} \) is a kernel matrix. The problem of finding the optimal hypothesis can be solved by finding the coefficients \( a_{bh}^s \), \( 1 \leq h \leq n \), for every output matrix.
column $Y_s$, $s = 1, \ldots, p$. We note that using a square loss function leads to an efficient multi-output regression solution, namely we obtain predictions for each output by inverting the kernel matrix only once and therefore the complexity of the algorithm is hardly increased compared to a standard single output problem.

2) Co-regularization on Joint Kernels

The co-regularization approach \( \text{e.g.} [10, 11] \) is used to take unlabeled data into the learning process. In this work we define a co-regularized algorithm that operates in a fully supervised setting, namely when the error of each function on the labeled data is small and prediction functions constructed using different feature spaces on the same dataset are similar. We consider $N$ feature spaces $\mathcal{H}_1, \ldots, \mathcal{H}_N$ along with their corresponding kernel functions $k^{(v)} : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$, $1 \leq v \leq N$, in our co-regularization approach. We construct some of the views using a joint kernel function on inputs-outputs such as following Gaussian:

$$k((x, y), (x', y')) = \exp \left[-\frac{||x-y-(x'-y')||^2}{2\sigma^2}\right].$$

In the classification task, we search for a vector $f = (f_1, \ldots, f_N) \in \mathcal{H}_1 \times \ldots \times \mathcal{H}_N$ of prediction functions which minimizes

$$J(f, D) = \sum_{v=1}^{N} c(f^{(v)}, D) + \lambda \sum_{v=1}^{N} ||f^{(v)}||_{\mathcal{H}_v}^2 + \nu \sum_{v,a=1}^{N} c(f^{(v)}, f^{(a)}, D),$$

where $\lambda, \nu \in \mathbb{R}^+$ are regularization parameters and $c$ is a loss function measuring the disagreement between the prediction functions of the views. By minimizing the objective function in (2) we obtain coefficient vectors for predicting the unknown class label.

3) Class Label Estimation

If joint kernels are used to construct the feature spaces in co-regularization, the unknown label has to be provided to the algorithm when making a prediction. Due to the fact that in multi-class classification problems the set of possible class labels that can be assigned to the new example is known, our strategy is to compute predictions by considering all possible labels. According to the representer theorem \[12\] the prediction function for (2) can be written as $f^{(v)}(x', y') = \sum_{i=1}^{n} a_{i}^{(v)} k^{(v)}((x', y'), (x_i, y_i))$, where $x'$ is an unseen example, $y' \in \{C_1, \ldots, C_{\kappa}\}$ is the encoding of the label, and $a_{1}^{(v)}, \ldots, a_{n}^{(v)} \in \mathbb{R}^p$ are the coefficients. We take the average over all views $g^*(x', y') = \frac{\sum_{v=1}^{N} f^{(v)}(x', y')}{N}$, and define the loss based decoding function that calculates the distance between the prediction and the rows of the coding matrix $d_L(C_i, f^*(x', y')) = \sum_{j=1}^{\kappa} (C_{ij} - f^*_j(x', y'))^2$. Finally, we select the label to be assigned to the new data point $x'$ by choosing the class $i^*$ with the smallest distance: $i^* = \arg\min_{i} d_L(C_i, f^*(x', y'))$. 
3 Experiments

To evaluate the performance of our algorithm we conduct experiments on the SCOP database [6]. The aim is to classify protein domains into SCOP-superfamilies. We follow the experimental setup and use the dataset described in [3]. For each family, the protein domains within the family are considered positive test examples, and protein domains outside the family but within the same superfamily are considered as positive training examples. Negative examples are taken from outside of the positive sequences’ fold and are randomly split into training and test sets in the same ratio as positive examples. The protein sequences belonging to different families but to the same superfamily are considered to be remote homologs in SCOP.

For each family (single binary classification task) we perform 10-fold cross-validation on the training set for selecting appropriate regularization and kernel parameters (we use the spectrum kernel [13]) for our algorithm. The RLS algorithm has regularization parameter $\lambda$ that controls the trade-off between the minimization of the training error and the complexity of the regression function. Once the best parameters are found the algorithm is trained on the complete training set with the selected parameters and its performance is evaluated on a separate test set.

For the multi-class classification setting we randomize the complete dataset and use two thirds for training and reserve one third for testing purposes. We ensure that at least one example belonging to every class is present both in training and test sets. We again use 10-fold cross-validation on the training set to select the best parameters. Here in addition to $\lambda$ we search for $\nu$ that controls the influence of the co-regularization term. Once the parameters are estimated we train the algorithm on the complete training set and evaluate the performance on the test set. Finally, we perform the whole experiment (multi-class classification) 10 times (every time re-randomizing whole dataset) and average the test set results.

To compare binary and multi-class classification we use the percentage of correctly classified instances above the random baseline. We note, that the random baseline for the multi-class classifier with 54 families is 1.85%, while for the binary classifier it is 50%. For example, if binary classifier predicts the correct label for 90% of the test examples we say that the percentage of correctly classified instances above the random baseline equals 40%. The results of the experiments are summarized in Figure 1. The plot shows the performance of the RLS algorithms with the spectrum kernel when treating RHD as a multiple binary classification problem. A point in the figure indicates the classification performance of the algorithm on a single family from SCOP dataset. The vertical lines depict the result obtained by our multi-class classification algorithm (JMcoreg) and standard multi-class SVM. It can be noted that our multi-class algorithm obtains the performance that is better than standard multi-class SVM and the average of RLS in binary classification, while notably decreasing computational time. Finally, we evaluate statistical significance of the performance differences over 10 reruns between SVM and our algorithm using a Wilcoxon signed-ranks
test. The test indicates that the differences are statistically significant (p < 0.05).
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Fig. 1. Family-by-family performance comparison of RLS with the spectrum (subsequences of length 3) kernel. The coordinates of each point represent percentage of correctly classified examples (above the random baseline) obtained for one SCOP family. The vertical lines show the performance of the multi-class classification algorithms.

4 Conclusions

In this study, we propose an algorithm for efficient remote homology detection. Unlike many other methods our multi-class classification algorithm uses a co-regularization framework and allows construction of expressive features on input-output spaces. Furthermore, it leads to notable decrease in training time compared to algorithms that treat remote homology detection as a set of binary classification problems.

We test the performance of our algorithm on the Structural Classification of Proteins database and show that results are better or comparable to that of the state-of-the-art learning algorithms frequently applied for protein classification and remote homology detection\(^3\), while leading to notable benefits in runtime.

\(^3\) We have also conducted several experiments where the performance of the learning algorithm for binary classification problems was evaluated using AUC measure. By examining the results reported in [3, 13, 14], etc. we further suggest that proposed algorithm often gives results better or comparable to the algorithms frequently used for remote homology detection.
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