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ABSTRACT
The goal of the SpeechDat project is to develop spoken language resources for speech recognisers suited to realise voice driven teleservices. SpeechDat created speech databases for all official languages of the European Union and some major dialectal varieties and minority languages. The size of the databases ranges between 500 and 5000 speakers. In total 20 databases are recorded over the fixed telephone network, 5 databases over the cellular network, and 3 databases are designed for speaker verification. To date the project has successfully reached its end. This paper briefly describes the project, addresses the validation of the databases, their availability to consortium members and third parties, publicity and awareness, and the spin-off of the project in speech recognition research.

1. INTRODUCTION
For current speech recognition technology, the availability of spoken language resources (SLR), i.e. speech databases, pronunciation lexica and text corpora, is crucial [17]. These SLR are language specific and have to be tuned to the specific application area. The goal of the SpeechDat project [18,19] is to create speech databases to train speaker-independent recognisers for all official languages in the European Union. Such recognisers can be used for any voice driven teleservices and can be accessed via the fixed and the cellular network. SpeechDat is the first project in which commercially usable speech databases have been produced within an international consortium of industrial and academic partners. This consortial approach was chosen because it allows the free exchange of equivalent databases which are otherwise expensive and time-consuming to produce for each partner individually.

A crucial issue was the specification of the databases. The databases should be designed to train several special-purpose recognisers (e.g. recognition of isolated command words, digit strings, numbers, dates, continuous speech). Further, the databases should cover the various speaker-related, environmental, and transmission characteristics. Additionally, the project was restricted in terms of cost and time. Given these demands and constraints the optimal design of the databases had to be primarily gained by the project itself: There were no comparable databases where these issues could be studied. Consequently the specification of the SpeechDat databases was based on the best knowledge and ‘feeling’. As the databases are ready now and the first teleservices have been set into the field all these open questions can now be investigated. Due to the commercial success of the distribution of the SpeechDat databases via the European Language Resource Distribution Agency ELDA [28] and due to the many successor projects building the ‘SpeechDat Family’ [29] the chosen specification seems to be a solid basis for training all the different types of recognisers.

2. BASICS OF THE PROJECT
The main result of the project are 28 databases each containing between 500 and 5000 annotated calls (cf. Table 1):
- 20 databases recorded over the fixed telephone network (FDB)
- 5 databases recorded over the mobile network (MDB)
- 3 databases designed for speaker verification (SDB)

They cover all official languages of the European Union and some major dialectal varieties and minority languages. Each database comes with an orthographic transcription for each speech file and a lexicon which contains a canonical phoneme transcription of each word in the transcriptions.

With some tolerance the following demographic criteria are met with respect to the selection of speakers:
- gender: 50% male and female
- age: min. 20% 16–30 years, min. 20% 31–45 years, min. 15% 46–60 years
- region: all accent regions covered proportionally

Recordings were made from different environments: For FDB two environments were distinguished: home-office, and public place. For MDB and SDB, four environments were defined: home-office, public place, along a busy street, and moving vehicle.

All of the databases have a common core of recorded utterances (cf. Table 2) and a consistent design of the
format which facilitates the development of teleservices in several languages considerably [21,22,23,24].

Table 1: Overview of all SpeechDat databases

<table>
<thead>
<tr>
<th>DB-ID</th>
<th>Type</th>
<th>Language (variant)</th>
<th># calls</th>
<th># calls per speaker</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FDB</td>
<td>Danish</td>
<td>4000</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>FDB</td>
<td>Flemish</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>FDB</td>
<td>French (Belgium)</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>FDB</td>
<td>German (Luxembourg)</td>
<td>500</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>FDB</td>
<td>French (Luxembourg)</td>
<td>500</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>FDB</td>
<td>English (UK)</td>
<td>4000</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>SDB</td>
<td>English (UK)</td>
<td>2400</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>FDB</td>
<td>Welsh</td>
<td>2000</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>MDB</td>
<td>English (UK)</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>FDB</td>
<td>Finnish</td>
<td>4000</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>FDB</td>
<td>Swedish (Finland)</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>FDB</td>
<td>French</td>
<td>5000</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>SDB</td>
<td>French</td>
<td>2400</td>
<td>20</td>
</tr>
<tr>
<td>14</td>
<td>MDB</td>
<td>Dutch</td>
<td>1000</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>FDB</td>
<td>French (Switzerland)</td>
<td>3000</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>FDB</td>
<td>German (Switzerland)</td>
<td>2000</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>SDB</td>
<td>French (Switzerland)</td>
<td>1000</td>
<td>50</td>
</tr>
<tr>
<td>18</td>
<td>FDB</td>
<td>German</td>
<td>4000</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>FDB</td>
<td>Slovenian</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>FDB</td>
<td>Greek</td>
<td>5000</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>FDB</td>
<td>Italian</td>
<td>3000</td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>MDB</td>
<td>Italian</td>
<td>1000</td>
<td>4</td>
</tr>
<tr>
<td>23</td>
<td>FDB</td>
<td>Portuguese</td>
<td>4000</td>
<td>1</td>
</tr>
<tr>
<td>24</td>
<td>FDB</td>
<td>Spanish</td>
<td>4000</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>FDB</td>
<td>Swedish</td>
<td>5000</td>
<td>1</td>
</tr>
<tr>
<td>26</td>
<td>MDB</td>
<td>Swedish</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>FDB</td>
<td>Norwegian</td>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>28</td>
<td>MDB</td>
<td>German</td>
<td>1000</td>
<td>1</td>
</tr>
</tbody>
</table>

The SpeechDat databases are recorded on telephone servers connected to ISDN lines. The signal format is 8 bit, 8 kHz, A-law.

For each of the 11 FDBs with more than 2000 speakers an additional database was created which consists of a subset of 1000 calls. These were used within the consortium as exchange material for partners who made databases of a similar size (e.g. the Norwegian FDB). Some of these 1000 speaker databases are made public via ELRA [28].

A project partner can use all SpeechDat databases which are not produced by him for exploitation, but he cannot use it for commercialisation. From 1 July 2000 at the latest all SpeechDat databases have to be made publicly available for exploitation (though not for commercialisation). At present, all databases are finished and some of them are already being distributed by ELRA.

In order to give a rough idea of the production cost: The planned total cost of the project was 3.3 MECU but this did not sufficiently cover the actual cost.

For each of the 11 FDBs with more than 2000 speakers an additional database was created which consists of a subset of 1000 calls. These were used within the consortium as exchange material for partners who made databases of a similar size (e.g. the Norwegian FDB). Some of these 1000 speaker databases are made public via ELRA [28].

A project partner can use all SpeechDat databases which are not produced by him for exploitation, but he cannot use it for commercialisation. From 1 July 2000 at the latest all SpeechDat databases have to be made publicly available for exploitation (though not for commercialisation). At present, all databases are finished and some of them are already being distributed by ELRA.

In order to give a rough idea of the production cost: The planned total cost of the project was 3.3 MECU but this did not sufficiently cover the actual cost.

Table 2: Database contents

<table>
<thead>
<tr>
<th>Utterance description</th>
<th># per call</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolated digit items</td>
<td>2</td>
</tr>
<tr>
<td>Digit/number strings</td>
<td>4</td>
</tr>
<tr>
<td>Natural number</td>
<td>1+</td>
</tr>
<tr>
<td>Money amounts</td>
<td>1</td>
</tr>
<tr>
<td>Answers to yes/no questions</td>
<td>2</td>
</tr>
<tr>
<td>Dates</td>
<td>3+</td>
</tr>
<tr>
<td>Times</td>
<td>2</td>
</tr>
<tr>
<td>Application keywords/key-phrases</td>
<td>3+</td>
</tr>
<tr>
<td>Word spotting phrase using embedded application words</td>
<td>1</td>
</tr>
<tr>
<td>Directory assistance names</td>
<td>5</td>
</tr>
<tr>
<td>Spellings</td>
<td>3</td>
</tr>
<tr>
<td>Phonetically rich words</td>
<td>4+</td>
</tr>
<tr>
<td>Phonetically rich sentences</td>
<td>9</td>
</tr>
</tbody>
</table>

3. PRODUCTION

In SpeechDat, the single most critical issue turned out to be speaker recruitment, and this was the reason for most of the delays experienced in SpeechDat. The following recruitment strategies were used [27]:

1. A market research company was charged with recruiting speakers. This approach is the most expensive, but it guarantees within a given time span a speaker population that complies with the requirements.

2. Speaker recruitment within a company was highly successful for some partners, and less successful for others. The Norwegian and Portuguese speakers were recruited mainly within the SpeechDat partner company; here, the companies proved to be sufficiently large to meet the demographic criteria of the speaker population. For other databases, e.g. the fixed network German DB, the internal recruitment was less successful; here the rate of response was less than 10%.

3. Calls for participation were published in newspapers, magazines, or on the Internet. People interested in participating were sent the prompt sheets. The rate of response varied considerably. Only very few callers could be recruited via the Internet. Paid magazine advertisements are very expensive; however, for well-targeted audiences, e.g. clients of a mobile network provider, such advertisements were a good way to start a database collection. Daily newspapers were often interested in publishing articles about the project. Such an article contains a phone number to apply for prompting material. Using newspapers with a regional distribution allowed the targeted collection of speech from specific regions.

4. In a snowball system, speakers are asked to recruit further speakers. The recruiter would receive an extra incentive, usually proportional to the number of speakers recruited, e.g. additional lottery tickets.

In all recruitment schemes speakers were offered an incentive to participate, e.g. a telephone card or a lottery ticket.
In SpeechDat annotation was purely orthographical with mispronunciation, noise and signal truncation markers. Annotations were performed by trained transcribers, usually phonetics or language science students. The annotation of an entire call of approx. 3.5 minutes speech took about 20 to 30 minutes. The annotation of spontaneous items naturally is slower, especially for utterances longer than 5 seconds. To speed up the annotation, some tools present the original prompt text to the transcriber so that this text had to be edited only; some tools feature editing buttons that perform often needed conversion tasks, e.g. conversion of digits to strings. Also, the use of off-line signal processing, e.g. to determine begin and end of speech, made the annotation more efficient. Finally, a consistency checker for the annotations allowed only formally correct annotations to enter the label files.

4. VALIDATION
SpeechDat followed a unique evaluation campaign in order to assure that all databases meet the specifications that were originally set up. Unique in the sense that an independent organisation checked all databases within and thus as part of the project itself. The following aspects of a database were checked and compared to the validation criteria as agreed by the consortium: completeness and correctness of documentation; compliance to the database format specifications; completeness of recordings; correctness of the distributions of individual items; quality of the speech signals; balances of speaker and environmental distributions; completeness of the lexicon; quality of the orthographic transcriptions (checked by a native speaker of the language). The exact validation criteria for the databases, grouped for database class (FDB, MDB, SDB), are listed in [25].

The approval of a database for the SpeechDat consortium was not determined by the validation centre but by the Steering Committee of the project on the basis of the validation report edited by the validation centre. A database was re-validated if the consortium or the producer considered it necessary that (part of) a database be rectified. Table 3 shows the number of databases that were accepted in the first pass. All databases which were not approved were corrected and offered for revalidation. As a consequence, all originally envisaged databases are produced and meet the SpeechDat quality standards.

Table 3: Number of databases accepted after validation

<table>
<thead>
<tr>
<th></th>
<th>FDB</th>
<th>MDB</th>
<th>SDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted</td>
<td>16</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Revalidation need</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Under validation</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>TOTAL</td>
<td>20</td>
<td>5</td>
<td>3</td>
</tr>
</tbody>
</table>

In general, MDBs and SDBs had more difficulties to pass the validation than FDBs, the reason being that more criteria had to be met, e.g. the number of calls per speaker and the stricter environmental conditions. Not all original validation criteria could be maintained. For some checks the high number of databases failing the test indicated that there was something wrong with the criterion rather than with the databases. Thus in the course of the project, three criteria were revised. These pertained to: 1. The minimum number of tokens per phone in the phonetically rich words; 2. the compensation of missing files by other items in the database; 3. The maximum number of missing files for SDB.

5. EVALUATION OF THE USE OF THE SPEECHDAT DATABASES
The main application of the SpeechDat databases is the development of telephone speech recognition and verification systems. Such development is indeed taking place, both among commercial recogniser manufacturers and in research laboratories. A number of research results have already been published, e.g. in language identification [8], multilingual recognition [2,3], speaker verification [16] and general acoustic-phonetic modelling and adaptation for different environments and tasks [4,5,9,10,11,12,14,15]. Apart from this, the SpeechDat databases also represent a valuable collection of dialects and speakers for corpus-based linguistic and phonetic studies [1,6,7,13].

So far, most of the work published has been based on a precursor project called SpeechDat(M) [29]. The SpeechDat design differs from this, by the number of speakers and the languages covered, by the addition of mobile network and speech verification material, and by the improved phonetic coverage, especially in the isolated word corpora. In [12], it is shown that a straightforward HTK-based phonetic recogniser trained on a SpeechDat FDB1000 achieves reasonably good results (e.g. 14.3% errors on a 1100 “city name” recognition task), and that the phonetically rich isolated word and name material contributes significantly to the recognition performance.

Within the COST Action 249 "Continuous speech recognition over the telephone", a cooperative effort is being made to create a common, flexible vocabulary recogniser design based on SpeechDat databases and the HTK toolkit, using a fully automatic and language-independent training procedure. Preliminary test results are available for a few languages (Norwegian, Swiss German, Slovenian, English and Swedish), and show that a language-independent design is indeed feasible using the information present in SpeechDat. From the results obtained so far, error rates for an isolated digit task are 2.6% for Swedish, 2.3% for Norwegian and 4.2% for Slovenian. On a 30 “application word” recognition task, 1.5% errors have been obtained for Swedish, 4.9% for Norwegian and 0.9% for Swiss.
varieties have been created. The SpeechDat formula is
Latin America) [20].
European languages), and SALA (SpeechDat Across
long in a number of successor projects: SpeechDat
Car (aiming at wideband and GSM recordings in the car
[26]), SpeechDat(E) (FDBs for five central and eastern
European languages), and SALA (SpeechDat Across
Latin America) [20].
It was further decided to register SpeechDat as an
Internet domain and to continue to maintain the
All publicly available specifications and reports can be
found on this server, and all SpeechDat-related projects
can be accessed from there.
Within the SpeechDat consortium a procedure for error
correction was defined. Users of the databases are
encouraged to report noted errors to our Web site. At
(irregular) intervals update patches will be created and
released based on these error reports.
Furthermore, a demonstration CD-ROM was produced
which contains all public reports and samples from all
speech databases. Finally, it is planned to organise an
international workshop on the experiences gained with
SpeechDat and similar databases in the Spring of 2000.
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