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Abstract
There are various kinds of adaptation which can be used to enhance the performance of automatic speech recognizers. This paper is about pronunciation adaptation at the lexical level, i.e. about modeling pronunciation variation at the lexical level. In the early years of automatic speech recognition (ASR) research, the amount of pronunciation variation was limited by using isolated words. Since the focus gradually shifted from isolated words to conversational speech, the amount of pronunciation variation present in the speech signals has increased, as has the need to model it. This is reflected by the growing attention for this topic. In this paper, an overview of the studies on lexicon adaptation is presented. Furthermore, many examples are mentioned of situations in which lexicon adaptation is likely to improve the performance of speech recognizers. Finally, it is argued that some assumptions made in current standard ASR systems are not in line with the properties of the speech signals. Consequently, the problem of pronunciation variation at the lexical level probably cannot be solved by simply adding new transcriptions to the lexicon, as it is generally done at the moment.

1. Introduction

"...Yet of those which do survive, the best adapted individuals, supposing that there is any variability in a favourable direction, will tend to propagate their kind in larger numbers than the less well adapted.”
Charles Darwin, 1859 [18: p. 93]

During human evolution, the vocal organs adapted themselves in such a way that producing speech sounds became possible (which was not the original function of the vocal organs). Simultaneously, our perceptive system adapted itself in order to be able to process those speech sounds. Nowadays, we are trying to adapt automatic speech recognizers in order to improve their processing of those speech sounds that humans learned to produce and understand throughout a long period of evolution.

The theme of this workshop is adaptation for automatic speech recognition. Various kinds of adaptation are possible. In the announcement of this workshop the following types were mentioned: speaker adaptation, lexicon/pronunciation adaptation, language model adaptation, database/environment adaptation, noise/channel compensation. This paper will focus on lexicon/pronunciation adaptation. For a discussion of the other kinds of adaptation to reader is referred to the other papers in this proceedings.

Before I explain what lexicon/pronunciation adaptation stands for in this paper (at the end of the current paragraph), I would like to make a few remarks about the lexicon first. Whereas acoustic models and language models are generally the output of an optimization procedure, this is not the case for the lexicon. The lexicon, together with a corpus, is usually the input, and not the output, of a training procedure (exceptions are the procedures described in [4, 42, 43, 85]). Furthermore, the lexicon is the interface between the words and the acoustics. The lexicon defines the acoustic-phonetic units used during recognition, which are usually phones (although other units have been studied, see e.g. [4, 19, 34, 42, 43, 85]). The pronunciations present in the lexicon are transcriptions in terms of these acoustic-phonetic units. The lexicon can be adapted by adding new words to the lexicon, in order to reduce the out-of-vocabulary (OOV) rate. This will certainly lower the word error rate. However, this type of lexicon adaptation will not be addressed in this paper. In this paper I will deal with the kind of lexicon adaptation that is necessary to model pronunciation variation, i.e. pronunciation adaptation at the lexical level.

The need for modeling pronunciation variation in ASR originates from the simple fact that the words of a language are pronounced in many different ways as a result of variations in speaking style [24], degree of formality [53, 55], interlocutor [15, 32, 33], environment [46, 47], speech disability [22, 52, 58, 59, 89], accent or dialect [55], socioeconomic factors [82], anatomical differences, and emotional status [63, 69]. In the early years of ASR research, the amount of pronunciation variation was limited by using isolated words. Isolated word recognition requires speakers to pause between words, which of course reduces the degree of interaction between words. Moreover, in this case speakers also have the tendency to articulate more carefully. Although using isolated words makes the task of an ASR system easier, it certainly does not do the
same for the speaker, because pausing between words is
definitely unnatural. Therefore, attempts were made in
ASR research to improve technology, so that it could
handle less artificial speech. As a result, the type of
speech used in ASR research has gradually progressed
from isolated words, through connected words and
carefully read speech, to conversational or spontaneous
speech. It is clear that in going from isolated words to
conversational speech the amount of pronunciation
variation increases. Since the presence of variation in
pronunciation may cause errors in ASR, modeling
pronunciation variation is seen as a possible way of
improving the performance of current systems.

Pronunciation adaptation at the lexical level has
been a research topic since the early 1970s. For instance,
many articles in the proceedings of 'the IEEE
Symposium on Speech Recognition' from April 1974
[23] mention the need to include multiple pronunciations
in the lexicon and suggest using phonological rules to
generate these variants [5, 13, 30, 45, 65, 66, 71, 78, 84,
90]. Lately, there has been an increase in the amount of
research on this topic (see e.g. the many references
below). An overview of the approaches described in the
literature is presented in section 3, followed by a
discussion in section 4. But first some examples of
lexicon adaptation are given in section 2.

2. Examples of lexicon adaptation

In this section, a number of examples of lexicon
adaptation are presented. These examples will illustrate
that adaptation can be used in various situations, and
can be done in various ways depending on the material
that is available, on the target to which the system
should be adapted, and on other factors that are
described below.

Adaptation can be done on-line, while a user is
speaking to the speech recognizer, or off-line, during
research and development. The off-line adaptation can
be done manually (by an expert) or automatically,
whereas the on-line adaptation should always be done
automatically (i.e. it cannot be done by the user). In
general, the goal of off-line adaptation is to make the
ASR system more user independent (in the sense that the
speech recognizer should be more capable of
recognizing many different speakers), whereas the goal
of on-line adaptation is to make the speech recognizer
more user dependent (so that it better recognizes this
particular user).

The kind of adaptation that can be performed
depends on the material that is available for adaptation,
both the kind and the amount of material. The amount
of available material can differ considerably across
situations. For off-line adaptation existing corpora are
used, or new corpora are collected, and the amount of
material is delimited by the size of these corpora.
During on-line adaptation the amount of material
depends on the application. For instance, some spoken
dialogue systems are used only for a short time by a
single user (just a couple of questions and answers),
whereas dictation systems and voice activated mobile
telephones are generally used by the same speaker for a
much longer period. The kind of material available for
lexicon adaptation can be speech signals, text or both.
In order to derive entries for the lexicon from speech
signals and text, transcription and grapheme-phoneme
conversion are needed, respectively. It is
obvious that text can only be used if the interface allows
entering text, as is the case for dictation systems and
voice activated mobile telephones. In all other cases,
adaptation can only be done on the basis of speech
signals.

Another important factor is the target to which
the system should be adapted. The target can be a single
user, an accent, a dialect, or a particular language
background. The latter is the case when a non-native
speaks to a system, not using his mother tongue, but the
language of the system. Computer-assisted-language-
learning (CALL) systems are specially developed for
non-native users, and it is now becoming customary to
integrate ASR components into these CALL systems
(see e.g. [25], and many papers in the proceedings of
the ESCA workshop STiLL: Speech Technology in
Language Learning [111]). However, even speech
recognizers that are not specially developed for
non-native users can and will be used by non-native
speakers, e.g. speech recognizers that are part of freely
accessible spoken information systems (see e.g. [6]).
Since the way people pronounce foreign words depends
to a large extent on their mother tongue, it seems
reasonable to assume that non-native speech recognition
can be improved by means of language adaptation. A
related issue is the recognition of foreign words,
especially foreign names. This issue has received
increasing attention recently (see e.g. [57, 73]) because
many current applications contain foreign names, and
the recognition of these foreign names appears to be
problematic. Also in this case adaptation can lower the
error rates.

Another example, one that is maybe less known
in the ASR community, is ASR for people with a speech
handicap, e.g. ASR for people with dysarthria [22, 52,
58, 59, 89]. Since the pronunciations of individuals with
speech disabilities often differ substantially from the
canonical pronunciations present in a standard ASR
lexicon, lexicon adaptation could be beneficial in many
cases. It is interesting to note that speaker adaptation for
individuals with a speech handicap is often tackled from
two sides: (1) the speech recognizer is adapted to the
speaker, and (2) the speaker is adapted to the speech
recognizer through speech training [52, 59]. Although it
is known that many speakers change the way they
articulate when addressing a speech recognizer,
adaptation of the speaker to the speech recognizer is
generally not viewed as a viable method to do speaker adaptation. The reason why this approach is used for individuals with a speech handicap is probably that in these cases standard dictation systems are used, which allow adaptation of the acoustic models by means of speaker enrollment and in certain cases even addition of entries to the lexicon, but they do not allow changing the pronunciations present in the lexicon. The pronunciations in the lexicon often differ substantially from the pronunciations of these individuals, which results in a decrease in performance. Since the pronunciations in the lexicon cannot be adapted, the individuals are trained to change their pronunciations in order to increase recognition performance. Although, at a first glance, this may not seem a user friendly approach, the advantage it offers is that the intelligibility of these individuals can improve, which has already been observed.

Finally, the target can be constant or changing over time. To continue with the above mentioned example: some forms of dysarthria are progressive, and, consequently, the pronunciations of these individuals are not constant. Similarly, the pronunciations of users of CALL systems also change over time. At least, this is what one hopes. After all, the goal of such CALL systems is that learners acquire the foreign language and its correct pronunciation, and thus, hopefully, their pronunciation should gradually improve. In cases such as these, in which the target is not constant, the overall performance of the speech recognizer can probably be improved by repeating the adaptation regularly.

All the examples above illustrate situations in which lexicon adaptation is likely to be beneficial. This raises the question as to when lexicon adaptation should be applied. In most publications on lexicon adaptation this question is not addressed. It is obvious that the answer to this question depends on the differences between the pronunciations of the speech signals (utterances of an individual or a group of individuals) and the pronunciations contained in the lexicon. The following three properties of these differences seem to be important: (1) frequency, (2) magnitude, and (3) description of these differences. After all, it is more likely that lexicon adaptation can improve the performance of a speech recognizer if the following three criteria are met: (1) the differences occur frequently, (2) the differences are large, and (3) the differences can be expressed in terms of the acoustic-phonetic symbols present in the lexicon.

Not all of the cases discussed in this section received equal attention in the past. For instance, there are more publications on automatic off-line adaptation in which the starting point is a lexicon with canonical transcriptions which is optimized for a certain corpus, than publications on the other cases of lexicon adaptation. It is inevitable then that the overview below contains many references to studies about the first type of adaptation, and fewer references to studies about other types of adaptation.

3. Lexicon adaptation: Overview of approaches

In this section an overview is presented of the approaches to lexicon adaptation that have been proposed so far. First, in section 3.1, I discuss the types of pronunciation variation that have been modeled. Since all methods require the following two steps:

1. finding information on pronunciation (variation), and
2. using this information in ASR,

these two aspects are addressed separately in sections 3.2 and 3.3, respectively.

3.1. Type of pronunciation variation

An important distinction that is often drawn in pronunciation variation modeling is that between within-word variation and cross-word variation. Within-word variation is typically the sort of variation that can easily be modeled at the level of the lexicon by simply adding pronunciation variants [1, 2, 3, 4, 7, 8, 9, 10, 14, 16, 26, 27, 29, 31, 39, 42, 43, 44, 48, 49, 54, 56, 60, 61, 62, 72, 74, 75, 83, 86, 88, 91, 95, 97, 98]. Besides within-word variation, cross-word variation also occurs, especially in continuous speech. Therefore, cross-word variation should also be accounted for. A solution combining the ease of modeling at the level of the lexicon and the need to model cross-word variation is the use of multi-words [7, 27, 48, 64, 70, 72, 86]. In this approach, sequences of words (usually called multi-words) are treated as one entity in the lexicon and the variations that result when the words are strung together are modeled by including different variants of the multi-words in the lexicon. It is important to note that, in general, with this approach only a small portion of cross-word variation is modeled, e.g. the variation occurring between words that occur in very frequent sequences. Besides the multi-word approach, other methods have been proposed to model cross-word variation such as those described in [3, 8, 9, 14, 16, 60, 67, 70, 79, 83, 96, 97].

Given that both within-word variation and cross-word variation occur in running speech, it is necessary to model both types of variation. This has already been done in [7, 8, 9, 14, 16, 27, 48, 60, 74, 83, 86, 97].

3.2. How to obtain the information on pronunciation

An important step in lexicon adaptation is finding information on pronunciation variation. Although much of this information can be found in the literature, this generally appears turns out to be insufficient for various
reasons, the most important being that it mostly concerns laboratory speech instead of spontaneous speech. In the sections below, I briefly examine two different approaches for gathering information on pronunciation variation: knowledge-based and data-driven methods.

### 3.2.1. Knowledge-based

In knowledge-based studies, information on pronunciation variation is primarily derived from sources that are already available [1, 3, 10, 14, 21, 26, 27, 48, 50, 51, 54, 56, 60, 64, 67, 70, 76, 79, 83, 92, 96, 98]. The existing sources can be pronunciation dictionaries (see e.g. [76]), or rules on pronunciation variation from linguistic studies. In general, these rules are optional phonological rules concerning deletions, insertions and substitutions of phones [1, 3, 12, 14, 26, 27, 48, 54, 56, 60, 64, 67, 70, 79, 83, 96, 98]. A possible drawback of knowledge-based methods is that these sources usually only provide qualitative information about the pronunciations, and no quantitative information. Since quantitative information is needed for ASR, it has to be obtained from the acoustic signals. Furthermore, not many suitable pronunciation dictionaries do exist. Finally, as mentioned above, most of the available sources contain information on the variations that occur in laboratory speech, whereas information concerning spontaneous speech is generally lacking.

### 3.2.2. Data-driven

The idea behind data-driven methods is that information on pronunciation variation is obtained directly from the speech signals [2, 4, 8, 9, 16, 29, 31, 37, 38, 39, 41, 42, 43, 44, 49, 61, 62, 64, 69, 72, 74, 75, 86, 88, 91, 95, 97]. To this end, the acoustic signals are analyzed in order to determine the different ways in which the words are realized. A common stage in this analysis is transcribing the acoustic signals. Transcriptions of the acoustic signals can be obtained either manually [21, 29, 37, 38, 39, 61, 74, 75, 96] or (semi-) automatically [1, 2, 4, 7, 16, 31, 42, 48, 49, 56, 62, 72, 74, 83, 88, 91, 95, 97]. The latter is usually done either with a phone(me) recognizer [2, 31, 62, 72, 91, 95] or by means of forced recognition (which is also referred to as forced alignment or Viterbi alignment) [1, 4, 7, 16, 48, 49, 56, 74, 83, 97].

The transcriptions can simply be stored in a list, and a selection of them can be added to the lexicon (see section 3.3). However, usually formalizations are derived from the data-driven transcriptions [2, 16, 20, 31, 44, 49, 72, 91, 97]. In general, this is done in the following manner. The transcriptions of the utterances are aligned with the corresponding canonical transcription (obtained by concatenating the canonical transcriptions of the individual words). Alignment is done by means of a Dynamic Programming (DP) algorithm [16, 29, 31, 39, 49, 72, 74, 91, 95, 96, 97]. The resulting DP-alignments can then be used to:
- derive rewrite rules [2, 16, 49, 72, 97],
- train an artificial neural network [20, 31],
- train decision trees [29, 74], and to
- calculate a phone confusion matrix [91].

In these four cases, the information about pronunciation variation present in the DP-alignments is formalized in terms of rewrite rules, artificial neural networks, decision trees and a phone confusion matrix, respectively.

### 3.3. How to use the information on pronunciation

In the previous section an overview was given of the various ways in which information on pronunciation can be obtained. I here proceed to describe how the information thus obtained can be used for ASR.

Pronunciation adaptation at the level of the lexicon is usually done by adding pronunciation variants, and their transcriptions, to the lexicon [1, 3, 7, 10, 14, 16, 21, 26, 27, 31, 42, 43, 44, 49, 56, 60, 62, 64, 67, 72, 74, 76, 86, 91, 95, 96, 97, 98]. In order to be able to add pronunciation variants to the lexicon, these pronunciation variants first have to be generated. A discussion of this stage is offered in the following section.

#### 3.3.1. Variant generation

The pronunciation variants can be generated manually [3, 74] or selected from specific lists [28]. However, they usually are generated automatically by means of various procedures:
- rules [1, 2, 3, 14, 16, 28, 48, 49, 60, 64, 72, 83, 97],
- artificial neural networks [31],
- grapheme-to-phoneme converters [56],
- phone(me) recognizers [62, 64, 72, 86, 95],
- optimization with maximum likelihood criterion [42, 43], and
- decision trees [29, 74].

#### 3.3.2. Variant selection

The rationale behind adding pronunciation variants to the lexicon is that, with multiple transcriptions of the same word, the chance is increased that the speech recognizer selects a transcription belonging to the correct word (for an incoming, unknown signal). In turn, this should lead to lower error rates. However, adding pronunciation variants to the lexicon usually also introduces new errors because the confusability within the lexicon increases, i.e. the added variants can
be confused with those of other entries in the lexicon. This can be minimized by making an appropriate selection of the pronunciation variants, by, for instance, adding only the set of variants for which the balance between solving old errors and introducing new ones is positive. Therefore, in many studies tests are carried out to determine which set of pronunciation variants leads to the largest gain in performance [16, 31, 42, 43, 44, 48, 49, 56, 62, 64, 74, 86, 91, 97]. For this purpose, different criteria can be used, such as:

- frequency of occurrence of the variants [48, 49, 72, 74, 83, 95],
- a maximum likelihood criterion [42, 43, 44],
- confidence measures [86], and
- the degree of confusability between the variants [86, 91].

A description of a method to detect confusable pairs of words or transcriptions is given in [77]. If rules are used to generate pronunciation variants, then certain rules can be selected (and others discarded), as in [16, 56, 83, 97] where rules are selected on the basis of their frequency and application likelihood.

4. Discussion

Automatic speech recognizers make errors, and the number of errors is especially large when conversational, extemporaneous speech has to be recognized. These errors have various sources: pronunciation variation, noise, training-recognition mismatch, etc. Therefore, there are also various kinds of adaptation techniques that try to resolve (part of) these errors. In general, it is not known what the contribution of each of these different error sources is, and thus it is impossible to known beforehand how much improvement can be obtained with each of these adaptation techniques. Furthermore, the contribution of each error source will differ across situations and interaction effects between the sources are also possible. For instance, it is well-known that if there is a lot of background noise, people will often change the way they pronounce speech sounds (Lombard effect). In such a case, both the background noise itself and the resulting pronunciation variation can cause recognition errors (see e.g. [46, 47]). Finally, there can be an overlap in the errors that are resolved by the different adaptation techniques.

In this paper, we have looked at the errors that can be resolved by adapting the lexicon. Usually this is done by adding pronunciation variants to the lexicon. However, previous results have shown that only adding pronunciation variants to the lexicon during recognition is sub-optimal. Better results are generally obtained when also the probabilities of the pronunciation variants are taken into account (either in the lexicon or in the language model), and sometimes retraining the acoustic models results in an extra improvement [48, 49, 54]. In short, the best results are generally found when pronunciation variants are used during training and recognition, at all levels of the speech recognizer: lexicon, acoustic models and language models. Furthermore, a problem with this method is that certain words have numerous variants with very different frequencies of occurrence. Some quantitative data on this phenomenon can be found in [37]. For instance, if we look at the data for the word ‘that’, (in Table 2 on page 50 of [37]) we can see that this word appears 328 times in the corpus used by Greenberg, that it has 117 different pronunciations and that the most frequent variant only covers 11% of all pronunciations. In principle one could include all 117 variants in the lexicon and it is possible that this will improve recognition of the word ‘that’. However, this is also likely to increase confusability. If many variants of a large number of words are included in the lexicon the confusability can increase to such an extent that recognition performance may eventually decrease. This implies that variant selection constitutes an essential part of this approach.

An obvious criterion for variant selection is frequency of occurrence. Adding very frequent variants is likely to produce a more substantial improvement than adding infrequent variants. However, in many cases the frequency of the pronunciation variants gradually diminishes, and thus there is no clear distinction between frequent and infrequent variants. Furthermore, a variant can be frequent because it occurs often (absolute frequency), or because it occurs frequently given the number of times the word occurs (relative frequency). Besides absolute and relative frequency, other selection criteria have been used, like e.g. entropy and likelihood.

Whatever selection procedure is used, the pronunciation variants for the lexicon first have to be generated. A lexicon contains phonetic units, and the pronunciations in the lexicon are transcriptions in terms of these units (a computer phonetic alphabet). One could wonder what the optimal transcription of a word or an utterance is. Previous studies have shown that the true human transcription does not exist (see e.g. [17]). Human labelers disagree on the transcriptions in a large number of cases. For instances, in transcriptions of Switchboard they disagree on the identity of the surface forms in more than 20% of the cases [80]. In [93, 94] an experiment is described in which 9 labelers were asked to decide for 467 cases whether a segment (a phone) was present or not. All 9 labelers agreed on only 246 (53%) of the cases [93, 94].

In the overview presented in section 3, it was pointed out that a speech recognizer is often used to make automatic transcriptions. These automatic transcriptions are usually evaluated by comparing them to human transcriptions. This procedure is usually
applied because there is no better alternative, but it is clear that it is questionable for at least two reasons. First, since there is no human transcription that can be considered correct it is unclear with which human transcription a machine transcription should be compared. Second, whether a human transcription is the optimal transcription for a lexicon of a speech recognizer is a moot point. After all, human speech recognition is substantially different from ASR. In order to understand what has been said, humans use many knowledge sources that the speech recognizer does not have at its disposal. And even then humans make recognition errors, which they often will try to correct by means of verbal and non-verbal communication. Furthermore, using transcriptions that were obtained by the ASR system itself, instead of human transcriptions, has the advantage that the transcriptions are more in line with the phone strings obtained later during decoding with the same ASR system [74]. To summarize, there is no straightforward way of determining what the optimal transcriptions for the lexicon are and how they should be obtained.

An important reason why making a transcription is so problematic, is that it requires chopping up the speech signal in consecutive parts that have to be labeled with (phonetic) symbols, i.e. a mapping should be made from a continuous acoustic space to discrete phonetic units. However, there are no clear boundaries in acoustic space. If we look at many pronunciations of the same word (or part of a word), we can see that changes are gradual, and not of a quantal nature. Already in 1956, Peterson and Barney showed that there is a large overlap between formant values of different vowels [68]. One might argue that formant values are not the optimal features for ASR, and that the picture might be different when features are used that are more common in ASR nowadays. However, Sakağlar recently showed that when Perceptual Linear Predictive (PLP, see [40]) coefficients are used, the changes in acoustic (spectral) space are also of a gradual nature [80: pp. 44-46, 81]. He looked at different realizations of a baseform phoneme, which he called /b/, which was realized as a surface form phone, named [s]. His results show that the acoustics of these different realizations are scattered around the average realization of the phone [s], with a bias towards the average realization of the phoneme /b/. In other words, a baseform phoneme /b/ does not suddenly change to a surface form [s], this is a gradual, partial process. Consequently, neither models for /b/ or [s] will provide a good fit for these realizations.

Changes are gradual, not only between different realizations of a word, but also within a single realization. Articulators cannot suddenly jump from one position to another, and thus the articulated speech sound changes gradually. Keeping this ‘gradual nature of pronunciations’ in mind, let us look at the assumptions made in ‘standard ASR systems’. One of the assumptions is that speech is made up of discrete segments, usually phone(me)s. Although this has long been one of the assumptions in linguistics too, the idea that speech can be phonologically represented as a sequence of discrete entities (the ‘absolute slicing hypothesis’, as formulated in [35: pp.16-17]) has proved to be untenable. In non-linear, autosegmental phonology [35, 36] an analysis has been proposed in which different features are placed on different tiers. The various tiers represent the parallel activities of the articulators in speech, which do not necessarily begin and end simultaneously. In turn the tiers are connected by association lines. In this way, it is possible to indicate that the mapping between tiers is not always one to one. Assimilation phenomena can then be represented by the spreading of one feature from one segment to the adjacent one. On the basis of this theory, Deng and his colleagues have built ASR systems with which promising results have been obtained [19].

Other important assumptions of ‘standard ASR systems’ are that consecutive frames are independent, which obviously is not the case, and that the feature values can be calculated locally. Although some dynamic information can be obtained from the derivatives of these features, the problem remains that the analysis window on which feature values are calculated is very small, whereas it is known from research on human perception that for perceiving one speech sound subjects rely on information contained in adjacent sounds.

Given this discrepancy between the data (and its properties) on the one hand, and current speech recognizers and the underlying assumptions on the other hand, one might wonder whether the problem of lexicon adaptation is an ill-defined problem, and whether adaptation of current speech recognizers is the right way to proceed. To come back to the quote by Darwin at the beginning of this paper, we have witnessed a gradual variability in a favorable direction in the sense that speech recognizers have gradually become better. However, we still have a long way to go. In his masterpiece on evolution Darwin assumes that the adaptation process is a gradual process. Nowadays, most scientists believe that periods of gradual changes (of an evolutionary nature) alternate with periods of sudden, drastic changes (of a revolutionary nature). Maybe it is time for a revolution in ASR land.
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