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Abstract
Using a large set of simulated extensive air showers, we investigate universality features of electron and positron distributions in very-high-energy cosmic-ray air showers. Most particle distributions depend only on the depth of the shower maximum and the number of particles in the cascade at this depth. We provide multi-dimensional parameterizations for the electron-positron distributions in terms of particle energy, vertical and horizontal momentum angle, lateral distance, and time distribution of the shower front. These parameterizations can be used to obtain realistic electron-positron distributions in extensive air showers for data analysis and simulations of Cherenkov radiation, fluorescence signal, and radio emission.
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1. Introduction
One of the greatest mysteries in particle astrophysics is the nature and origin of the highest-energy cosmic rays above $10^{17}$ eV. The study of extensive air showers produced in our atmosphere by these particles is the primary means of obtaining information about high-energy cosmic rays. Many techniques to observe these air showers, including the detection of atmospheric fluorescence and Cherenkov light \cite{1} and radio signal emission \cite{2}, depend on the knowledge of the distribution of charged particles in air showers. Primarily, the distributions of electrons and positrons as most abundant charged particles are of importance. Theoretical predictions of the main production and energy loss processes in electromagnetic showers have been available for a long time \cite{3,4}. Modern Monte Carlo techniques greatly enhance the accuracy of these estimates and allow us to calculate the electron-positron distributions not only in electromagnetic showers but also showers initiated by hadrons.

In this work, we use simulations to investigate electron-positron distributions in extensive air showers and their dependence on energy, species, and zenith angle of the primary particle and on the evolution stage of the shower. Previous studies have shown that many distributions depend only on two parameters: the number of particles in the extensive air shower and the longitudinal position in the shower evolution where this maximum occurs \cite{5,6,7,8,9,10,11,12}. This concept, which is referred to as universality, allows us to develop parameterizations of the electron-positron distributions as a function of relevant quantities such as energy, lateral distance, and momentum angles, in terms of only a few parameters.

2. Method
Electron and positron distributions in the atmosphere were studied through detailed Monte Carlo simulations. Unless specified otherwise, extensive air shower simulations were performed according to the specifications below.

All simulations were carried out using the \textsc{corsika} code, version 6.5 \cite{13}. We used the \textsc{qgsjet-II-03} model \cite{14,15} to describe high-energy interactions and the \textsc{urqmd} 1.3.1 code \cite{16,17} at lower energies. Electromagnetic interactions were treated by the \textsc{ros4} code \cite{18}. We applied a low energy cutoff of 151 keV and level 10^{-6} optimum thinning \cite{19,20}. The U.S. Standard Atmosphere \cite{21,22} was used as atmospheric model. It should be noted that, because simulations for our analysis were performed using only a single nuclear interaction model, the shape of the distributions presented may change somewhat when different models such as \textsc{sibyll} or \textsc{qgsjet-I} are employed. On the
other hand, the $e^\pm$ distributions in proton and iron showers exhibit very good universality. Hence, the overall behaviour of the distributions should not change significantly.

The standard output of CORSIKA is a list of momenta, position coordinates, and arrival times of those particles that cross a horizontal plane representing the ground detector. This output format is not ideally suited for universality studies. First of all, particle distributions need to be calculated at many depth layers for each individual shower. Secondly, considering inclined showers, different core distances in the horizontal detector plane correspond to different shower development stages.

A multi-purpose interface called COAST (CORSIKA Data Access Tools) has been developed for accessing the data of individual particles tracked in CORSIKA [23]. For each track segment of a particle simulated in CORSIKA, a COAST interface function is called with the particle properties at the start and end of the propagation step. In addition, all standard CORSIKA output information is passed to the COAST interface. This allows one to directly access the overall information of the simulated showers (e.g., energy, direction of incidence, depth of first interaction) as well as details on all individual track segments of the simulated shower particles.

The COAST interface was used in this work to produce histograms of different particle distributions. Planes perpendicular to the shower axis were defined and particles were filled in the corresponding histograms if their track traversed one of these planes. The energy, momentum, time, and position of a particle crossing one of the planes was calculated by interpolation from the start and end points of the track segment. In total, 50 planes at equidistant levels in slant depth $X$ between the point of first interaction and sea level ($X = 1036$ g/cm$^2$ for vertical showers) were used for histogramming, whereas the depth of a plane was measured along the shower axis. Note that these planes are, in general, not horizontal and cover different atmospheric densities. In our universality studies below, we will use only the densities at the intersection points of the planes with the shower axis.

At each of the 50 planes, two three-dimensional histograms were filled for electrons and positrons respectively. The first histogram contains logarithmically binned distributions of the arrival time, lateral distance from the shower axis, and the kinetic energy of the particles. The second histogram contains the angle between the momentum vector and the shower axis, the angle of the momentum vector projected into the plane with respect to the outward direction in the plane, and the kinetic energy of the particles.

Showers were simulated for protons, photons, and iron nuclei at primary energies of $10^{17}$, $10^{18}$, $10^{19}$, and $10^{20}$ eV. For each combination of primary particle and energy, showers with zenith angles of 0, 30, 45, and 60° were calculated. Non-vertical showers were injected from the north, northeast, east, southeast, and south to accommodate deviations due to the geomagnetic field. The preshower effect [24, 25] was excluded: for photon primaries at energies over $10^{19}$ eV, it would result in the simulation of several lower-energy primaries, the particle distributions for which are already included. Each parameter set was repeated 20 times, amounting to a total of 3840 simulated showers. The showers were produced with a parallelized CORSIKA version [26] on a cluster of 24 nodes. Access to this library may be obtained through the authors.

As a reference set, averaged distributions at the shower maxima of 20 vertical air showers initiated by $10^{18}$ eV protons are used. This set is compared to averaged distributions of other parameters, only one of which is changed at a time. If not explicitly stated, all distributions in this work refer to the sum of electrons and positrons. In particular, when the term 'particles' is used, the sum of electrons and positrons is meant.

### 3. Longitudinal description

There are several ways to describe the longitudinal evolution of an air shower.

**Slant depth** $X$ measures the amount of matter an air shower has traversed in the atmosphere, in g/cm$^2$.

**Relative evolution stage** is defined here in terms of the depth relative to the slant depth $X_{\text{max}}$, where the number of particles in the air shower reaches its maximum

$$ t = \frac{X - X_{\text{max}}}{X_0}, $$

with $X_0 \approx 36.7$ g/cm$^2$ being the radiation length of electrons in air. Because the shower maximum always lies at $t = 0$, describing multiple showers in terms of this quantity rather than $X$ is expected to lead to a higher degree of universality.

**Shower age** is defined here so that $s = 0$ at the top of the atmosphere, $s = 1$ at the shower maximum, and $s = 3$ at infinite depth

$$ s = \frac{3X}{X + 2X_{\text{max}}} = \frac{t + X_{\text{max}}/X_0}{t/3 + X_{\text{max}}/X_0}. $$

The concept of shower age arises naturally from cascade theory in purely electromagnetic showers [3, 27]. For example, the electron energy distribution is a function of shower age. Eq. (2) is, however, only a simple, frequently used phenomenological approximation to the shower age parameter defined in cascade theory. It has the advantage that it can also be applied to showers with a significant hadronic component. Alternatively, shower age could be defined phenomenologically such that $s = 0$ corresponds to the depth of the first interaction. Since there is no practical way of observing the depth of the first interaction in air shower measurements this variant is not considered in our analysis.

To determine which description yields the highest degree of universality, electron energy distributions of a sample of 180 showers of various primary energies and initiated by different primaries were compared. Statistical deviations from the average distribution were obtained at fixed relative evolution stages $t$ and at each individual shower’s corresponding value of $X$ and $s$ according to (1) and (2).

As an example of this comparison we show in Fig. 1 the statistical deviation from the mean energy distribution at each level. Plots are drawn as a function of $t$ and their corresponding values in $X$ and $s$. For descriptions in $t$ and $s$, universality is highest near the shower maximum, because at that point all showers are at the same evolutionary stage by definition. This does not apply to the description in slant depth, where the
shower maxima are not lined up. In this case, the relatively fast evolution for younger showers is reflected in falling deviations with depth. When the deviation is plotted for other physical quantities such as momentum angle or lateral distance, all curves behave in a similar manner as in Fig. 1.

Showers described in terms of $X$ are less universal than those described in $s$ or $t$, and slant depth is therefore rejected as parameter of choice. Between the two remaining descriptions, the difference is much smaller. Universality is slightly better for descriptions in evolution stage $t$ for $t > -8$, though the difference is insignificant. For very young showers $s$ is a better description, but this stage is not of interest observationally because the number of particles is so small. Comparing longitudinal shower size profiles, if showers are compared at the same evolution stage $t$, better universality is found than when shower age $s$ is used [28]. Therefore, we describe electron and positron distributions in terms of relative evolution stage $t$ in this work.

The total number of particles in the air shower crossing a plane at level $t$ perpendicular to the primary’s trajectory is $N(t)$. We define

$$N(t; \mu) = \frac{\partial N(t)}{\partial \mu} \quad \text{and} \quad n(t; \mu) = \frac{1}{N(t)} \frac{\partial N(t)}{\partial \mu}$$

as, respectively, the total and the normalised differential number of particles with respect to some variable $\mu$. Likewise, distributions as a function of two variables $\mu$ and $\nu$ are defined as

$$N(t; \mu, \nu) = \frac{\partial^2 N(t)}{\partial \mu \partial \nu} \quad \text{and} \quad n(t; \mu, \nu) = \frac{1}{N(t; \mu)} \frac{\partial^2 N(t)}{\partial \mu \partial \nu},$$

with dimension $[\mu \nu]^{-1}$ and $[\nu]^{-1}$, respectively. Note that the definition of $n(t; \mu, \nu)$ implies that the distribution is normalised by integrating only over the last variable:

$$\int_{\nu_{\min}}^{\nu_{\max}} n(t; \mu, \nu) \, d \nu = 1,$$

making the normalisation independent of $\mu$. In this expression, $\nu_{\min}$ and $\nu_{\max}$ are the minimum and maximum values up to which the histograms are calculated.

The distributions $n(t; \mu, \nu)$ presented in the following sections may be used to obtain realistic energy-dependent particle densities for an air shower, if the values of $X_{\max}$ and $N_{\max}$ are given. One needs only to calculate the total number of particles $N(t)$ at the desired shower evolution stage. An estimate of $N(t)$ can be obtained directly from shower profile measurements or through one of the many parameterizations available [29, 30, 31, 32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and positrons as a function of shower age takes an analytical form.
as derived by Rossi & Greisen [3]; a thorough previous study of this parameterization was done by Nerling et al. [10]. Loosely translating this description in terms of $t$, we replace the equation by

$$n(t; \ln \epsilon) = \frac{A_0 \epsilon^{\gamma_1}}{(\epsilon + \epsilon_1)^{\gamma_1} (\epsilon + \epsilon_2)^{\gamma_1}},$$

where $\epsilon$ is the energy of a given secondary particle in the shower, and $\epsilon_1, \epsilon_2$ depend on $t$. We have performed a fit to this function for electrons, positrons and their sum, indirectly providing a description of the negative charge excess of extensive air showers as a function of evolution stage and secondary energy. In these fits the exponent $\gamma_1$ was fixed at $\gamma_1 = 2$ for positrons and $\gamma_1 = 1$ for both electrons and the total number of particles. The parameters for all three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at different energies, the energy distribution (6) is reconstructed accurately. This is shown in Fig. 2, where the simulated energy distributions are compared to their parameterizations for evolution stages $t = -6, 0, 6$. For shower stages $-6 < t < 9$, in the energy region $1 \text{ MeV} < \epsilon < 1 \text{ GeV}$, which is most relevant for observation of geosynchrotron or Cherenkov radiation, deviations are generally smaller than 10 % and never exceed 25 % for all three parameterizations. For very young showers (Fig. 2, top panel), increasing deviations are mainly caused by variations in primary energy, not by primary species type. Therefore, it highlights a diminished accuracy to universally describe showers at $t < -6$ rather than hadronic model-dependence.

Using (6), a similar level of universality of the energy distribution of electrons and positrons is reached as previously obtained with a description in $s$ [10]. This basic observation is an important one, as it allows us to study other physical quantities in dependence of the electron energy in the remainder of this work.

5. Angular spectrum

The angular distribution of particles is an important factor for observations with Cherenkov and radio telescopes. For successful radio detection an antenna needs to be placed close to the shower impact position, because geosynchrotron radiation is beamed in a very narrow cone in the direction of propagation [33]. As far as the particle distributions are concerned, the size of the patch that is illuminated on the ground then depends on the lateral distribution of the particles (cf. Sect. 7) and the angle with respect to the shower axis at which they propagate. Likewise, for Cherenkov observations the angle at which photons are emitted is a convolution of the density-dependent Cherenkov angle, which is of the order of $\sim 1^\circ$, and the angular distribution of the particles that emit them.

Fig. 3 shows the angular distribution of particles as simulated in 20 individual vertical proton showers at $10^{18} \text{ eV}$ as a function of $\theta$. To compensate for the increase in solid angle with rising $\theta$, the distribution of vertical momentum angles plotted here is defined in terms of $\Omega$ as

$$n(t; \ln \epsilon, \Omega) = \frac{n(t; \ln \epsilon, \theta)}{\sin \theta}.\quad (7)$$

Since the majority of all electrons and positrons stays close to the shower axis, we focus on this part of the distribution. We will ignore the more horizontal part further away from the axis that can be seen at the right end of the curve for 1 GeV in Fig. 3. When $\theta$ is plotted on a logarithmic scale, it becomes clear that there is a plateau close to the shower axis at all energies and a sharp drop at a certain angle that depends on secondary energy.

Fig. 4 extends the angular distributions to different shower stages. The differences in the distributions are clearly smaller than the differences between individual showers, as noted earlier [10, 6, 7]. The differential electron distribution with regard to the direction of the particle’s momentum is therefore independent of shower stage. In addition, no perceptible dependence on incidence zenith angle or primary energy was found. When
looking at different primary species, universality seems somewhat less convincing: spectra for heavier primary species tend to be wider at higher electron energies. The effect is too small, however, to be of consequence in our analysis.

The universality with respect to $t$ allows us to parameterize this distribution as a function of two physical quantities only: momentum angle and energy. We propose the form

$$n(t; \ln e, Q) = C_0 \left( e^{\beta_1 \theta^2} + e^{\beta_2 \theta^2} \right)^{-1/\sigma},$$

(8)
to describe the distribution. Values for $\alpha_i$ and $\beta_i$, which envelop the dependence on $e$, are chosen such that the first term describes the flatter portion of the angular distribution parallel to the shower axis and the second represents the steep drop. The value of $\sigma$ determines the smoothness of the transition from the flat region to the steep region. Best fit values for $\sigma$, $\alpha_i$, and $\beta_i$ are given in Appendix A.2.

The dependence of these parameters on the secondary energy $e$ was determined purely empirically. For several energies, the parameterized forms are plotted along with their associated simulated distributions in Fig. 5, showing good correspondence between the two. The parameterization provides a good description of the simulated distribution for the energy region $1 \text{ MeV} < e < 10 \text{ GeV}$ and $0 < \theta < 60^\circ$.

We now define the cutoff angle $\theta_c$ as one half of the angle at which $e^{\beta_1 \theta^2} = e^{\beta_2 \theta^2}$:

$$\theta_c(e) = \frac{1}{2} \exp \left[ \frac{b_1 - b_2}{\alpha_1 - \alpha_2} \right],$$

(9)

For high energies, where the momentum angle is smaller than $90^\circ$ for the majority of particles, $\theta_c$ is a measure for the root mean square scattering angle $\theta_{rms}$ of the particle momentum angles. This is outlined in Fig. 6, in which $\theta_c$ is plotted as a function of energy. Theoretical root mean square scattering angles according to Rossi & Greisen [3] in high and low secondary energy limits are also drawn, as well as empirical models as parameterized in Hillas [5] and Giller et al. [6]. At high energies, the theoretical average scattering angle is expected $\propto e^{-1}$, while at low energies it is $\propto e^{-1/2}$. This behaviour is reproduced properly for the cutoff angle. For low secondary energies ($e \leq 3 \text{ MeV}$), the definition of a cutoff or root mean square angle becomes inapplicable as the angular distribution widens, covering all angles. For $e > 2 \text{ MeV}$, no appreciable difference was found between the angular distributions of positrons on the one hand and electrons on the other.

Because our histograms do not have any sensitivity in the azimuthal direction by design, no dependence on the geomagnetic field could be determined. Previous work has shown that the effect on the angular distribution is probably small, but not negligible [5, 34]. Because the accuracy of simulations has rather improved since these studies were carried out, it would be worthwhile to investigate the effect of the geomagnetic field in greater detail.

6. Outward momentum distribution

Let us define $\phi$ as the angle of a particle momentum vector projected in the plane perpendicular to the shower axis with respect to the outward direction, such that $\phi = 0^\circ$ for a particle moving away from the shower axis, and $\phi = 180^\circ$ for a particle moving towards it. We will refer to this angle as the horizontal momentum angle. The effect of fluctuations in the horizontal angular distribution is generally much less important than those in the vertical angular spectrum. In fact, the distribution of the $\phi$ angle of the particles does not have any influence on the observed signal when the distance from the observer to the shower is much larger than the average distance from the shower particles to the shower axis, as is the case in air fluorescence observations. This is because the cylindrical symmetries of the momentum angles and the shower geometry cancel out independently of the shape of the distribution. Geosynchrotron radiation, however, will only produce a significant signal reasonably close to the shower axis, because the shower front is thicker in length further away (cf. Sect. 9), breaking down co-
herence. Therefore, the horizontal momentum angle spectrum has to be taken into account for radio measurements.

Simulated distributions \( n(t; \ln \epsilon, \phi) \) at \( t = 0 \) are plotted in Fig. 7 for the reference set. We observe that high-energy particles tend to move outward more than lower-energy particles. This can be explained by considering the collisions in which high-energy electrons and positrons are created, as they primarily occur close to the shower axis. Hence reaction products are transported away from the shower core due to their transverse momenta. Electrons and positrons with lower energies, on the other hand, are also created further away from the shower core.

No significant dependencies on incident zenith angle, primary energy, and primary species were found, so the horizontal momentum angular spectra are universal. Additionally, the shape of the distribution does not change significantly for \( \epsilon > 2 \) MeV when only electrons or only positrons are considered. There is some dependence in terms of \( t \), however: the distribution appears to soften with evolution stage. This effect can be explained from the expanding spatial structure of the shower with age.

The distribution of \( n(t; \phi) \) is very nearly exponential for electrons and positrons with energies over 10 GeV, while it has a slight bulge around the outward direction at lower energies. To describe the distribution, we use the parameterization

\[
n(t; \ln \epsilon, \phi) = C_1[1 + \exp(\lambda_0 - \lambda_1 \phi - \lambda_2 \phi^2)], \tag{10}
\]

a form which accurately reproduces the distribution. The resulting parameter values \( \lambda_0(t, \epsilon) \), \( \lambda_1(\epsilon) \), and \( \lambda_2(\epsilon) \) are explained in Appendix A.3. The reference set, drawn together with its corresponding parameterization in Fig. 8, shows a high level of agreement. For other shower parameters and stages, there is a similar degree of consistency.

Fig. 7. Normalised simulated horizontal angular electron distributions for 20 individual showers initiated by \( 10^{18} \) eV protons at different energies. Consecutive curve sets are shifted up by 0.005 to distinguish them better; curves for 1 MeV are at the actual level.

Fig. 8. Normalised average electron distributions \( n(t = 0; \ln \epsilon, \phi) \) (solid) for 20 proton showers at \( 10^{18} \) eV with 3\( \sigma \) statistical error margins (filled area). For each energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions \( n(t = 0; \ln \epsilon, \ln x) \) for different electron energies as a function of distance to the shower axis for 20 individual showers initiated by \( 10^{18} \) eV protons. The curve set for 1 GeV is at the actual level; consecutive sets are shifted up by a factor of 10.

7. Lateral distribution

The lateral spread of particles in an air shower is of direct relevance since it is the primary means of obtaining information about the shower in ground-based scintillator experiments measuring particle densities at different lateral distances. By integrating the measured distribution or using the particle density at a given distance, an estimate for the primary energy can be made. Exact knowledge of the lateral distribution shape is therefore crucial to accurately determine the shape of the cosmic-ray energy spectrum.

When looking at the lateral distribution of electron and
positrons in terms of the lateral distance $r$ from the shower axis, a very poor level of universality is encountered. This is mainly due to differences in atmospheric density at the individual values of $X_{\text{max}}$. We can compensate for these differences by expressing the lateral distance in terms of the Molière unit $r_M$, defining [35]

$$x \equiv \frac{r}{r_M} = \frac{r \rho_A(h)}{9.6 \, \text{g/cm}^2}, \quad (11)$$

where $\rho_A(h)$ is the atmospheric density as a function of height $h$. For different values of $\epsilon$, the normalised lateral particle distribution at $t = 0$ is shown in Fig. 9 as a function of distance for 20 individual proton showers. In this figure, all curves line up as the compensation for density is applied. Note that the physical density $N(t; r)$, expressed in particles per unit area, is proportional to $N(t; \ln x)/x^2$:

$$N(t; \ln x) = \frac{\partial N(t)}{\partial \ln x} = \frac{2 \pi x^2 r_M^2}{2 \pi r} \frac{dN(t)}{dr}, \quad (12)$$

and decreases strictly with distance from the shower axis. As expected, particles with higher energies tend to remain closer to the shower axis. This agrees with the observation that the angle of their momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral distribution on zenith angle of incidence, nor does it change when electrons or positrons are considered separately, except at energies $\epsilon < 10$ MeV. There is, however, a significant effect with shower stage as shown in Fig. 10: older showers tend to be wider at the same secondary energy. Therefore, unlike in the case of angular distributions, in any parameterization of the lateral distribution a dependence on $t$ must be incorporated. There is also a minor effect of the energy of the primary on the distribution, but this is only appreciable for secondary energies of $\epsilon > 1$ GeV.

From Figs. 9, 10, and 11 it is observed that each curve is a combination of two separate contributions. The left peak, the shape of which does not depend significantly on primary energy or species, is produced through the main electromagnetic formation channel of cascading steps of bremsstrahlung and pair creation. The second bulge shows a high level of dependence on primary species, as shown in Fig. 11. It tends to be less prominent for photon primaries, as for these species there is no significant contribution from the pion production channel. For hadronic primaries it is more significant, especially at higher secondary energies of $\epsilon > 100$ MeV. The magnitude of the variation between different species does not change with $t$, but its lateral position does slightly. The variations in strength of the second bulge for different primaries can be traced back to the contribution initiated by the decay channel $\pi^\pm \rightarrow \mu^\pm + \nu_\mu$. This is shown in Fig. 12, comparing a set of unaltered $10^{17}$ eV photon-initiated showers, which have no significant pion content,
to a set of proton showers at the same energy in which the π^± creation channel was disabled. Differences between their lateral distributions are smaller than statistical deviations.

This observation raises the question whether one could use this difference in lateral distribution to differentiate between primaries on an individual shower basis by their lateral distribution, independently of measurements of primary energy or depth of shower maximum. This would be a difficult task. First of all, appreciable difference in density only occurs at high energies and at some distance, implying that the total electron density in the region of sensitivity would be very small. Additionally, the effect does not appear at the same distance for different electron energies. This makes the feature less pronounced when an integrated energy spectrum is measured.

Traditionally, the integral lateral electron distribution is described by an approximation of the analytical calculation of the lateral distribution in electromagnetic cascades, the Nishimura-Kamata-Greisen (nkfg) function [36, 37]. The integral lateral distribution for our simulated set of showers n(t; ln?x) ≈ x^2 p_NKG is reproduced well by a parameterization of this form, provided that we allow the parameters to be varied somewhat. Let us define

\[ n(t; \ln x) = C_2 x^{\zeta_0} (x_1 + x)^{\zeta_1}, \]

as parameterization. In the original definition, described in terms of shower age s, we have ζ_0 = s, ζ_1 = s - 4.5, and x_1 = 1. Our simulated lateral spectra closely follow the values ζ_0 = 0.0238s + 1.069, ζ_1 = 0.0238s - 2.918, and x_1 = 0.430 to an excellent level for 10^{-3} < x < 10.

To reproduce the main bulge in the energy-dependent lateral electron distributions, we propose a slightly different function. The second bulge will be ignored here since it is much lower than the primary bulge, and its relative height depends heavily on primary species as mentioned earlier. The proposed parameterization is the same as (13):

\[ n(t; \ln x) = C_2 x^{\zeta_0} (x_1' + x)^{\zeta_1'}, \]

mimicking the behaviour of the nkfg function, but now also varying the parameters with e. Appendix A.4 explains the values of x_1' and ζ_1'. As an example of the fit, Fig. 13 compares the parameterization to the average distribution for proton showers at their maximum. The proposed parameters adequately reproduce the main bulge of the lateral distribution in the energy range of 1 MeV < e < 1 GeV for distances x > 2 · 10^{-3} and evolution stages -6 < t < 9.

Neglecting the second bulge results in a slightly overestimated overall value for the normalisation. The disregarded tail only constitutes a minor fraction of the total number of particles, however, especially at high energies. This fact becomes even more evident if one considers that the actual distribution is obtained by dividing by x^2.

The position of the break x_c, the distance of the highest peak in the distribution, is plotted in Fig. 14 for various shower stages for 20 averaged showers. The theoretical break distance from the original Nishimura-Kamata-Greisen distribution at the shower maximum, which is an integral distribution over all electron energies, is also plotted as a horizontal line. At lower energies, the two are in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of charged particles is a vital quantity, because it determines the thickness of the layer of particles that form the air shower. This thickness in turn defines the maximum frequency up to which the resulting radio signal is coherent [33, 38], which influences the strength of the radio signal on the ground.

Let us define the delay time Δt of a particle as the time lag with respect to an imaginary particle continuing on the cosmic-ray primary’s trajectory with the speed of light in vacuum from the first interaction point. In the distribution of these time lags we must again compensate for differences in Molière radius to obtain a universal description by introducing the variable
Fig. 15. Electron distributions $n(t=0;\ln\epsilon,\ln\tau)$ for different electron energies as a function of delay time for 20 individual showers initiated by $10^{19}$ eV protons. The curve set for 1 GeV is at the actual level; consecutive sets are shifted up by a factor of 10.

$\tau = \frac{c\Delta t}{\gamma_0}$, \hspace{1cm} (15)

where $c$ is the speed of light in vacuum. At sea level, $\tau = 1$ corresponds to a time delay of 0.26 $\mu$s. The normalised delay time distribution at the shower maximum for different values of $\epsilon$ is shown in Fig. 15 as a function of delay time for 20 individual proton showers. Note the striking resemblance of the time lag distribution to the lateral particle distribution (cf. Fig. 9). This similarity is a direct result of the non-planar shape of the shower front as discussed in the next section. Therefore, every characteristic in the lateral distribution will have an equivalent in the time lag distribution.

The dependencies on primary energy, species, and angle of incidence closely follow those observed in the lateral distributions in every aspect. This includes the behaviour of the second bulge with primary species, as shown in Fig. 16. Pion-decay-initiated electrons and positrons are again responsible for the emergence of this peak.

Given the similarity between the lateral and delay time distributions, we use a function of the same form as (14) to parameterize this distribution:

$$n(t;\ln\epsilon,\ln\tau) = C_3\tau^{\delta_3}(\tau_{1} + \tau)^{\delta_3}. \hspace{1cm} (16)$$

Appendix A.5 explains the values of $\tau_1$ and $\delta_3$. Fig. 17 compares the parameterization above to the average distribution for proton showers at their maximum. Again, only the main peak was included in defining the fit parameters, causing the resulting parameterized shape to underestimate the number of particles at long delay times.

9. Shape of the shower front

The similarity between the lateral and delay time distributions of electrons and positrons as investigated in the previous sections is the result of the spatial extent of an air shower at a given time. It makes sense, therefore, to investigate the physical shape of the shower front by looking at the dependence of the distribution on lateral and delay time simultaneously. In order to keep the analysis practicable, we will abandon energy dependence here in our study.

For 20 proton shower simulations at $10^{19}$ eV, the shower front shape at the shower maximum is displayed in Fig. 18 at different distances from the shower core. The distribution shown is $n(t;\ln\epsilon,\ln\tau)$, and each curve is scaled to a similar level for easier comparison of the distributions. Though the low number of particles leads to larger fluctuations of the distributions at high distances, the behaviour clearly does not change significantly for $x > 3$. 

Fig. 16. Average distributions $n(t=0;\ln\epsilon,\ln\tau)$ for different primaries, averaged over 20 showers at $10^{19}$ eV. Consecutive sets are again shifted up by a factor of 10. Note the species-dependent bulge on the right as in Fig. 11.

Fig. 17. Normalised average electron distributions $n(t=0;\ln\epsilon,\ln\tau)$ (solid) for 20 proton showers at $10^{19}$ eV with 3$\sigma$ statistical error margins (filled area). For each energy, corresponding parameterizations according to (16) are also drawn (dashed). Consecutive sets are again shifted up by a factor of 10.
Fig. 18. Electron distributions \( n(t = 0; \ln x, \tau) \) as a function of particle time lag for 20 individual showers initiated by \( 10^{19} \) eV protons.

Fig. 19. Average distributions \( n(t; \ln x, \tau) \) for different evolution stages, averaged over 20 proton-initiated showers at \( 10^{19} \) eV.

No significant dependence of the shower front shape on incidence angle was found for \( x < 15 \), nor is there any change with primary energy. There are fluctuations with evolution stage, however: the time lag decreases by a constant fraction which depends on the shower stage. As the shower evolves, the entire distribution shifts to the left. This effect, shown in Fig. 19, can be explained from the increasing spatial structure of the shower age, not unlike the case of an expanding spherical shell. We shall see further on that the analogy is not entirely legitimate, but the shift does allow one to estimate \( X_{\text{max}} \) from the arrival times of the particles. We have found that such a parameterization does not follow our simulated distributions very well. Its slope is too gentle at short delay times and too steep at long time lags. Here, we use the better representation

\[
n(t; \ln x, \tau) = C_4 \exp[a_0 \ln \tau' - a_1 \ln^2 \tau'],
\]

which allows for a more gradual slope on the right side of the curve. The modified time lag \( \tau' \) takes into account the exponential shift mentioned earlier, and is defined as

\[
\tau' = \tau e^{-\beta_1 t},
\]

where \( \beta_1 \) and \( \beta_2 \) are corrections for shower evolution stage and primary species, respectively. The values of the parameters \( a_0(x), a_1(x), \beta_1, \) and \( \beta_2 \) are explained in Appendix A.6. The parameter \( \beta_2 \) can be seen as a scale width for the expansion of the shower front as it develops. Note that the integral lateral distribution as parameterized in (13) is needed to obtain actual particle numbers via

\[
N(t; \ln x, \tau) = N(t)n(t; \ln x)n(t; \ln x, \tau),
\]

using the identities in (4).

We may exploit the necessity of the parameter \( \beta_2 \) in our description of the shower front shape to determine the primary species if the value of \( X_{\text{max}} \) is known. To distinguish proton from photon showers in this manner, the required resolution in shower stage is \( \delta t < \beta_1 / \beta_2 \approx 0.52 \), assuming perfect timing and distance information. This corresponds to an error in \( X_{\text{max}} \) of 19 g/cm². To separate proton from iron showers, the maximum
error is reduced to 11 g/cm². Unfortunately, these figures are similar to or smaller than statistical fluctuations in individual showers or systematic uncertainties in the atmospheric density due to weather influences [41, 42]. This makes it very difficult to take advantage of this intrinsic difference.

An example of the fit of (18) at \( t = 0 \) is shown in Fig. 21. For distances \( x > 0.8 \), the fit describes the simulations very accurately. Equivalence is partially lost at small distances, because the shape of the distribution becomes more complicated closer to the shower core. Even there, however, the resulting shape is reasonably accurate down to \( x = 0.04 \). Also plotted are best-fit gamma probability density functions according to (17) for each distance, which are of lower quality than the parameterization used here, especially close to the core.

For a certain distance from the shower core, we define the time lag \( \tau_c \) as the time lag where the particle density is at its maximum, corresponding to the peaks of the curves shown earlier in this section. Its value at the shower maximum is shown in Fig. 22 as a function of \( x \) for the reference simulation set. The two straight lines represent fits of the form \( \tau_c = Ax^k \) to the part before (dashed) and after the break (dotted) as shown in the plot. The time lag of the maximum particle density can be parameterized as

\[
\tau_c = \begin{cases} 
0.044 - 0.00170t & x < x_0; \\
0.028 - 0.00049t & x > x_0,
\end{cases}
\]

where the value for \( x_0 \) follows from continuity. One could employ this function to estimate the value of \( X_{\text{max}} \), though the accuracy attainable in this way is probably much lower than using fluorescence measurements.

In experiments, the shower front is sometimes approximated as a spherical shell [43]. How do the simulated distributions compare to such a hypothetical shape? Close to the shower core, where \( r \ll R \) (with \( R \approx 50 \) the supposed curvature radius in Molière units) we expect \( k = 2 \) and \( R = A^{-1} \). Going out, the slope should then decrease slowly as \( x \) approaches the presumed curvature radius.

This spherical shape does not correspond to the situation in our simulations. In the innermost region the exponent gives consistently smaller values of \( k \approx 1.79 \). Further out, there is an abrupt transition around \( x \approx 0.3 \), and the final exponent is \( k \approx 1.45 \).

10. Conclusion

In this work, we have presented a framework for the accurate description of electron-positron distributions in extensive air showers. To characterize the longitudinal evolution of the air shower, the concept of slant depth relative to the shower maximum is used.

Using the corsika code, we have built a library of simulations of air showers. Analysis of this library shows that, to a large extent, extensive air showers show universal behaviour at very high energy, making the distributions in them dependent on only two parameters: the atmospheric depth \( X_{\text{max}} \) where the number of particles in the air shower peaks and the total number of particles \( N_{\text{max}} \) present in the shower at this depth. The entire structure of the shower follows directly from these two values.

We have found some exceptions to the universality hypothesis in the spatial distribution of particles. Theoretically, these non-universal features can be employed to distinguish primaries on a shower-to-shower basis. In real experiments, however, this would be a difficult task because the effect either amounts to only a few percent, or its behaviour can be mistaken for variations in shower stage.

To support the simulation of secondary radiation effects from extensive air showers, we have provided two-dimensional parameterizations to describe the electron-positron content in terms of stage vs. energy and stage vs. lateral distance. We have also supplied three-dimensional representations of the electron content in terms of stage vs. energy vs. vertical momentum.
angle, stage vs. energy vs. horizontal momentum angle, stage vs. energy vs. lateral distance close to the shower core, and stage vs. lateral distance vs. arrival time.

Though these parameterizations provide accurate descriptions of the electron-positron distributions in air showers, the authors would like to mention that there are no theoretical grounds for most of the functional representations suggested in this work. Their choice is justified only by the flexibility of the functions to accurately reproduce the simulated distributions as fit functions with a small number of parameters. Additionally, the parameterizations provided are based on simulations with a single interaction model only. Though no significant changes are expected in the general behaviour, the parameters listed will likely change when a different model is employed.

When used together with a longitudinal description for the total number of particles, accurate characterizations of any large air shower in terms of the relevant quantities can be calculated. These may be used for realistic electron-positron distributions without the need for extensive simulations and could be useful in calculations of fluorescence, radio or air Cherenkov signals from very-high-energy cosmic-ray air showers.

A.2. Vertical angular spectrum

The distribution of the particles’ momentum angle away from the shower axis can be parameterized accurately as

\[ n(t; \ln \epsilon, \Omega) = C_0 \left( e^{b_1 \theta_1^2} + e^{b_2 \theta_2^2} \right)^{-1/\sigma}. \]  

(8)

For secondary energies 1 MeV < \epsilon < 10 GeV and angles up to 60°, the curves are described well for \( n(t; \ln \epsilon, \Omega) > 10^{-4} \) by setting the parameters in the equations above, using nine free parameters, to

\[ b_1 = -3.73 + 0.92 \epsilon^{0.210}; \]
\[ b_2 = 32.9 - 4.84 \ln \epsilon; \]
\[ a_1 = -0.399; \]
\[ a_2 = -8.36 + 0.440 \ln \epsilon. \]

The constant \( \sigma \) is a parameter describing the smoothness of the transition of the distribution function from the first term of importance near the shower axis to the second term being relevant further away and was set to \( \sigma = 3 \). The overall factor \( C_0 \) follows from the normalisation condition.

A.3. Horizontal angular spectrum

The horizontal distribution of momentum is given by

\[ n(t; \ln \epsilon, \phi) = C_1 \left[ 1 + \exp(-\lambda_0 t - \lambda_1 \phi - \lambda_2 \phi^2) \right], \]

(10)

where optimal agreement is reached in the intervals 1 MeV < \( \epsilon < 10 \) GeV and -6 < \( t < 9 \) by setting

\[ \lambda_0 = 0.329 - 0.0174 t + 0.669 \ln \epsilon - 0.0474 \ln^2 \epsilon; \]
\[ \lambda_1 = 8.10 \cdot 10^{-3} + 2.79 \cdot 10^{-3} \ln \epsilon; \]  
\[ \lambda_2 = 1.10 \cdot 10^{-4} - 1.14 \cdot 10^{-5} \ln \epsilon, \]

with all energies in MeV. There were eight free parameters in total in the fit. The value of \( C_1 \) follows directly from the normalisation condition in (5).

A.4. Lateral distribution

The NKG-like function to describe the primary peak in the lateral distribution is defined as

\[ n(t; \ln \epsilon, \ln x) = C_2 x^{z_0} (x_1 + x)^{z_1}. \]

(14)

The fit was performed in the interval 1 MeV < \( \epsilon < 10 \) GeV, with the additional condition that \( x < 5 x_c \) in order to discard the second, species-dependent peak. Optimal correlation is obtained by using the parameters

\[ x_1 = 0.859 - 0.0461 \ln^2 \epsilon + 0.00428 \ln^3 \epsilon; \]
\[ \zeta = 0.0263 t; \]
\[ \zeta_0 = \zeta + 1.34 \]
\[ + 0.160 \ln \epsilon - 0.0404 \ln^2 \epsilon + 0.00276 \ln^3 \epsilon; \]
\[ \zeta_1 = \zeta - 4.33, \]

with nine free parameters in total. The value of \( \epsilon \) is always expressed in MeV. Again, the value of \( C_2 \) follows directly from normalisation constraints and will not be discussed here.

Appendix A. Fit parameters

This appendix explains in detail the various parameters used in the functional parameterizations throughout this paper. All of these were obtained by performing minimisation sequences using a nonlinear least-squares Marquardt-Levenberg algorithm.

A.1. Energy spectrum

The parameters in the energy spectrum distribution function as put forward in (6) were chosen to match those advocated in Nerling et al. [10]. A good description is obtained with the parameters listed in Table A.1. The constants in \( a_1 \) and \( a_2 \) are in MeV; the constant \( A_0 \) is provided here for all three cases to obtain charge excess values; the overall parameter \( A_1 \) in the table follows directly from normalisation constraints.

A.2. Vertical angular spectrum

The distribution of the particles’ momentum angle away from the shower axis can be parameterized accurately as

\[ n(t; \ln \epsilon, \Omega) = C_0 \left( e^{b_1 \theta_1^2} + e^{b_2 \theta_2^2} \right)^{-1/\sigma}. \]

(8)

For secondary energies 1 MeV < \( \epsilon < 10 \) GeV and angles up to 60°, the curves are described well for \( n(t; \ln \epsilon, \Omega) > 10^{-4} \) by setting the parameters in the equations above, using nine free parameters, to

\[ b_1 = -3.73 + 0.92 \epsilon^{0.210}; \]
\[ b_2 = 32.9 - 4.84 \ln \epsilon; \]
\[ a_1 = -0.399; \]
\[ a_2 = -8.36 + 0.440 \ln \epsilon. \]

The constant \( \sigma \) is a parameter describing the smoothness of the transition of the distribution function from the first term of importance near the shower axis to the second term being relevant further away and was set to \( \sigma = 3 \). The overall factor \( C_0 \) follows from the normalisation condition.
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Appendix A. Fit parameters

This appendix explains in detail the various parameters used in the functional parameterizations throughout this paper. All of these were obtained by performing minimisation sequences using a nonlinear least-squares Marquardt-Levenberg algorithm.

A.1. Energy spectrum

The parameters in the energy spectrum distribution function as put forward in (6) were chosen to match those advocated in Nerling et al. [10]. A good description is obtained with the parameters listed in Table A.1. The constants in \( a_1 \) and \( a_2 \) are in MeV; the constant \( A_0 \) is provided here for all three cases to obtain charge excess values; the overall parameter \( A_1 \) in the table follows directly from normalisation constraints.
The following parameters give optimal results:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_1$</td>
<td>$3.22 - 0.0068r$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>$106 - 1.00r$</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>$1 + 0.0372r$</td>
</tr>
</tbody>
</table>

These parameters are valid for distances of $0.4 < x < 10^2$. The probability distribution for the energy spectrum in the interval $10^{-4} < r_1 < 10$. The value for $\gamma$ is fixed at $\gamma = 0.20$, while $\gamma_1$ and $\gamma_2$ depend on the primary species. The constant $C_3$ inspired by the gamma probability distribution, with $r$ in MeV, using 7 free parameters in total. The fit function to describe the primary peak in the delay time distribution is identical to that of the lateral distribution:

$$n(t; \ln e, \ln \tau) = C_3 \tau^{\alpha_0} (\tau_1 + \tau)^{\alpha_1},$$

with $\alpha$ in MeV, using 7 free parameters in total. The constant $C_3$ again follows from normalisation. The fit function to describe the primary peak in the delay time distribution is identical to that of the lateral distribution:

$$n(t; \ln e, \ln \tau) = C_4 \exp[\alpha_0 \log \tau_1 - \alpha_1 \log \tau'],$$

inspired by the gamma probability distribution, with $\tau' = \tau e^{-\alpha_0 \log \tau' - \alpha_1}$. The following parameters give optimal results:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>$-6.04 + 0.707 \log^2 x + 0.210 \log^3 x$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>$0.855 + 0.335 \log x + 0.0387 \log^2 x$</td>
</tr>
</tbody>
</table>

The value for $\beta_1$ is fixed at $\beta_1 = 0.20$, while $\beta_0$ depends on the primary species:

- $\beta_0 = -0.062$ for iron nuclei;
- $\beta_0 = 0$ for protons;
- $\beta_0 = 0.103$ for photons.

These parameters are valid for distances of $0.4 < x < 10^2$ and $10^{-4} < \tau' < 10$. The value for $\gamma$ is fixed at $\gamma = 0.20$, while $\gamma_1$ and $\gamma_2$ depend on the primary species. The constant $C_3$ inspired by the gamma probability distribution, with $r$ in MeV, using 7 free parameters in total. The fit function to describe the primary peak in the delay time distribution is identical to that of the lateral distribution:

$$n(t; \ln e, \ln \tau) = C_4 \exp[\alpha_0 \log \tau_1 - \alpha_1 \log \tau'],$$

inspired by the gamma probability distribution, with $\tau' = \tau e^{-\alpha_0 \log \tau' - \alpha_1}$. The following parameters give optimal results:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>$-6.04 + 0.707 \log^2 x + 0.210 \log^3 x$</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>$0.855 + 0.335 \log x + 0.0387 \log^2 x$</td>
</tr>
</tbody>
</table>

The value for $\beta_1$ is fixed at $\beta_1 = 0.20$, while $\beta_0$ depends on the primary species:

- $\beta_0 = -0.062$ for iron nuclei;
- $\beta_0 = 0$ for protons;
- $\beta_0 = 0.103$ for photons.

These parameters are valid for distances of $0.4 < x < 10^2$ and $10^{-4} < \tau' < 10$. 

References

[27] Lipari, P. 2008, ArXiv Astrophysics e-prints, 0809.0190
[36] Kamata, K. & Nishimura, J. 1958, Progress of Theoretical Physics Supplement, 6, 93
[38] Erber, T. 1966, Reviews of Modern Physics, 38, 626
[42] Kamata, K. & Nishimura, J. 1958, Progress of Theoretical Physics Supplement, 6, 93