I. INTRODUCTION

Amorphous semiconductors are an important part of materials science. A lot of effort has been devoted to the research of pure amorphous silicon as a prototype of an amorphous semiconductor. Later on researchers focused on hydrogenated amorphous silicon (a-Si:H) mainly because of its technological importance. The new material brought also new challenges in understanding the peculiar role of hydrogen in the amorphous network. The main advantage of hydrogenated amorphous silicon (a-Si:H) over crystalline silicon lies in its production technique. Thin films of a-Si:H can be deposited over large areas using plasma enhanced chemical vapor deposition. The films can be deposited at low temperatures, thus allowing the use of plastic substrates. The main applications are large area electronic devices such as liquid-crystal displays and solar cells. The amorphous network has typically a defect concentration of 10^{17} cm^{-3}. This implies that a supercell containing 10^6 atoms should have one defect. Smaller supercells should be essentially defect free, i.e., thus all silicon atoms should be four-coordinated and the sample should have a clean band gap without any defect states. This poses a severe challenge to first-principles simulations, as these are restricted by the vast computational cost to very high cooling rates. To our knowledge all previous first-principles studies on a-Si:H were hampered by this difficulty. Obtaining defect-free samples in the computer is crucial for device modeling, e.g., to determine band offsets and to control the short-range order in the amorphous structure.

The drawbacks of the "cooling of the liquid" approach is the number of defects it creates. A device quality material has typically a defect concentration of 10^{17} cm^{-3}. This means that a supercell containing 10^6 atoms should have one defect. Smaller supercells should be essentially defect free, i.e., thus all silicon atoms should be four-coordinated and the sample should have a clean band gap without any defect states. This poses a severe challenge to first-principles simulations, as these are restricted by the vast computational cost to very high cooling rates. To our knowledge all previous first-principles studies on a-Si:H were hampered by this difficulty. Obtaining defect-free samples in the computer is crucial for device modeling, e.g., to determine band offsets and to control the short-range order in the amorphous structure.
II. TECHNICAL DETAILS

The total energy and forces are calculated within the DFT using a generalized gradient approximation (GGA).13 We use the Vienna Ab initio Simulation Package (VASP).14,15 Electron-ion interactions are described using the projector augmented wave method (PAW).16,17 We use the standard PAW potentials distributed with the VASP package. The silicon potential has two reference energies for the s and p channel and one energy for the d channel. The hydrogen potential has two reference energies for the s channel and one energy for the p channel. The 1s^2p^3 electrons of silicon are kept frozen in the core. The kinetic-energy cutoff is set to 200 eV. During the whole MD run and the relaxation, we use only the Γ point for Brillouin-zone sampling. The partial occupancies are determined by the Methfessel-Paxton method (Ref. 18) with a smearing width of 0.2 eV. For calculations on the relaxed structures we use a 5×5×5 Monkhorst-Pack mesh (Ref. 19) for the Brillouin Zone sampling and a Gaussian broadening of 0.05 eV.

The highest vibrational frequency which can occur during the simulation is due to the vibration of the hydrogen molecule. The silicon-hydrogen stretching mode has the second highest frequency (~2100 cm⁻¹).20 The average calculated value is 2087 cm⁻¹ (depending on the local environment). We set our time step to 1 fs which proves to be sufficient to describe the Si-H stretching mode. The integration of the vibrational motion of the hydrogen molecule using this time step is rather crude. However the time step of 1 fs is a reasonable compromise between computational cost and accuracy.

III. PREPARATION OF THE STRUCTURE

Hydrogen plays a vital role in saturating dangling bonds and removing electronic defect states inside the band gap. A typical device quality material for solar cell applications has a hydrogen concentration of 11 at. %.21 We start the preparation procedure with a periodically repeated cubic supercell containing 64 silicon and 8 hydrogen atoms. The supercell is built of 8 (2×2×2) c-Si:H cells each comprising eight silicon and one hydrogen atom. The c-Si:H cell is in fact a cubic unit cell of crystalline silicon with one hydrogen atom in the middle. The side of the supercell is set to 11.062 Å to reproduce the experimental density of 2.20 g/cm³.

The heating and cooling of the structure was done by velocity rescaling on every MD step. The thermal procedure begins at 300 K. The velocities are initialized randomly according to a Maxwell-Boltzmann distribution. The structure is then heated to 2370 K in 1.5 ps which corresponds to a heating rate of 1.380 K/fs. At this temperature the system is a liquid. We find that the liquid sample is a metal with no trace of a gap in the density of states. This is consistent with previous calculations.22 In order to destroy any trace of crystallinity we let the system evolve for 4 ps. Subsequently the system is cooled back to 300 K.

We apply three different cooling procedures and study their effect (see Fig. 1). In the first and quickest procedure the cooling rate is identical to the heating rate (1.380 K/fs). We will refer to this rate as the “fast” cooling rate. In the second we cool the sample to 300 K in 15 ps resulting in a ten times slower rate (0.138 K/fs). This rate is referred to as the “normal” cooling rate. In the last cooling procedure we are actually using three different rates. From 2370 to 1818 K we follow the 0.138 K/fs rate, from 1818 to 783 K we apply the “slow” rate of 0.023 K/fs and finally from 783 to 300 K we apply again the fast rate (1.380 K/fs). The usage of three different rates is motivated by preparing a high quality amorphous structure in a short time. In the first temperature interval (corresponding to the fast cooling rate) the silicon atoms still exhibit a strong liquidlike behavior. In the second interval, being the most important, the rate used is as small as possible to allow even improbable relaxation events to occur. In the final temperature interval the atoms exhibit only vibrational movement with almost no chance of a further structural relaxation. Consequently we use the fastest cooling rate to save computer time. As can be seen in Fig. 1 we prepared a total of five different samples using the slow cooling rate. We will denote them as A, B, C, D, and E.

After reaching room temperature the system is evolved for 0.5 ps (still coupled to the thermostat) to calculate structural averages of, e.g., the radial distribution function, bond angle distribution function, and static structure factor. After calculating the structural averages the amorphous structure is quenched using the conjugated gradient method and electronic properties are calculated.

IV. EFFECT OF THE COOLING RATE

To examine the effect of the cooling rate on the quality of the amorphous structure we employ three distinct cooling procedures. We compare the different resulting samples in terms of their structure, number of defects, and electronic
properties. Thus we can assess the effect of the slower cooling rates.

A useful measure of short-range order in amorphous structures is the radial distribution function \( g(r) \). It gives the probability of finding two atoms at a distance \( r \) apart. For a binary system such as a-Si:H there are three partial radial distribution functions i.e., \( g_{\text{Si-Si}}(r) \), \( g_{\text{Si-H}}(r) \), and \( g_{\text{H-H}}(r) \). We show the silicon-silicon radial distribution function after the different cooling rates in Fig. 2. We observe that slower cooling results in better-defined peaks with higher values of the first and second maximum of \( g_{\text{Si-Si}}(r) \). With slower cooling rates the value of the first minimum in \( g_{\text{Si-Si}}(r) \) is decreasing toward zero.

To define other correlation functions we need to determine a cutoff distance for the silicon-silicon and the silicon-hydrogen bond. If a distance between two atoms is smaller than the cutoff distance, they are considered to be bonded. The cutoff distance of the silicon-silicon bond was set to 2.76 \( \text{Å} \) corresponding to the position of the first minimum in \( g_{\text{Si-Si}}(r) \). Similarly the cutoff distance of the silicon-hydrogen bond was set to 1.79 \( \text{Å} \) matching the position of the first minimum in \( g_{\text{Si-H}}(r) \). The cooling rate does not change the position of the first minimum in \( g_{\text{Si-Si}}(r) \) and \( g_{\text{Si-H}}(r) \), which justifies the usage of the same cutoff distances for all the prepared samples.

The average Si–Si coordination number \( N_c \) for the normal and slow cooling rates approaches the expected value for a-Si:H with 11 at. % of hydrogen (see Table I). If we suppose that a-Si:H has a total coordination number of 4, i.e., the material is defect free and that the hydrogen atoms are used solely to saturate dangling bonds. Then we should have a coordination number of 3.89 for a material containing 11 at. % hydrogen. The mean first-neighbor distance \( r_1 \) decreases with slower cooling and approaches the experimental values (see Table III). A decreasing trend is also observed for the second-neighbor distance \( r_2 \). The parameters related to the second-neighbor peak are calculated from distances between two silicon atoms bonded to a common atom. The mean values are calculated as averages over 500 MD steps with the samples at 300 K. The deviations of the first- and second-neighbor distances are due to static disorder and were calculated at 0 K. The experimental values of \( \sigma_1 \) and \( \sigma_2 \) are usually obtained by peak fitting of the Si-Si radial distribution. The experimental distributions are broadened by thermal vibration and by real-space resolution. To calculate the static deviations it is then necessary to subtract the thermal and experimental broadening of a c-Si sample. Note, that although this method is often used, it is an approximation.

Further, we calculate the bond angle distribution function, which gives the distribution of angles between two silicon-silicon bonds connected to a common silicon atom (see Fig. 3). The bond angle distributions of samples obtained via the slow cooling rate are essentially identical (In Fig. 3 we depict only that of sample A). The peak centered around the tetrahedral bond angle (~109.5°) narrows with slower cool-

**Table I. Structural properties of samples prepared by fast, normal, and slow cooling rates: coordination number \( N_c \), mean first-neighbor distance \( r_1 \), deviation of the first-neighbor distance \( \sigma_1 \), mean second-neighbor distance \( r_2 \), deviation of the second-neighbor distance \( \sigma_2 \), mean bond angle \( \theta \), and deviation of the bond angle \( \sigma_\theta \). The mean values and the coordination number are calculated at 300 K, the deviations refer to static disorder and are calculated at 0 K. The values of the slow rate are averaged over the five samples.**

<table>
<thead>
<tr>
<th>Structure</th>
<th>( N_c )</th>
<th>( r_1 )</th>
<th>( \sigma_1 )</th>
<th>( r_2 )</th>
<th>( \sigma_2 )</th>
<th>( \theta )</th>
<th>( \sigma_\theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast</td>
<td>3.97</td>
<td>2.417</td>
<td>0.058</td>
<td>3.855</td>
<td>0.401</td>
<td>107.731</td>
<td>16.55</td>
</tr>
<tr>
<td>Normal</td>
<td>3.86</td>
<td>2.386</td>
<td>0.061</td>
<td>3.852</td>
<td>0.353</td>
<td>108.891</td>
<td>14.25</td>
</tr>
<tr>
<td>Slow (average)</td>
<td>3.89</td>
<td>2.377</td>
<td>0.049</td>
<td>3.840</td>
<td>0.326</td>
<td>108.894</td>
<td>13.57</td>
</tr>
</tbody>
</table>
TABLE II. Types of neighboring environments for three structures prepared by fast, normal, and slow cooling rates. The expression $\text{Si}_3\text{H}_1$ denotes that the given atom has a total number of four neighbors, three of which are silicon atoms and one is a hydrogen atom.

<table>
<thead>
<tr>
<th>Structure</th>
<th>$\text{Si}_2\text{H}_2$</th>
<th>$\text{Si}_3\text{H}_0$</th>
<th>$\text{Si}_3\text{H}_1$</th>
<th>$\text{Si}_4\text{H}_0$</th>
<th>$\text{Si}_4\text{H}_1$</th>
<th>$\text{Si}_5\text{H}_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>55</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Normal</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>53</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Slow (sample A)</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>59</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The bond angle deviation $\sigma_\theta$ changes from 16.55° to 13.57° for fast and slow cooling rates, respectively. Again these values are due to static disorder and were calculated at 0 K. Note that the sample prepared by the fast cooling rate has also a peak at 55°. This is a residue of the metallic bonding in the liquid. As was shown by Stich et al., this peak can reach the same intensity as the tetrahedral one in liquid silicon.

The healing power of slow cooling is even more visible in the electronic properties. The number of structural defects responsible for the in-gap states decreases with slower cooling (see Table II). This trend can be also followed in the calculated density of states; see Fig. 4. Here the DOS of the different samples are aligned for clarity. The zero of the energy scale is chosen to coincide with the average of the Kohn-Sham eigenvalues of all the occupied states. Note that the slow quench structure has neither structural defects nor electronic defect states in the gap. The tendency of improving the quality of the structure with slower cooling is exactly what one would intuitively expect. What is not so obvious is whether the rate of the order of 0.01 K/fs is sufficient. The correlation functions of the slow quench sample however reproduce the experimental ones and the sample is essentially defect free. This suggests that the slow cooling rate is indeed sufficient to prepare realistic amorphous structures.

V. STRUCTURES OBTAINED BY SLOW COOLING

All five structures prepared by slow cooling (A, B, C, D, and E) start from different liquid configurations separated in time by 2 ps at the temperature 2370 K (see Fig. 1). The radial distribution functions as well as the static structure factors are averaged over the five slowly quenched samples and compared with neutron-diffraction measurements.

The static structure factor is a quantity proportional to the diffracted intensity in an x-ray or neutron-diffraction experiment. For a binary compound there are three partial static structure factors. We calculate them according to the definition of Ashcroft and Langreth,

$$S_{ij}(q) = \frac{1}{\sqrt{N_i N_j}} \left[ \sum_{\mu} \sum_{\nu} \frac{e^{-i q \cdot (\mathbf{R}_\mu - \mathbf{R}_\nu)}}{N_i N_j} \right],$$

where $N_i$ and $N_j$ denote the number of atoms of species $i$ and $j$, respectively, $\mathbf{R}$ are the position vectors of the atoms and $\mathbf{q}$ is a vector in reciprocal space. The averaging is performed over different $\mathbf{q}$, which have the same length (we consider only vectors $\mathbf{q}$ on the reciprocal lattice). The resulting structure factor is then averaged over different configurations during a 0.5 ps time interval at the temperature of 300 K. As seen in Fig. 5 the agreement between theoretical and experimental silicon-silicon structure factor (Ref. 28) is good. We are able to reproduce the first two peaks as well as the fol-
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TABLE III. Properties of the five samples prepared by slow cooling rate: coordination number \( N_c \), mean first-neighbor distance \( r_1 \), deviation of the first-neighbor distance \( \sigma_1 \), mean second-neighbor distance \( r_2 \), deviation of the second-neighbor distance \( \sigma_2 \), mean bond angle \( \theta \), deviation of the bond angle \( \sigma_\theta \) compared to experimental values. The mean values and the coordination number are calculated at 300 K, the deviations refer to static disorder and are calculated at 0 K. The percentages in the first column denote hydrogen concentrations. The last column lists calculated band-gap values.

<table>
<thead>
<tr>
<th>Structure</th>
<th>( N_c )</th>
<th>( r_1 )</th>
<th>( \sigma_1 )</th>
<th>( r_2 )</th>
<th>( \sigma_2 )</th>
<th>( \theta )</th>
<th>( \sigma_\theta )</th>
<th>band gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.91</td>
<td>2.373</td>
<td>0.048</td>
<td>3.835</td>
<td>0.329</td>
<td>108.98</td>
<td>13.74</td>
<td>0.86</td>
</tr>
<tr>
<td>B</td>
<td>3.87</td>
<td>2.376</td>
<td>0.049</td>
<td>3.850</td>
<td>0.283</td>
<td>108.99</td>
<td>11.42</td>
<td>1.06</td>
</tr>
<tr>
<td>C</td>
<td>3.88</td>
<td>2.361</td>
<td>0.040</td>
<td>3.813</td>
<td>0.315</td>
<td>108.87</td>
<td>13.27</td>
<td>0.91</td>
</tr>
<tr>
<td>D</td>
<td>3.92</td>
<td>2.383</td>
<td>0.044</td>
<td>3.835</td>
<td>0.367</td>
<td>108.63</td>
<td>15.46</td>
<td>0.79</td>
</tr>
<tr>
<td>E</td>
<td>3.86</td>
<td>2.391</td>
<td>0.057</td>
<td>3.867</td>
<td>0.326</td>
<td>109.01</td>
<td>13.59</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td>3.89</td>
<td>2.377</td>
<td>0.049</td>
<td>3.840</td>
<td>0.326</td>
<td>108.89</td>
<td>13.57</td>
</tr>
<tr>
<td>Laaziri( ^a ) a-Si &amp; 3.88 ± 0.01</td>
<td>2.351 ± 0.001</td>
<td>0.031 ± 0.001</td>
<td>3.80 ± 0.01</td>
<td>0.23</td>
<td>107.83 ± 0.97</td>
<td>9.63 ± 0.08</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Filipponi\( ^b \) a-Si:H, 8% & 3.88 ± 0.12 | 2.35 ± 0.01 & & & & & & & &
| Vignoli\( ^c \) a-Si:H, 12% & 3.71 ± 0.07 | 2.37 ± 0.04 & & & & 8.7 & & & &
| Wakagi\( ^d \) a-Si:H, 12.8% & 4.0 | 2.363 ± 0.004 | 0.038 ± 0.008 & & & & & & & &
| Schülke\( ^e \) a-Si:H, 33% & 3.4 ± 0.1 | 2.363 ± 0.008 | & & & 3.86 ± 0.01 | 0.187 ± 0.005 | 109.5 ± 1.0 | 7.9 ± 0.4 |

\( ^a \)Reference 23.  
\( ^b \)Reference 24.  
\( ^c \)Reference 25.  
\( ^d \)Reference 26.  
\( ^e \)Reference 27.

pare the coordination number and average bond length than the peak intensities (for the first peak). Unfortunately Bel­lisent et al. did not publish coordination number values for their measurement. We summarize several calculated and exper­i­mental structural parameters for the Si-Si partial distribution in Table III.

The average Si-Si coordination number coincides with the expected value for a defect-free material containing 11 at. % of hydrogen. We note that the experimental values differ signifi­cantly. Laaziri et al. showed that scattering data out to at least 40 Å\(^{-1}\) are necessary to reliably determine the value of \( N_c \). The relative differences between the measured values of \( r_1 \) are approximately 1%. The same holds for differences between our results and the experiment. The calculation overestimates the static deviation of the first-neighbor distance \( \sigma_1 \). The comparison to experimental values indicates that the model contains more static disorder, although some of the slow quench samples fall into the uncertainty range of \( \sigma_2 \) reported by Wakagi et al. The calculated average second-neighbor distance \( r_2 \) coincides with neutron-scattering measurements (Refs. 28 and 36) and with the crystalline silicon value. The value reported by Laaziri et al. is lower than the other experimental values. Laaziri et al. note that this can be due to contributions from the third peak in the Si-Si radial distribution that affect the peak fitting parameters. Conse­quently the bond angle reported by Laaziri et al. is lower than values reported by Schülke et al. and Bellisent et al., and is lower than the tetrahedral angle in c-Si (109.47°). The bond angle deviation \( \sigma_\theta \) measured by Schülke is the lowest value compared to measurements of Wakagi et al. and Vignoli et al. This can probably be attributed to the large amounts of hydrogen (33 at. %) present in the sample. Vignoli et al. and Wakagi et al. obtain the bond angle deviation in an indirect way using the Raman spectra. They use a model, where the angle deviation depends linearly on the width of the TO peak. Vignoli et al. measured a deviation of 8.7° for an a-Si:H sample containing 12 at. % of hydrogen. Laaziri et al. obtain the bond angle deviation from the width of the second peak in the silicon radial distribution. They subtract the thermal disorder and experimental resolution utilizing the values measured on c-Si samples. Laaziri et al. report that the angle deviation value of 9.63° agrees well with previous studies. However they point out that the result has to be treated with caution, since the second peak can contain contributions from the third peak and this can affect the fitting parameters. We note that our average value of the bond angle deviation is lower compared to previous calculations of Gupte et al. (21.7°) (Ref. 8) and Klein et al. (16.6°).\(^{10}\) The trend that theoretical calculations (including our calculation) overestimate the bond angle deviation is rather clear. The same trend is observed in the deviation of the second-neighbor distance since these two parameters are closely connected. We would like to point out that the angle deviation is a very sensitive parameter. The five slow quench samples exhibit a significant variation in the angle deviation. On the contrary other parameters are very similar.

The experimental information available on the Si-H partial distribution is more sparse than on the Si-Si one. The calculated position of the first peak is found to be 1.51 Å. We note that the calculated value of 1.51 Å is identical to the calculated silicon-hydrogen bond length in the silane molecule. The calculated hydrogen-hydrogen radial distribution (not shown) has a peak at 0.75 Å, corresponding to the hydrogen molecule bond. Hydrogen molecules are found in samples A and D. The statistics in the hydrogen-hydrogen radial distribution function is very poor, rendering any comparison with the experiment unreliable.
They both reproduce the experimental case the band gap of a-Si:H is larger than that of c-Si.

Defect states are identified on the basis of their localized nature. The average band gap is found to be 0.92 eV with a standard deviation of 0.10 eV. The experimental value for a device quality material is 1.7 eV.[38] The mean first-neighbor distance is 2.374 Å with a static deviation of 0.041 Å. The mean second-neighbor distance is found to be 3.838 Å with a static deviation of 0.302 Å. Thus we find that the mean values of the first- and second-neighbor distance do not change significantly if one uses bigger supercells. The static deviations of the big supercell are found to be lower than the average deviations of the small supercells. It is however difficult to draw any conclusions from that, since the deviation values vary considerably among the small samples. Note that for example sample C has a lower σ₁ value than the big sample and sample B has a lower σ₂ value than the big sample. The average bond angle of the big sample (108.89°) is identical to the averaged value of the small samples. By analogy to σ₂, the bond angle deviation of the big sample is lower than the average of the small samples. The value of σ₂ due to static disorder is 12.54°. The band gap of the big sample is found to be 0.90 eV, a value close to the average band gap of the smaller samples.

Due to the structural disorder present in amorphous semiconductors, band tails are formed in the vicinity of the valence- and conduction-band edges. In order to better characterize the band tails, we employ the so-called participation ratio \( p_\ell \), which is a measure of localization of the eigenstates \( \psi_\ell \). It is calculated by projecting the wave function \( \psi_\ell \) onto spherical harmonics, which are nonzero only in spheres centered on each atom \( j \). The participation ratio is defined as follows (see, e.g., Ref. 39):

\[
p_\ell = \left( \sum_{j=1}^{N} \sum_{l=1}^{3} c_\ell^2(R_j) \right)^{2} \left( N \sum_{j=1}^{N} \sum_{l=1}^{3} c_\ell^2(R_j) \right)^{-1}.
\]  

The sums run over angular-momentum components \( l \) and over each atom with coordinates \( R_j \). The order of the spherical harmonics function \( m \) is already absorbed in the expansion coefficients \( c_\ell \). According to this definition \( p_\ell \sim 1 \) for a delocalized state (e.g., plane wave) and approaches the value \( N^{-1} \) for a localized state, where \( N \) is the number of atoms. In Fig. 8 we show the participation ratio of every electronic state in our big supercell. We note that some of the states \( \psi_\ell \) have a participation ratio higher than 1. This error arises from the projections inside the spheres centered on the atoms. The spheres can partially overlap but still do not fill the whole volume of the supercell.

VI. CONVERGENCE IN THE SUPERCELL SIZE

To study the effect of the supercell size on the calculated properties we performed a calculation on a bigger supercell containing 216 silicon and 27 hydrogen atoms. The preparation procedure is analogous to the preparation of smaller supercells by slow cooling, employing the same rates. The initial supercell is now built of 27 (3 × 3 × 3) c-Si:H cells. The silicon-silicon radial distribution of the small and big cell closely resemble each other (see Fig. 7). They both reproduce the experimental curve up to a distance of 5.5 Å, with correct positions of the first and second peak. The calculated position of the third peak (only visible in the big cell) is a bit higher than the experimental value. The positions of the first and second peak in the silicon-hydrogen radial distribution are 1.51 and 3.15 Å, respectively, in both the small and big sample. The coordination number of the big sample is 3.87, a value close to the averaged value of the small samples (3.89). The mean first-neighbor distance is 2.374 Å with a static deviation of 0.041 Å. The mean second-neighbor distance is found to be 3.838 Å with a static deviation of 0.302 Å. Thus we find that the mean values of the first- and second-neighbor distance do not change significantly if one uses bigger supercells. The static deviations of the big supercell are found to be lower than the average deviations of the small supercells. It is however difficult to draw any conclusions from that, since the deviation values vary considerably among the small samples. Note that for example sample C has a lower σ₁ value than the big sample and sample B has a lower σ₂ value than the big sample. The average bond angle of the big sample (108.89°) is identical to the averaged value of the small samples. By analogy to σ₂, the bond angle deviation of the big sample is lower than the average of the small samples. The value of σ₂ due to static disorder is 12.54°. The band gap of the big sample is found to be 0.90 eV, a value close to the average band gap of the smaller samples.

Figure 8 clearly shows the different regimes of localization typical of an amorphous semiconductor: the valence-band region (from −10 to −1 eV), valence-band tail region (from −1 to −0.6 eV), band-gap region (from −0.6 to 0.3 eV) with very localized defect states, conduction-band tail region (from 0.3 to 1 eV) and the conduction-band region (from 1 eV) with delocalized states. The existence of band tails was predicted in the early model of amorphous semiconductors by Anderson. It is well established experimentally by measurements of electrical transport, doping, and recombination. In fact the electronic properties of the
amorphous semiconductors, which differ considerably from their crystalline counterparts, are due to the band tails.

VII. STRUCTURAL AND ELECTRONIC DEFECTS

Although creating structures without any defects is important, on the other hand a small number of defects can give valuable information about the structure and electronic properties of defects in a-Si:H. Three out of five samples (B, D, and E) contain one dangling bond (undercoordinated atom) and one floating bond (overcoordinated atom) each. The big supercell contains one dangling bond and two hydrogens in a bond-centered (BC) position. Two samples, namely A and C, have no structural defects (see Table IV). The calculated densities of states of these defect-free samples are shown in Fig. 9.

Even though there is no one-to-one correspondence between a structural defect and an electronic defect state (as pointed out by Drabold et al. 41), we were able to assign almost all electronic defects to defect atoms. 42 In Fig. 10 we show the calculated density of states for the samples containing defect states inside the gap. The defect state B1 is a dangling bond with the charge density localized on a three-fold coordinated atom. The defect state B2 is a floating bond with the charge density centered around a fivefold coordinated atom. In this case the charge density is pushed toward the neighboring atoms, contrary to the dangling-bond defects, where it is localized on the defect atom itself. This finding is consistent with previous calculations. 43 The situation is very similar in the case of sample D. The D1 state is a dangling bond with charge density localized on a threefold coordinated atom. The D2 state is a floating bond with the charge density localized around a fivefold coordinated atom. The interpretation becomes more difficult in sample E. For the E1 state it is difficult to decide whether it is a dangling or a floating bond. In this case the defect structures share atoms

<table>
<thead>
<tr>
<th>Structure</th>
<th>Si2H2</th>
<th>Si3H0</th>
<th>Si3H1</th>
<th>Si3H2</th>
<th>Si4H0</th>
<th>H2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>59</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>54</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>57</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>58</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>E</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>55</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>F (big cell)</td>
<td>0</td>
<td>1</td>
<td>27</td>
<td>188</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
and the charge density of the E1 state is contributing to both of them. The state E2 is a dangling bond with the charge density centered on the undercoordinated atom. Sample F (the big cell) contains three defect states. The F1 state is a dangling bond, the states F2 and F3 are due to BC hydrogen. The BC hydrogen defect was proposed by Fish and Licciardello and was found also in previous MD simulations. The average Si-H bond length is found to be 1.71 Å and the average Si-H-Si angle is 148.4°. The charge density of the interstitial hydrogen defect is distributed equally between the two Si-H bonds and is localized closer to the silicon atoms.

VIII. VIBRATIONAL DENSITY OF STATES

The vibrational density of states was calculated for each of the five samples resulting from slow cooling. We used the finite differences method (see, e.g., Kresse et al.) in which all the atoms were displaced by 0.01 Å in the direction of each Cartesian coordinate, both positive and negative. For each displacement force are calculated as a derivative of the total energy and the dynamical matrix is obtained. The diagonalization provides us with eigenfrequencies of the particular modes. These were broadened with Gaussians with a width of 0.1 eV.

Experimentally the vibrational density of states can be obtained from inelastic neutron-scattering measurements. The situation is complicated by the large neutron-scattering cross section of hydrogen compared to that of silicon. As a result the spectrum of a-Si:H is dominated by the hydrogen vibrations. To overcome this problem Sinclair and co-workers performed also measurements on deuterated samples, replacing the 22% of hydrogen by deuterium. The BC hydrogen defect was proposed by Fish and Licciardello and was found also in previous MD simulations.

The vibrational density of states was calculated for each of the five slow cooling samples (solid red line).

FIG. 11. (Color online) Upper figure: inelastic neutron-scattering experiments on a-Si:D (solid red line) and on a-Si:H (dashed green line). Lower figure: calculated vibrational density of states averaged over five slow cooling samples (solid red line).

The region from 530 to 750 cm\(^{-1}\) is due to SiH wagging, SiH\(_2\) wagging and SiH\(_2\) twisting modes. The frequency regions of the particular modes overlap and depend on the local environment. The experimental peak due to this group of modes is located at 640 cm\(^{-1}\) and is much more noticeable. The peak at 850 cm\(^{-1}\) is arising from a SiH\(_2\) bending (scissors) mode and is also clearly visible in the experimental spectrum. Sinclair et al. resolved the peak in the hydrogenated sample at 1280 cm\(^{-1}\) as a second overtone of the SiH\(_2\) rocking and wagging mode. The SiH stretching modes have frequencies from 1810 to 2170 cm\(^{-1}\). The stretching frequencies of the SiH\(_2\) group have higher frequencies from 2070 to 2140 cm\(^{-1}\). The large spread of frequencies in the stretching modes is also visible in the experiment. The mode with the highest frequency is the H\(_2\) stretching mode from 4150 to 4190 cm\(^{-1}\).

As mentioned above the big supercell contains two hydrogen atoms in a BC position. This should give rise to unique modes in the vibrational density of states. We calculated their frequencies in the big cell allowing the two hydrogens, the four silicon atoms making up the bridges and their nearest neighbors to move. This should be a reasonable approximation since a hydrogen atom is ~28 times lighter than a silicon atom. The Si\(_2\)H wagging mode has a frequencies from 620 to 670 cm\(^{-1}\), the Si\(_3\)H bending mode has frequencies from 750 to 800 cm\(^{-1}\). These modes overlap with the SiH\(_n\) wagging and bending modes, thus will be difficult to observe. However the Si\(_3\)H stretching frequencies are 1050 and 1410 cm\(^{-1}\) and are clearly separated from all the SiH\(_n\) modes.

IX. CONCLUSIONS

First-principles molecular-dynamics simulations of a-Si:H were carried out. We examined the effect of the cooling rate on the quality of the amorphous structure. A substantial improvement of structural and electronic properties was found with slower cooling. The slow cooling rate and the size of the Si\(_{64}\)H\(_8\) supercell seem to be sufficient to prepare realistic amorphous structures, with low defect concentrations. Further, we obtained good agreement with the experimental static structure factor and radial distribution functions from neutron-scattering measurements. Other structural properties such as the coordination number \(N_c\), mean nearest-neighbor distance \(r\), rms deviation of the bond length \(\sigma_r\) differ by no more than 1% compared to values measured by extended x-ray-absorption fine structure (EXAFS). The average DFT band gap is found to be 0.92 eV, a value higher than the DFT band gap in crystalline silicon. Interestingly, the simulations reveal that the presence of hydrogen molecules in a-Si:H is possible. The calculations performed on a big supercell give similar structural and electronic properties of the amorphous...
network, facilitating the use of smaller supercells. Participation ratio as a function of energy demonstrates the localized nature of band tail states. Two out of five slow quench samples contain neither structural defects nor electronic defect states in the gap. In the other the samples we find dangling and floating bond defects and couple them to undercoordinated and overcoordinated atoms, respectively. The big cell sample contains hydrogen in a bridging position, giving the nature of band tail states. Two out of five slow quench ratio as a function of energy demonstrates the localized states in the gap. In the other the samples we find dangling and floating bond defects. The calculated vibrational density of states of the SiH and SiH₂ groups, thus should be visible by IR spectroscopic techniques.
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30The fact that the experimental static structure factors are measured over a finite interval in reciprocal space, results in unphysical negative values of the radial distribution function at small distances.
42The distinction between a defect state and a band tail state is based on the degree of localization. We define a threshold value of 0.1, since a vast majority of the wave functions that contribute to a defect state have smaller participation ratios.


