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Abstract. When the user is free to write anything, like handwriting, drawings, or gestures, techniques are required to distinguish between modes. Mode detection, preceding recognition, can be an important aid in applications that invite natural pen input. In this paper, a large amount of data, acquired in different contexts, is used to assess eight features on their suitability for mode detection. Six global features: length, area, compactness, eccentricity, circular variance, and closure, and two structural features: curvature, and perpendicularity, have shown to be particularly useful for determining whether a pen trajectory contains handwriting, lines, arrows, or geometric shapes. Using these eight features an overall performance on unseen data was achieved of 98.7\%, using a KNN classifier. According to the principal components analysis of the data, the most important features were closure, curvature, perpendicularity, and eccentricity. The results of this study are employed in two large research projects on natural multi-modal interaction that pursue design, route map, and map annotation scenarios.

1. Introduction

In applications where users are allowed to generate any kind of natural pen input, traditional recognition techniques suffer from the uncertainty about the intention of the user. Since in such cases, the user is not constrained to enter one of a pre-defined number of shapes (e.g., as defined in a gesture lexicon), the number and form of shapes that can be expected is unknown. In particular with the advent of TabletPC applications, which may provide the option to write anything, anywhere on the screen, the early distinction of pen input into separate modes helps to steer subsequent recognition algorithms (Rossignol et al., 2004).

The research presented in this paper pursues typical applications in which multiple input modes have to be distinguished. In the European IST-5 project COMIC (Boves et al., 2003), pen input in design applications is examined. In the Dutch ICIS project (ICIS, 2004), interactive route navigation and map annotation scenarios are being researched. Such applications require the recognition of pen drawn objects of many types, like handwriting, deictic gestures (e.g., arrows, encirclements, cross marks), complex drawings, and simple geometric shapes. Mode detection boils down to the detection of one of these input categories.

Research on mode detection is relatively new. In Jain et al. (2001) and Rossignol et al. (2004), handwriting and line segments were distinguished based on curvature and length features, resulting in recognition performances of respectively 99\% and 98\%. Bishop et al. (2004) achieved a performance of 95\% on mode detection between handwriting and arbitrary drawn objects. In this paper we will try to sustain these performances while including more object classes. To this end, powerful features that have proven their value in both online and off-line shape matching will be explored. For a general overview of features used in off-line shape recognition see Peura and Iivarinen (1997) and Zhang et al. (2004).

In off-line pen input recognition, both region-based (finding salient features in a region of an image) and contour-based feature detection (using the features of contours in an image, see Zhang et al. (2004)) are employed. \textit{Region-based} techniques include such techniques as the Hough transform (Ecabert et al., 2004; Wang et al., 1997), which uses data from the whole image to find lines, circles, or other shapes. \textit{Contour-based} features include chain codes (Freeman, 1961; Zhang et al., 2004; Rossignol et al., 2004), Fourier descriptors (Osowski and Nghiia, 2002), and curvature (Jain et al., 2001; Rossignol et al., 2004). Contour-based shape features use shape boundary information (Zhang et al., 2004) which has to be subtracted from an image. In this paper we will focus on using contour-based features for mode detection, since the outer contour of an object mimics the trajectory as acquired in the online applications we pursue.

Contour-based shape features can be distinguished in \textit{structural} and \textit{global} features. Global features use the dimensions of the object as principal features (Zhang et al., 2004), like area, length, compactness, and eccentricity. Structural features on the other hand describe relations between the path segments. They include chain codes, curvature and perpendicularity.

In the next section, a description of eight suitable features for mode detection is given. In Section 3., the results of using these features for mode detection in three distinct data sets is presented.

2. Shape features

The contour-based shape features we used were: \textit{length} ($\lambda$), \textit{area} ($A$), \textit{compactness} ($c$), \textit{eccentricity} ($e$), \textit{circular variance} ($\nu_{\text{circle}}$), \textit{closure} ($c$), \textit{curvature} ($\kappa$), and \textit{perpendicularity} ($\lambda_p$). These features were
selected for their ability to be used in online shape recognition, where objects are generated by sequences of pen stream coordinates (for a definition see Table 1). If an object comprises multiple strokes, the pen stream contains the concatenation of all pen down strokes (no use is made of information such as pen pressure or tilt). The next two subsections describe the eight global and structural features.

2.1 Global features
The two most basic features are length ($\lambda$) of the path along the pen stream and Area ($A$). Since most pen streams are not closed, the area of the convex hull (Graham, 1972) of the stream is used instead. Compactness or circularity is often defined as the ratio of the perimeter squared and the area of an object (Peura and Iivarinen, 1997). A circle is the most compact object and has a value of $2\pi$. For an elongated object, compactness approaches infinity. If one uses the convex hull area, the perimeter of the convex hull should be used.

Eccentricity is a measure for the ratio between the major and minor axis of a bounding box. The eccentricity is 0 for a circle or square, and approaches 1 for a long elongated object. Often the ratio between the major and minor axis is used instead (Zhang et al., 2004).

Circular variance is a measure for the difference between the object and a circle as a template. The circular variance is the proportional mean-squared error with respect to the solid circle (Peura and Iivarinen, 1997). The centroid used is the centre of mass of the samples in the pen stream and not necessarily the centre of mass of the object. A better approximation for the centre of the object can be acquired by resampling the pen stream so that each sample point has the same distance to each of its neighbors ($||\vec{s}_i - \vec{s}_{i+1}|| = ||\vec{s}_j - \vec{s}_{j+1}||$, $\forall i, j \in [0, n - 1]$).

2.2 Structural features
A simple structural feature is Closure which is the ratio between the distance between the first and last sample in a sample stream and the length of the stream. In the COMIC project (Boves et al., 2003), a feature named mean curvature Rossignol et al. (2004) was used to distinguish handwriting from lines. The curvature measures the total (absolute) change
Table 2
Mode categories per data set.

<table>
<thead>
<tr>
<th>data set</th>
<th>Handwriting</th>
<th>Arrows</th>
<th>Lines</th>
<th>Geom. objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>development</td>
<td>121</td>
<td>51</td>
<td>48</td>
<td>0</td>
</tr>
<tr>
<td>training</td>
<td>375</td>
<td>68</td>
<td>99</td>
<td>200</td>
</tr>
<tr>
<td>test</td>
<td>540</td>
<td>103</td>
<td>127</td>
<td>290</td>
</tr>
</tbody>
</table>

in orientation over the whole pen stream. For an ideal, perfectly straight line the curvature would be \( \kappa = 0 \), a perfect square or circle would result in: \( \lim_{n \to \infty} \kappa = 2\pi \). Cursive handwriting, if it has sufficient characters results in a much larger curvature. A problem with curvature is that with online data, sample points are not necessarily equidistant, which results in sometimes large angles when the distance between subsequent points is very small in relation to the resolution of the digitizing tablet. Therefore it is necessary to resample the pen stream so that it contains equidistant sample points, whose distance should be larger than the resolution of the tablet.

A feature sensitive to straight angles is perpendicularity \( (p_c) \) which is the sum of squared sines of the angles between path segments of equal length. Perpendicularity is a measure for the number of sudden direction changes in the sample stream. As with curvature, the pen stream should be resampled to create path segments of equal length. A perfect straight line will have a perpendicularity of 0 while a perfect rectangle will have a perpendicularity of 4 (each right angled corner contributes 1). A circle on the other hand will have a smaller perpendicularity because the angle between each line segment is smaller than \( \pi \) if the number of sample points \( (n) \) is larger than 4. The perpendicularity of a circle is:

\[
p_{\text{circle}} = n \sin^2 \frac{2\pi}{n}
\]

and will approach zero if more samples are used \( (\lim_{n \to \infty} p_{\text{circle}} = 0) \).

3. Experiments and results
To determine whether these global and structural features can be used efficiently for mode detection, we used three different data collections. These data were acquired in different contexts and from different writers. In the next sections, the three data collections, various instances of MLP and KNN classifiers, and experimental results assessing the recognition performance are presented.

3.1 Data
The data used in this paper were divided in three sets, a development set, a training set and a test set. The development set was used to (i) develop the feature extraction algorithms required to compute the features described in the previous section, (ii) to assess their distinctive properties through data analysis tools, and (iii) to optimize parameters like \( k \) in the KNN classifiers, the number of hidden units in the MLP neural networks and to perform initial training and testing. The remaining data was used for the experimental results presented below, where the training set was used for building the prototypes required for the KNN classifiers. The data originated from (i) the COMIC project (Boves et al., 2003), (ii) from Fonseca and Jorge (Fonseca and Jorge, 2001), (iii) and from the UNIPEN database (Guyon et al., 1994).

The data acquired in the COMIC project was collected in two so-called human factors experiments with respectively 28 and 40 different writers. In both experiments, a writer had to describe the layout and dimensions of a bathroom, resulting in pen input comprising handwriting (typically digit strings referring to the dimensions of bathroom objects), drawing, sketches, and deictic gestures. The data generously made available by Fonseca (Fonseca and Jorge, 2001), contained six classes of geometrical objects (lines, rectangles, arrows, circles, diamonds and ellipses). The Fonseca data contained solid, bold, and dashed instances of each of these classes of objects and was acquired in the context of scribble recognition. From the UNIPEN data, a set of cursive words was randomly selected. Please note that the development set merely contained the data acquired in the COMIC experiment from 40 writers. The remaining data were divided in the training and test set (see Table 2).

As explained above, the mode of each pen input was determined based on pen stream information. Each pen stream was first resampled to \( \lambda/5 \) equidistant samples. This resulted in resampled pen streams where the distance of each sample to its neighbors was about 5 units. For each resampled pen stream the feature vector was calculated as described in the previous section. To prevent large scale features to dominate (Jain et al., 1999), features were normalized so they all had a common range (between 0 and 1).

3.2 Classifiers
The goal of this research was finding salient features for the mode detection of these four classes of hand drawn objects and test their effectiveness. Our goal was not to find the best classifiers. Therefore to test the effectiveness of the eight features we used six simple classifiers; three k-nearest-neighbour (KNN)
Table 3
The confusion matrix for the KNN (k=4) classifier with the test class vertically and recognised class horizontally.

<table>
<thead>
<tr>
<th></th>
<th>Handwriting</th>
<th>Arrows</th>
<th>Lines</th>
<th>Geom.</th>
<th>Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handwriting</td>
<td>99.4%</td>
<td>0.6%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>99.4%</td>
</tr>
<tr>
<td>Arrows</td>
<td>4.9%</td>
<td>90.3%</td>
<td>1.9%</td>
<td>2.9%</td>
<td>90.3%</td>
</tr>
<tr>
<td>Lines</td>
<td>0.0%</td>
<td>0.0%</td>
<td>100.0%</td>
<td>0.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Geom. objects</td>
<td>0.3%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>99.7%</td>
<td>99.7%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.7%</td>
</tr>
</tbody>
</table>

Fig. 1. All objects that were misclassified by the KNN classifier (k=4), labelled with the class of the object as recognised by the classifier.

classifiers (with $k = \{3, 4, 5\}$) and three four-layered perceptrons (MLPs). The three MLPs had 8 and 4 units, 8 and 8 units, and 16 and 8 units in the two hidden layers respectively. The KNN classifier used the Mahalanobis distance as the distance measure to counteract the effects of mutual linear dependent features (Jain et al., 1999). When the KNN classifier generated a draw, the class of the nearest neighbor was used as the result. For developing and training, only the development set was used.

3.3 Results
After the development and initial testing of the classification system, no features were added or changed. Because only a subset of COMIC data was used in the initial training set, no geometric objects (which are only present in the data from Fonseca et al.) were used during the development of the system. Nevertheless when geometrical objects were used during final testing, the results were quite satisfactory, as depicted in Table 3. A maximum performance of 98.7% was reached by the KNN classifier with $k=4$. As can be seen in Figure 1, most errors (13 out of 14) were caused by the misrecognition of arrows. Handwriting was misclassified as arrows three times, five arrows were misclassified as handwriting, three arrows as geometric objects, and two arrows as lines. Finally one geometric object was misclassified as a geometric object.

The KNN classifiers with $k=3$ and $k=5$ achieved an overall performance of 98.6% and 98.4% respectively. All three MLP classifiers achieved the same overall performance (97.6%), although they performed differently on each class. On arrows, the performance of the 8x8x8x4 MLP classifier was better (93.2%) than the performance of the KNN classifier (90.3%).

To determine which features contribute most to correct classification, a principal components analysis (PCA) was performed on all data. According to the PCA, the most important feature is closure, followed by curvature, perpendicularity, and eccentricity. Using only these four features a mode-detection performance of 96.5% is obtained with the KNN classifier (k=4).

4. Discussion and future research
In this paper, eight features for mode detection are described and tested on three data sets, originating from different sources. Various configurations of KNN and MLP classifiers were used, yielding a performance of 98.7% on the distinction of four main classes: handwriting, arrows, lines and geometrical objects. This performance is comparable to the results published in Jain et al. (2001) and Rossignol et al. (2004) even though the number of object classes is twice as large. Moreover, since these results are achieved on unseen data from distinct sources, we may conclude that the features assessed here are robust and general purpose in the sense that they are writer-independent and suitable for a wide range of applications.

The resulting mode detection system made 14 errors in 1060 cases. An examination of these cases showed that the errors were mainly due to the deictic arrow category (see Figure 1). The largest number of
misclassifications involved arrows that were recognized as handwriting. A closer look at these arrows (Figure 1) shows that in four of these cases the arrows had a short tail compared to their heads and tail and head were disconnected from each other. This resulted in a (compared to other arrows) higher curvature which is characteristic of handwriting. On the other hand, the three strings that were misclassified as arrows were all small, containing only a few characters and were somewhat flattened, resulting in a (for handwriting) exceptionally low curvature.

Our current research is targeted on distinguishing more deictic gestures (e.g., cross marks, encirclements), which typically occur in the map annotation and route navigation scenarios envisaged in the ICIS project. In ICIS, a framework in which mode detection and object recognition techniques are merged is pursued. In this framework, the bottom up expectations made by the mode detection system will be combined with the results of subsequent recognition algorithms, feeding back information in case of uncertain results. Furthermore, it is expected that integrating the results from multiple classifiers (like the MLP classifier which performs better on certain categories than the KNN) will improve the confidence in the system’s output. It is our believe that the combination of information on these different levels will result in more robust interactive pen-based systems that allow natural interactions, i.e., make very little assumptions on the pen input repertoire that users will employ in conditions where they are left completely free.
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