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Lexical-decision studies with experienced English and French readers have shown that 
visual-word identification is not only affected by pronunciation inconsistency of a 
word (i.e., multiple ways to pronounce a spelling body), but also by spelling inconsis- 
tency (i.e., multiple ways to spell a pronunciation rime). The aim of this study was to 
compare the reading behavior of young Dutch readers with dyslexia to the behavior of 
readers without dyslexia. All students participated in a lexical-decision task in which 
we presented pronunciation-consistent words and pseudowords. Half of the pronunciation- 
consistent stimuli were spelling consistent and the other half were spelling inconsis- 
tent. All three reader groups, that is, students with dyslexia, age-match students, and 
reading-match students, read spelling-consistent words faster than spelling-inconsistent 
words. Overall reading speed of students with dyslexia was similar to that of reading- 
match students, and was substantially slower than that of age-match students. The re- 
suits suggest that reading in students with or without dyslexia is similarly affected by 
spelling inconsistency. Subtle qualitative differences emerged, however, with respect 
to pseudoword identification. The conclusion was that the findings were best inter- 
preted in terms of a recurrent-feedback model. 
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Frequency and consistency have been shown to affect visual-word 
identification in numerous studies with English readers. Beginning as 
well as experienced readers process words that occur relatively often 
in the (written) language more quickly and with fewer errors than 
words that rarely appear in print (for frequency effects in beginning 
readers,  see Holl igan & Johnston, 1988; for exper ienced readers,  
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Monsell, 1991). Consistency also affects the speed and accuracy of single- 
word reading. Consistency refers to the extent to which spelling and 
sound covary in a predictable way. Here, we focus on the onset- 
rime/body distinction. The body in a monosyllabic word is what is 
left after removing the initial consonant or consonant cluster. For ex- 
ample, the English spelling body UST, as in lust, is pronounced the 
same in all monosyllabic words (e.g., must, dust, just), whereas the 
spelling body ULL in pull is pronounced differently from dull and hull. 
Thus, inconsistency at the body-rime level occurs when spelling bod- 
ies are pronounced differently, depending on the word in which they 
appear. This type of inconsistency has been investigated in depth in 
the English language. Words with inconsistent pronunciation bodies 
general ly  produce  slower naming responses and more errors 
(Andrews, 1982; Backman, Bruck, Hebert, & Seidenberg, 1984; 
Glushko, 1979; Jared, 1997, 2002; Jared, McRae, & Seidenberg, 1990; 
Seidenberg, Waters, Barnes, & Tanenhaus, 1984; Treiman, Mullennix, 
Bijeljac-Babic, & Richmond-Welty, 1995), and longer lexical-decision 
latencies and more errors (Andrews, 1982; Pugh, Rexer, & Katz, 1994; 
Stone, Vanhoy, & Van Orden, 1997; but see Jared et al., 1990) than 
words with consistent pronunciation bodies in both beginning and 
experienced readers. The evidence with respect to the interaction be- 
tween frequency and consistency is mixed. Some studies (lexical-decision 
and/or naming) showed consistency effects for low-frequency words 
and no or minimal effects for high-frequency words (e.g., Backman et 
al. 1984; Seidenberg et al., 1984; Taraban & McClelland, 1987; Treiman 
et al., 1995; Pugh et al., 1994), whereas others found consistency effects 
for both high- and low-frequency words (Andrews, 1982; Jared, 1997). 

So far, our discussion of the consistency effect has been limited to 
the mapping from spelling to phonology. However, words may also 
be inconsistent in the opposite direction; that is, in the way they map 
phonology to spelling. For example, the pronunciation body [iep] in 
English is spelled two ways, EEP as in keep and EAP as in heap. The 
predominance of phonological spelling errors (e.g., deap where deep 
was intended) in spelling tasks is a clear demonstration of the effect of 
spelling inconsistency. Spelling inconsistency has been known to af- 
fect spelling performance in both beginning and experienced spellers 
(Barry & Seymour, 1988; Holmes & Ng, 1993; Kreiner & Gough, 1990; 
Peereman, Content, & Bonin, 1998; Perry, Ziegler, & Coltheart, 2002; 
Waters, Bruck, & Seidenberg, 1985; for an extensive overview, see 
Bosman & Van Orden, 1997). 

The fact that pronunciation consistency affects reading perfor- 
mance and spelling consistency affects spelling performance has been 
known for a while. However, the question whether spelling inconsis- 
tency also affects reading was addressed less than a decade ago by 
Stone et al. (1997). They presented English-speaking participants with 
four types of words. The first set was bidirectionally consistent. An ex- 
ample is the word lust. Its spelling body UST is only pronounced one 
way in the various words that share this spelling body, and its pro- 
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nunciation body [As¢] is only spelled one way in the words that 
share this pronunciation body. A second set of words was bidirection- 
ally inconsistent. For example, the spelling body EAK in bleak has 
multiple pronunciations, as in break [breIk] and leak [lI~k], and the 
pronunciation body [i~k] has multiple spellings, as in freak and creek. 
The third and fourth sets of words were consistent in one direction 
but inconsistent in the other. The example heap has a spelling body 
EAP that is always pronounced the same, but the pronunciation body 
[i~p] can be spelled multiple ways, as in creep and leap. The contrast- 

ing example hull has a pronunciation body [A1] that can only be 
spelled one way, but a spelling body ULL that can be pronounced 
multiple ways, [All as in dull and [U~l] as in pull. 

Participants in the Stone et al. study performed a lexical-decision 
task. Presented with words  and nonwords,  they had to decide as 
quickly and as accurately as possible whether the word that appeared 
on the computer screen was a word or not. As expected, words with 
inconsistent pronunciation bodies yielded slower correct responses 
and more errors than words with consistent pronunciation bodies. 
However, words with inconsistent spelling bodies and consistent pro- 
nunciation bodies (e.g., heap) also produced slower correct responses 
and more errors than words that were consistent in both directions. 
Note that this is a rather unintuit ive finding. Despite the fact that 
these words  that  can on ly  be p r o n o u n c e d  one way,  the visual-  
identification process is still slower in case words can be spelled mul- 
tiple ways. In sum, words that are consistent in both directions were 
processed more quickly and more accurately than words that were ei- 
ther inconsistent in one direction or in both directions. Bidirectionally 
inconsistent words yielded responses comparable in speed and accu- 
racy to words inconsistent in only one direction3 

Shor t ly  after  Stone et al. pub l i shed  their  f ind ings ,  Ziegler ,  
Montant, and Jacobs (1997) demonstrated a spelling-consistency effect 
in French in both lexical decision and naming. Peereman et al. (1998) 
contested the French findings by Ziegler and his colleagues, however. 
In a series of five experiments, they were unable to obtain the spelling- 
consistency effect. They argued that the presence of the effect in the 
study by Ziegler et al. was due to a confound between consistency 
and subjective word frequency. A recent study by Lacruz and Folk 
(2004) revealed that  the famil iar i ty  explanat ion  put  forward  by 
Peereman et al. did not explain the effects obtained in English. They 

~Inconsistent mapping from spelling to phonology in reading is also referred to as feed- 
forward inconsistency and inconsistent mapping from phonology to spelling as feed- 
back inconsistency (Stone et al., 1997). For spelling, it would be exactly the opposite; 
inconsistent mapping from phonology to spelling is feedforward inconsistency, and in- 
consistent mapping from spelling to phonology is feedback inconsistency. Because this 
terminology is dependent on the task at hand, we decided to adopt the context- 
indepedendent terms coined by Vanhoy and Van Orden (2001), which is pronunciation 
consistency (one way to pronounce a word) and spelling consistency (one way to spell a 
word). 
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found clear effects of feedback consistency in both lexical decision and 
naming with familiarity controlled for. Lacruz and Folk suggested 
that language differences, with English more reliant on word bodies 
than French, may be responsible for the experimental differences. 
Thus, the null finding of feedback consistency by Peereman et al. 
needs to be further verified. 

In a subsequent study, Ziegler and Ferrand (1998) demonstrated 
the effect of spelling consistency in an auditory lexical-decision task. 
Their results showed that participants took longer and made more er- 
rors on spelling-inconsistent word than on spelling-consistent words 
(see also Ziegler, Ferrand, & Montant, 2004). Ziegler and colleagues, 
however, were not the first to demonstrate a spelling-consistency ef- 
fect in auditory-word perception. Already in 1979, Seidenberg and 
Tanenhaus (see also Zecker, Tanenhaus, Alderman, & Siqueland, 
1986) showed that English-speaking students, who performed an au- 
ditory rhyme-detection task, were faster to decide that two ortho- 
graphically similar words (e.g., COAT-BOAT) rhymed than two 
orthographically dissimilar words (e.g., VOTE-BOAT). 

The consistency findings reported above all pertain to normal 
reading behavior, suggesting that they are part and parcel of unim- 
paired reading. The question arises whether students with reading im- 
pairments or dyslexia are similarly affected by consistency. Zecker 
(1991) investigated this issue by conducting an auditory rhyme- 
detection task with orthographically similar (e.g., BUM-GUM) and 
dissimilar (e.g., THUMB-GUM) word pairs. His participants consisted 
of a group of English-speaking reading-disabled and normally achiev- 
ing children. It appeared that disabled readers between 10.1 and 11.5 
years did show the consistency effect but the younger, disabled read- 
ers did not, whereas all normally achieving readers (aged between 7.0 
and 11.5) demonstrated the effect. Zecker's results suggest that liter- 
acy development in reading-impaired children is to some extent quali- 
tatively different from that of children without a reading disability. 
This conclusion, however, is a little premature because the reading 
level of the reading-disabled children in his sample who did not 
demonstrate the consistency effect was substantially lower than that 
of the youngest readers in the normally achieving group. In fact, the 
disabled readers (aged between 10.1 and 11.5) who appeared to be 
susceptible to the consistency variable had a reading level that was 
equal to that of the youngest normally achieving readers (aged be- 
tween 7.0 and 8.5). Thus, the reading-disabled children had a delay of 
about three years. Equating the reading groups on reading level sug- 
gests that the difference between the groups on the auditory rhyme- 
detection task is merely quantitative. 

Recently, Davies and Weekes (2005) revisited the issue of spelling 
and pronunciation consistency, and were the first to show bidirectional- 
consistency effects in the reading and spelling of students with and 
without dyslexia. They had their participants spell and read aloud a set 
of 48 monosyllabic English words. These words were assigned to four 
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groups of 12 words each. One group contained words that were con- 
sistent in both directions; one group had words that were inconsistent 
in both directions; one group consisted of words that were spelling- 
consistent and pronunciation-inconsistent; and one group had words 
that were pronunciation-consistent  and spelling-inconsistent. The 
error scores on the reading task showed the well-researched pronunciation- 
consistency effect for both groups, and a spelling-consistency effect for 
the students with dyslexia only. The error scores on the spelling task 
showed a pronuncia t ion-consis tency effect as well as a spelling- 
consistency effect in both reader groups. In sum, Davies and Weekes 
showed that a) both types of consistency also affect spelling perfor- 
mance, b) consistency effects occur in young unimpaired readers as 
well as in readers with dyslexia, and c) consistency effects also emerge 
in accuracy scores. They measured response latencies, but this depen- 
dent variable did not appear to produce one or both consistency ef- 
fects in reading. 

As said, the majority of studies pertaining to consistency effects 
have been conducted in English and some in French, made possible to 
a large extent by the work of Ziegler and colleagues. They computed 
body-r ime consistencies in both directions for a large number  of 
monosyllabic words in both English (Ziegler, Stone, & Jacobs, 1997) 
and French (Ziegler, Jacobs, & Stone, 1996). Table I summarizes the 
mean consistency levels of the four word categories in the English and 
French languages. Bosman and Mekking (2006) computed similar 
statistics for the Dutch language on the CELEX database (Baayen, 
Piepenbrock, & van Rijn, 1993). Pronunciation consistency is equally 
high in French (81.2%) and Dutch (84.5%), and substantially higher 
than in English (69.3%), whereas spelling consistency is highest in 
Dutch (36.8%) followed by English (27.7%), and they are both substan- 
tially higher than in French (2.8%). In all three languages, pronuncia- 
tion consistency is considerably higher than spelling consistency, 
which explains why spelling is more difficult than reading (Bosman & 
Van Orden, 1997). 

In sum, these statistics suggest  that pronuncia t ion as well as 
spelling consistency should also affect reading behavior in Dutch. 
Although Dutch has about 15.5% pronunciation-inconsistent words, it 
should be possible to select an appropriate set of words that fulfill the 
necessary requirements.  However,  the fact that we conducted our 
study with beginning readers limited the choice of acceptable stimuli 
to such an extent that we decided to drop this variable, still leaving us 
with the most interesting variable with respect to reading, namely, 
spelling consistency. Note that a spelling-consistency effect in a lan- 
guage that is relatively consistent, like Dutch, is less likely to happen 
than in languages (like English and French) in which inconsistency is 
the rule rather than the exception. More pronunciation-consistent 
mappings may be too efficient to afford spelling consistency effects, 
making the extension of such findings to a language like Dutch more 
interesting. 
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Table I. Percentages of Pronunciation and Spel l ing  Consistency Levels 
Based on the N u m b e r  of Word Occurrences of Body-Rime Relat ionships  in 

English (n = 2694), French (n = 1843), and Dutch (n = 6190) One-Syl lable  
Words 

Spel l ing 

Consistent Inconsistent  Total 

E F D E F D E F D 
Pronunciation 

Consistent 19.3 2.6 33.6 49.9 78.6  50.9 69.3 81.2 84.5 

Inconsistent 8.4 0.2 3.2 22.4 18.5 12.3 30.7 18.8 15.5 
Total 27.7 2.8 36.8 72.3 97.2  63.2 100 100 100 

Note. English (E) figures from Ziegler, Stone, and Jacobs (1997), French (F) 
from Ziegler, Jacobs, and Stone (1996), and the Dutch (D) are based on 
Bosman and Mekking (2006). 

Stone et al. (1997) in English and Ziegler, Montani et al. (1997) in 
French used low-frequency words only because if consistency effects 
are real, they are most likely to appear in low-frequency words. In our 
s tudy with young beginning readers, we used both high-frequency 
and low-frequency words. We decided to enter the frequency variable 
as a means of assessing the sensitivity of our experimental design. It 
has been known that frequency affects reading in Dutch beginning 
(Bosman & de Groot, 1991; Reitsma & Vinke, 1986) and experienced 
readers (e.g., Brysbaert, 1996; de Groot, 1989; del Prado Martin et al., 
2005). We expect to find a straightforward frequency effect as well as a 
spelling-consistency effect in low-frequency words. Whether or not 
the spelling-consistency effect will emerge in high-frequency words 
remains  to be  seen. Based on earl ier  f ind ings  that  s h o w e d  no 
markedly different reading behavior in Dutch impaired and unim- 
paired readers in knowledge of coarse-grained and /o r  intermediate- 
grained phonological structure (Bosman, van Leerdam, & de Gelder, 
2000) and on the more recent work by Davies and Weekes (2005) on 
English impaired  and unimpai red  readers,  we  expect a spelling- 
consistency effect in students with and without dyslexia. 

As recommended by Backman, Mamen, and Ferguson (1984) and 
Vellutino and Scanlon (1989), we used a combination of a reading- 
match and age-match design to assess the nature of potential differ- 
ences between impaired and unimpaired reading. The assumptions are: 
reading behavior of students with dyslexia that deviates from that of 
reading-match as well as from age-match students signifies a qualitative 
difference (i.e., a reading deficit), whereas, reading behavior of students 
with dyslexia similar to that of reading-match students and both differ- 
ent from that of age-match students signifies most likely a quantitative 
difference (i.e., a reading delay). We agree, however, with Vellutino and 
Scanlon (1989), who state that " . . .  group differences favoring normal 
readers with a CA-matched design and no group differences with an 
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RL-matched design may be a meaningful and theoretically pattern of 
results, if the data are organized by a reasonably plausble theory and if 
the hypotheses generated by this theory are supported by independent 
research" (p. 365). Thus, a pattern of results that is in line with one of 
the two possibilities is a first step in the quest for the nature of reading 
disabilities. It requires additional research with a large variety of read- 
ing tasks to substantiate any claim. 

In sum, the goal of the present experiment was to s tudy similari- 
ties or differences in reading behavior of Dutch students with and 
without  dyslexia using spelling-consistent and -inconsistent words  
and pseudowords  in a lexical-decision task modeled after Stone et al. 
(1997) and Ziegler, Montani et al. (1997). In the Discussion, we will ex- 
plain in detail that the presence of spelling-consistency effects in read- 
ing is best explained in terms of a theoretical account that assumes full 
recurrence between relevant aspects of processing, thus feedforward 
and feedback activation between orthography and phonology. 

M E T H O D  

PARTICIPANTS 

Sixty-nine students from Dutch primary schools participated in this 
study. Twenty-three students constituted the group of children with 
dyslexia. The 46 remaining students did not have reading problems. 
These students were matched to the children with dyslexia on either 
word-reading level (reading-match group; 23 students) or on chrono- 
logical age (age-match group; 23 students). The students with dyslexia 
were recruited from a school for special education and scored more 
than two years below their expected reading level. The students with- 
out reading problems attended a school for regular education. 

Two weeks before the experiments were conducted,  the word-  
reading and pseudoword-reading skills of all children were assessed. 
Word- read ing  level was measured  with a s tandard ized  reading-  
decoding test (Brus & Voeten, 1973). The score on this test is the num- 
ber of words read correctly in one minute. Pseudoword reading was 
assessed by means of a standardized pseudoword-reading test (van 
den Bos, Spelberg, Scheepstra, & de Vries, 1994). The score on this test 
is the number of pseudowords  read correctly in two minutes. Table II 
presents the scores on the reading tests and the mean ages of the three 
experimental groups. 

Pe r fo rmance  on the w o r d - r e a d i n g  test  of the s tuden t s  wi th  
dyslexia was not statistically different from that of students in the 
reading-match group (F < 1), but the reading-match group performed 
significantly better on the pseudoword-reading test than the students 
with dyslexia F(1, 44) = 7.0, p < .05, M S E  = 112.7. The mean age of the 
students with dyslexia was not statistically different from the students 
in the  a g e - m a t c h  g r o u p  (F < 1), b u t  the i r  w o r d - r e a d i n g  and  
pseudoword-reading levels were significantly lower than that of the 
students in the age-match group, F(1,44) = 163.6, p < .0001, M S E  = 
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Table II. Reading Scores, Age in Months, and Sex Ratio of the Experimental 
Groups 

Experimental Groups 
With Dyslexia Reading-match Age-match 

Word reading (wpm) 31.2 (9.7) 31.5 (9.3) 69.5 (10.6) 

Pseudoword reading (wp2m) 20.7 (10.8) 29.0 (10.5) 64.7 (11.1) 
Age 124 (9) 92 (6) 123 (9) 
Girls/Boys 13/10 9/14 11/12 

n 23 23 23 
Note. Standard deviations in parentheses 

102.9 for word reading, and F(1,44) = 185.8, p < .0001, MSE = 119.6 for 
pseudoword reading. The students with dyslexia were on average 2.7 
years older than those in the reading-match group. 

Assuming that students with dyslexia may suffer from a phono- 
logical deficit visible in reduced performance on a nonword-reading 
task (Rack, Snowling, & Olson, 1992; van IJzendoorn & Bus, 1994; 
Wimmer, 1996), only students with a difference score on the word- 
reading and the pseudoword-reading tests less than 10 points were in- 
cluded in the age-match and reading-match samples. Thus, limiting 
the difference between the level of word  and pseudoword  reading 
minimizes the chance that students with undetected reading problems 
were included in the two samples without dyslexia. 

MATERIALS 
The 120 stimuli in this experiment consisted of 60 words and 60 pseu- 
dowords. The words were selected from the Woordfrequentielijst [Word 
frequency list] of Staphorsius, Krom, and de Geus (1988), a corpus of 
202,526 words appearing in children's books, and consisted of 30 high- 
frequency words and 30 low-frequency words. The pseudowords were 
derived from the words (see below for details). All words and pseu- 
dowords were monosyllabic and contained either four or five letters. 
The average length of the words and pseudowords was 4.3 letters. 

All word stimuli were spelling-to-sound consistent, with unam- 
biguous pronunciations, but only half of the words were also sound- 
t o - spe l l i ng  cons i s ten t .  The o ther  hal f  was  s o u n d - t o - s p e l l i n g  
inconsistent; that is, were words that could be spelled multiple ways. 
The inconsistent stimuli (words and pseudowords)  used here either 
contained the phoneme [au] ,  [E±], Ix],  or [ t ] .  The phoneme [au] 
can be spelled four ways, namely, AU, as in Augurk [gherkin], OU as 
in Kou [cold], AUW, as in Gauw [quick[, or OUW as in Touw [rope]. 
The phoneme [~.±] can be spelled two ways, that is, IJ as in Slijm 
[slime] or EI as in Klein [small]. The phoneme Ix] can also be spelled 
two ways, CH as in Pech [bad luck] and G as in Leeg [empty]. Finally, 
the phoneme It]  in one-syllable words can be spelled two ways; that 



SPELLING CONSISTENCY AND DYSLEXIA 2 79 

is, T as in Pret [fun], and D as in Tand [tooth]. The grapheme D is pro- 
nounced I t ]  only when it occurs in the final position of a word or 
syllable; in all other cases, it is pronounced [d]. Dutch spelling bodies 
may have two inconsistent phonemes. For example, in the word Tijd 
[ t E i t ] ,  which is Dutch for time, both the [Ei] and [t]  are inconsis- 

tent. Only words with one inconsistency in the body were selected. 
The high-frequency words were words with a frequency greater 

than 17 and the low-frequency words were words with a frequency 
less than 14. The mean frequency of the high-frequency words was 
94.3 (SD = 115.2, range from 18 to 422). The mean frequency of the 
low-frequency words was 4.4 (SD = 3.8, ranged from 1-13). The mean 
frequency of the consistent words was 49.4 (SD = 90.3) and of the in- 
consis tent  words  was 49.3 (SD = 96.6). The dif ference in high-  
frequency and low-frequency words was significant (F[1, 56] = 17.60, p 
< .0001), but between consistent and inconsistent words was not (F < 
1). The differences in frequency comparing high-frequency consistent 
words (M = 94.1) and high-frequency inconsistent words (M = 94.5), 
or low-frequency consistent words (M = 4.6) and low-frequency in- 
consistent words (M = 4.2) were not significant either, F < 1. 

The pseudowords were derived from the words by changing one 
or two letters, but maintaining the number of letters and maintaining 
the inconsistent phoneme-grapheme relationship in the inconsistent 
stimuli. Consistent words were changed into consistent pseudowords. 
The entire list of stimulus materials is presented in the Appendix. 

Two pseudo-random list orders were created, containing the same 
set of 120 stimuli. The order of the items in List A was from 1 to 120, 
and the one in List B from 61-120, followed by I to 60. Care was taken 
to present pseudowords derived from words as far apart as possible, 
and to avoid an order in which two or more consistent words or two 
or more high-frequency or low-frequency words  succeeded each 
other. In both lists, each item occurred only once and the participants 
were assigned randomly to one of the lists. 

PROCEDURE 
Participants were seated in front of a computer screen at a distance of 
approximately 50 cm. They were instructed that words they knew and 
words they did not know would appear on the computer screen. They 
were asked to press as quickly and as accurately as possible the yes 
button on the button box, connected to the serial port of the computer, 
in case they knew the words, and to press the no-button in case they 
did not know the word. Experience with young Dutch children per- 
forming lexical-decision tasks had taught us that the standard instruc- 
tion to press the no-but ton  in case a p seudoword  (or nonword)  
appeared on the screen led to long thinking times (Bosman & de 
Groot, 1996). 

Following the offset of an auditory warning signal, there was a 250 
ms interval before the stimulus was presented on the screen. The stimu- 
lus remained on the screen until the participant had responded. If the 
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participant did not respond within 10 seconds, the stimulus disap- 
peared from the screen automatically. One second following the re- 
sponse, a new trial was presented. Lexical-decision latencies were 
measured from the onset of the stimulus until the onset of the key press 
response. Prior to the experiment proper, participants were familiarized 
with the procedure in three practice trials in which they received feed- 
back. During and after these trials, they were able to ask questions re- 
garding anything that was related to the task. The response latencies on 
the practice trials were excluded from the data set. Participants were 
tested individually and a session lasted about 10 minutes; they did not 
receive feedback on experimental task performance. 

RESULTS 

Before subjecting the data to analysis, responses based on latencies ex- 
ceeding 10 seconds (14 responses of students with dyslexia and three 
responses from the students in the reading-match group) or responses 
faster than 250 ms (three responses of students with dyslexia) were re- 
moved from the data set. Moreover, latencies based on errors (stu- 
dents  with dyslexia 16.7%, reading-match 10.0%, and age-match 
5.0%), and extremely long responses, that is three SD above the mean 
(students with dyslexia 1.2%, reading-match 1.1%, and age-match 
1.3%), were also excluded from the analyses. Prior to the analyses 
proper, the effect of list was investigated. No effect of list emerged, so 
it was decided to drop this variable from subsequent analyses. 

A final remark concerns the application of the statistics used here. 
After Clark's (1973) seminal article on the use of the proper F-test in 
psycholinguistics, researchers started to report min F', which enabled 
them to generalize beyond the materials used. This test treats both the 
subjects and the items as random effects in one and the same analysis. 
Shortly after Clark's publication, Wike and Church (1976) criticized 
the min F- tes t  as being too conservative and, therefore, leading to 
possible type II errors. The result was that researchers started to re- 
port F 1 (subject analysis) and F 2 (item analysis) separately, without 
computing min F'. Raaijmakers, Schrijnemakers, and Gremmen (1999; 
see also Raaijmakers, 2003) showed that this is statistically incorrect. 
They also made clear that if proper measures are taken, that is, stimu- 
lus materials are matched or each stimulus appears in each condition 
(either by random assignment or by experimental manipulation), the 
proper test is the subject analysis (F1). In the present study, the stimuli 
were matched and had to be treated as a fixed effect because the num- 
ber of stimuli that could be generated given the requirements had 
reached its limits. 

WORDS 

Errors. A 3 (group: dyslexia vs. reading-match vs. age-match) X 2 
(frequency: high vs. low) X 2 (consistency: consistent vs. inconsistent) 
ANOVA was performed on the mean error scores of the participants. 
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Group was treated as a between-subjects variable and f requency and 
consistency as within-subjects variables. The means  are p resen ted  in 
Table lII. The main effects of g roup  and frequency, as well as the inter- 
action between group and frequency, reached significant levels, F(2, 66) 
= 15.53, p < .0001, MSE = 85.1, F(1, 66) = 153.71, p < .0001, MSE = 64.9, 
and F(2, 66) --- 4.84, p < .01, MSE = 64.9, respectively. Post-hoc compari-  
son with Tukey 's  test revealed that students with dyslexia did not com- 
mi t  s ign i f i can t ly  d i f f e r en t  n u m b e r s  of e r ro r s  t h a n  r e a d i n g - m a t c h  
students, whereas  both groups  made  more  errors than age-match stu- 
dents  (p < .05). Subsequent  analyses  indicated  that  all three  g roups  
showed a significant f requency effect, but  this effect was substantially 
lower in the age-match group  (7.8%; F[1, 22] = 26.51, p < .0001, MSE = 
53.1) than in the reading-match group (14.8%; F[1, 22] = 73.36, p < .0001, 
MSE = 68.5), and in the students with dyslexia (13.5%; F[1, 22] = 57.07, p 
< .0001, MSE -- 73.2). The main  effect of consistency was not  significant 
(F < 1), and the interaction effect be tween  f requency  and consistency 
was marginally significant, F(1, 66) = 3.10, p < .08, MSE = 37.0. Further 
analyses regarding the differences be tween high-frequency consistent 
and inconsistent words  and between low-frequency consistent and in- 
consistent words  did not reveal significant effects. 

Latencies.  A 3 (group: dyslexia vs. reading-match  vs. age-match) 
X 2 (frequency: high vs. low) X 2 (consistency: consistent vs. inconsis- 
tent) ANOVA was pe r fo rmed  on the words '  mean  response  latencies 
of the participants.  Group  was  t reated as a between-subjects  variable 
and frequency and consistency as within-subjects variables. The means 
are presented in Table IV. All three main effects were  significant. The 

Table III. Mean Error Percentages of Words 

Experimental Groups 

Stimulus With Dyslexia Reading-match Age-match 

HF LF HF LF HF LF 
Consistent 

M 6.7 

SD 7.5 

Inconsistent 

M 9.0 

SD 7.7 

Consistency effect 

M 1.3 

SD 9.9 

Frequency effect 

M 13.5 

SD 8.6 

21.2 4.6 21.4 3.2 11.9 

6.9 6.2 8.5 4.0 9.6 

21.4 5.8 18.6 3.5 10.4 

12.2 7.3 9.2 4.9 7.2 

-.9 -.6 

7.2 5.7 

14.8 7.8 

8.3 7.3 
Note. HF refers to high-frequency words and LF to low-frequency words. 
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Table IV. Mean Lexical-Decision Latencies of Words in Ms 

Stimulus 

Experimental Groups 

With Dyslexia Reading-match Age-match 

HF LF HF LF HF LF 
Consistent 

M 1850 

SD 779 

Inconsistent 

M 1855 

SD 670 

Consistency effect 

M 124 

SD 291 

Frequency effect 

M 271 

SD 230 

2002 1742 2097 888 956 

778 430 691 167 174 

2245 1832 2143 916 984 

842 483 554 195 206 

68 28 

155 59 

333 68 

264 74 
Note. HF refers to high-frequency words and LF to low-frequency words. 

effect of g roup  was F(2, 66) = 29.46, p < .0001, MSE = 1115801.9, of fre- 
quency  it was, F(1, 66) = 81.30, p < .0001, MSE = 42641.3, and the effect 
of consistency was F(1, 66) = 9.86, p < .005, MSE = 37524.7. Before dis- 
cussing the main  effects, it is necessary to investigate the source of the 
significant three-way interaction be tween group,  frequency,  and con- 
sistency, F(2, 66) = 3.22, p < .05, MSE = 41189.0. 

Separate analyses for each of the groups  on f requency X consis- 
tency revea led  that  the in terac t ion  effect was not  s ignif icant  in the 
r e a d i n g - m a t c h  g r o u p  or  in  t he  a g e - m a t c h  g r o u p ,  b o t h  F ' s  <1. 
H o w e v e r ,  this in terac t ion  b e t w e e n  f r equency  and  cons is tency  was 
marginal ly  significant in the g roup  of s tudents  with dyslexia, F(1, 22) 
= 3.37, p < .08, MSE = 96042.7. Subsequent  analyses indicated a signifi- 
cantly larger consistency effect for the low-frequency words  (243 ms) 
than for the high-frequency words  (5 ms). Because all three groups  re- 
vealed significant main  effects of f requency and consistency, replicat- 
ing the general  main effect, we  re turn to the overall  main  effects. 

The main effect of f requency showed that lexical-decision latencies 
to high-frequency words  (M = 1514, SD ---- 648) were shorter than laten- 
cies to low-frequency words  (M = 1738, SD = 795). The main effect of 
consis tency revealed that all par t ic ipants  r e sponded  faster to words  
with consistent phoneme- to-grapheme relationships (M = 1589, SD = 
716) than to words  with inconsistent relationships (M = 1662, SD = 729). 
Table IV also shows the frequency and consistency effects of each of the 
groups separately. The main effect of group showed that age-match stu- 
dents (M = 936, SD = 178) were  significantly faster than reading-match 
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students (M = 1954, SD = 521), and students with dyslexia (M = 1988, 
SD = 731), with no significant difference emerging between the latter 
two; in bo th  cases p < .0001, based on Fisher's PLSD. 

A final result  of impor tance  concerning the word  stimuli was the 
significant interaction effect be tween  g roup  and frequency,  F(2, 66) = 
10.36, p < .0001, MSE = 42641.3. Al though  all three groups  showed  sig- 
nificant f requency  effects, the effect was substantial ly smaller  in the 
age-match group  than in the reading-match  group,  and in the g roup  
of s tudents  with dyslexia. Note,  nei ther  the interaction effect be tween  
g roup  and  consis tency nor  the one  b e t w e e n  f r e q u e n c y  and  consis- 
tency reached  significant levels. 

PSEUDOWORDS 
Errors. A 3 (group: dyslexia vs. reading-match vs. age-match) X 2 

(consistency: consistent vs. inconsistent) ANOVA was per formed on the 
pseudowords '  mean  error scores of the participants. Group  was treated 
as a between-subjects variable and consistency as a within-subjects vari- 
able. The means  are presented  in Table V. The main  effects of g roup  
and consistency, as well as the interaction be tween group and consis- 
tency, reached significant levels, F(2, 66) = 21.26, p < .0001, MSE = 151.9, 
F(1, 66) = 6.77, p < .01, MSE = 24.1, and F(2, 66) = 4.10, p < .02, MSE = 
24.1, respectively. Subsequent analyses indicated that only in the group 
of s tudents with dyslexia, did a significant consistency effect emerge,  

Table V. Mean Percentages of Errors and Mean Lexical-Decision Latencies 
in Ms of Pseudowords 

Experimental Groups 
Stimulus With Dyslexia Reading-match Age-match 

C I C I C I 
Error rates 

M 16.5 

SD 12.4 

Latencies 

M 2657 

SD 1004 

Consistency effect 

Errors 

M 5.5 

SD 9.5 

Latencies 

M -48 

SD 257 

22.0 6.7 7.7 3.2 3.2 

16.5 6.4 6.0 4.0 2.9 

2609 2581 2445 1107 1104 

1060 776 831 255 248 

1.0 0 

6.8 2.8 

-136 -3 

654 85 
Note. C refers to consistent pseudowords and I to inconsistent 

pseudowords. 
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F(1, 22) = 7.79, p < .01, MSE = 44.8, with students with dyslexia commit- 
ting more  errors to inconsistent than to consistent pseudowords .  In the 
age-match and the reading-match group,  this effect did not  approach 
significance, bo th  F's < 1. Subsequent  analyses of the main  effect of 
g roup  indicated that age-match students did not make  significantly dif- 
fe ren t  n u m b e r s  of errors  than  r ead ing -ma tch  s tudents ,  whi le  bo th  
groups  made  fewer errors than students with dyslexia; in both cases p < 
.0001, based on Fisher's PLSD. 

Latencies. A 3 (group: dyslexia vs. reading-match vs. age-match) 
X 2 (consistency: consistent vs. inconsistent) ANOVA was per formed 
on  the p s e u d o w o r d s '  mean  r e sponse  la tencies  of the par t ic ipants .  
Group  was t reated as a between-subjects variable and  consistency as a 
within-subjects variable. The means  are presented  in Table V. Nei ther  
the main effects of consistency nor  the interaction be tween g roup  and 
consistency reached significant levels. Only the main  effect of group 
w a s  s i g n i f i c a n t ,  F(2,  66) = 30.19,  p < .0001, M S E  = 1100137.9.  
Subsequent  analyses indicated that age-match s tudents  were  signifi- 
cant ly faster on the p s e u d o w o r d s  than read ing-match  s tudents  and 
s tuden t s  wi th  dyslexia;  in bo th  cases, p < .0001, based  on  Fisher 's  
PLSD. Response times to p seudowords  of reading-match students  did 
not  differ significantly f rom students  with dyslexia. 

WORDS VERSUS PSEUDOWORDS 

Errors.  Join t  ana lys i s  of p e r f o r m a n c e  on  w o r d s  a n d  p se u -  
d o w o r d s  will per ta in  to effects not  tested in the analyses above. A 3 
(group:  dys lex ia  vs. r e a d i n g - m a t c h  vs. age-match)  X 2 (s t imulus:  
w o r d  vs. p s e u d o w o r d )  X 2 (consistency: consistent  vs. inconsistent) 
A N O V A  was  p e r f o r m e d  on  the w o r d s '  and  p s e u d o w o r d s '  m e a n  
e r ro r  scores of the par t ic ipants .  G r o u p  was  t r ea t ed  as a be tween-  
subjects  var iab le  and  s t imulus  and  cons i s tency  as wi th in-subjec ts  
variables. Conforming  to the results of the analyses above,  the main 
effect of g roup  was significant, F(2, 66) = 31.2, p < .0001, MSE = 102.3. 
The main  effect of s t imulus was not  significant, bu t  the interaction ef- 
fect be tween  g roup  and s t imulus was, F(2, 66) = 7.56, p < .001, MSE = 
92.1. Subsequent  analyses revealed that in the g roup  of s tudents  with 
dyslexia,  the n u m b e r  of errors  made  on words  was not  statistically 
different  (M = 14.6%, SD = 4.8) f rom the n u m b e r  of errors ma d e  on 
p seu do wo rds  (M = 19.3%, SD = 13.8). In the reading-match  and in the 
age -m a tch  g r o u p  s ign i f i can t ly  m o r e  e r ro rs  w e r e  m a d e  on  w o r d s  
(I2.6%, SD = 4.9, and  7.2%, SD = 4.I, respec t ive ly)  than  on pseu-  
d o w o r d s  (7.2%, SD = 5.2, and 3.2%, SD = 3.2, respectively);  reading- 
match  students,  F(1, 22) = 31.57, p < .0001, MSE = 21.5, and age-match 
students,  F(1, 22) = 12.31, p < .002, MSE = 30.8. The interaction effect 
be tween  st imulus and consistency was marginal ly  significant, F(1, 66) 
= 3.02, p < .09, MSE = 28.2. Subsequen t  analyses  revea led  that  the 
cons i s tency  effect  of w o r d s  was  not  s ignif icant ,  whe reas  of pseu-  
do wo rds  it was, F(1, 68) = 6.20, p < .02, MSE = 26.3 (see above for fur- 
ther  details). 
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Latencies.  A 3 (group: dyslexia vs. reading-match vs. age-match) 
X 2 (stimulus: word vs. pseudoword) X 2 (consistency: consistent vs. 
inconsistent) ANOVA was performed on the words '  mean response 
latencies of the participants. Group was treated as a between-subjects 
variable and stimulus and consistency as within-subjects variables. 
Conforming to the results of the analyses above, the main effect of 
group was significant, F(2, 66) = 31.81, p < .001, MSE = 1514130.0. The 
main effect of stimulus was also significant, revealing faster response 
latencies for words  (M = 1626 ms, SD = 716) than for pseudowords  (M 
= 2084 ms, SD = 1011), F(2, 66) = 100.63, p < .0001, MSE = 1480607.6. 
More detailed analysis was required because of the significant interac- 
tion between stimulus and group, F(2, 66) = 10.28, p < .0001, MSE = 
143975.0. It appeared that the effect of stimulus was significant in all 
three groups, but  that this effect was substantially smaller in the age- 
match group (169 ms) than in the reading-match group (559 ms), and 
in the group of students with dyslexia (655 ms). Finally, the significant 
interaction between stimulus and consistency (F[2, 66] = 7.78, p < .01, 
MSE = 40894.4) confirmed the absence of a consistency effect in the 
pseudoword condition and its presence in the word condition, F(1, 68) 
= 9.77, p < .003, MSE = 18984.3 (see above for further details). 

D I S C U S S I O N  

The basic goal of the present study was to establish whether beginning 
r eade r s  wi th  and  w i t h o u t  dys lex ia  re l i ab ly  s h o w  a spel l ing-  
consistency effect on visual -word identification probed  using the 
lexical-decision task. All three groups had longer response latencies on 
words  that were spelling-inconsistent than words that were spelling- 
consistent. Only in the group of students with dyslexia did consistency 
interact with frequency: The spelling-consistency effect emerged in the 
set of low-frequency words only. The spelling-consistency effect in the 
two normal-reading groups emerged in both frequency conditions. This 
result is in accordance with the findings by Lacruz and Folk (2004). 
Their study with adult participants who performed both naming and 
lexical decision also revealed frequency and spelling-consistency effects, 
but  no interaction. See also Metsala, Stanovich, and Brown (1998), who 
showed that frequency and pronunciation consistency affected reading 
similarly in students with and without dyslexia. 

The error scores of the word  stimuli yielded no spelling-consis- 
tency effect, and no spelling-consistency effect showed up in the pseu- 
doword  latencies of the three groups. The absence of a consistency 
effect on latencies of responses to pseudowords  replicates the findings 
by Stone et al. (1997) in English and Ziegler, Montani et al. (1997) in 
French. There was, however,  one significant spelling-consistency ef- 
fect in the error scores of students with dyslexia: more errors were 
made on inconsistent pseudowords  than on consistent pseudowords.  

Why we did not, like Davies and Weekes (2005), find a consis- 
tency effect in the error data of the words  is readily explained by the 
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fact that all our stimuli were pronunciation-consistent, whereas half of 
their stimuli were pronunciation-inconsistent, causing another source 
of variation in their data. This showed up in their overall error rates: 
students with dyslexia had on average 42% reading errors and their 
reading-match students committed 23% reading errors. The overall 
word-reading errors of our participants were substantially lower: 14% 
in the group of s tudents  with dyslexia, 13% in the reading-match 
group, and 8% in the age-match group. The reduced number of errors 
nevertheless afforded sufficient latitude for a significant frequency ef- 
fect. High-frequency words were identified more accurately than low- 
f requency words  in all three reader  groups,  albeit the effect was 
reduced in the age-match group. The latency data revealed the same 
pattern; all three reader groups identified high-frequency words  more 
quickly than low-frequency words, and the effect was also reduced in 
the age-match group. 

Thus, all three groups demonstrated a spelling-consistency effect 
in the latencies of responses to words but  not in the latencies of re- 
sponses to pseudowords,  and all three groups showed a frequency ef- 
fect in the latency as well as the error data. Moreover, the overall error 
rate of students with dyslexia was similar to that of reading-match 
students, which, in turn, were higher than those of age-match stu- 
dents. Similarly with respect to the response latencies, students with 
dyslexia and reading-match students  had similar response times, 
which, in turn, was higher than that of age-match students. These 
findings indicate that the reading behavior of students with dyslexia 
in the present lexical-decision task does not differ qualitatively from 
that of students who are unimpaired readers. Word identification in 
students with dyslexia resembles that of reading-match students, sug- 
gesting that the differences observed in comparisons of readers with 
dyslexia and age-match readers are quantitative in nature. 

This conclusion must be qualified by the implications of the re- 
sults relating to performance on pseudowords.  The pattern of results 
with respect to pseudoword latencies mimicked those of the word la- 
tencies: similarly fast responses by students with dyslexia and reading- 
match students, who, in turn, were slower than age-match students. 
But students with dyslexia made more errors on the pseudowords  
than reading-match and age-match students did, who made a similar 
number of errors on the pseudowords.  Moreover, only students with 
dyslexia committed more errors on inconsistent pseudowords than on 
consistent ones. The comparison of performance relating to word and 
pseudowords revealed that students with dyslexia had a similar num- 
ber of errors on words and pseudowords (14% and 19% respectively), 
whereas reading match (13% and 7%, respectively), and age-match 
(8% and 3%, respectively) committed more errors on word  stimuli 
than on pseudoword stimuli. These findings suggest a subtle differ- 
ence between students with dyslexia and unimpaired readers pertain- 
ing to the production of responses to pseudowords.  We will discuss 
potential reasons for this result below. This experimental finding con- 
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verges with the test results of the three reader groups (consult Table 
II). Recall, word-reading level of the students with dyslexia was simi- 
lar to that of the reading-match students (31.2 and 31.5, respectively), 
whereas pseudoword-reading level was lower than that of reading- 
match students (20.7 and 29.0, respectively). 

Our findings motivate the conclusion that the word-identification 
process is highly similar in all three groups (they all showed a fre- 
quency and a consistency effect, and the error rates were similar in 
comparisons be tween reading-match  s tudents  and s tudents  with 
dyslexia), but word-identification speed of students with dyslexia was 
at the level of students 2.5 years younger. Pseudoword identification 
showed a slightly different pattern. Although pseudoword-identification 
speed of the students with dyslexia was at the level of the reading- 
match students; they made many more errors. And, unlike the other 
reader groups, they also exhibited a consistency effect in the error 
rates of the pseudowords. 

Many others who have studied dyslexia in both a pronunciation- 
consistent language like German and a pronunciation-inconsistent 
language like English have arrived at the conclusion that students 
with developmental dyslexia display a pseudo- or nonword deficit 
(Goswami, Ziegler, Dalton, & Schneider, 2003; Griffiths & Snowling, 
2002; Rack et al., 1992; van IJzendoorn & Bus, 1994; Wimmer, 1996; 
Ziegler, Perry, Ma-Wyatt, Ladner, & Schulte-K6rne, 2003). 

A reliable spelling-consistency effect in conjunction with a pseu- 
doword-reading deficit in the students with dyslexia requires a theo- 
retical explanation that takes both into account. Many sophisticated 
implementations, localist as well distributed models, of normal and 
impaired word identification have been developed (e.g., Coltheart, 
Rastle, Perry, Langdon, & Ziegler, 2001; Harm & Seidenberg, 1999, 
2001; Plaut, McClelland, Seidenberg,  & Patterson,  1996; Plaut  & 
Shallice, 1993). The assumpt ion  unde r ly ing  these models  is that  
visual-word identification involves the activation of three main as- 
pects; that is, orthography, phonology, and semantics. Initially, con- 
nectionist models simulated the most apparent aspect of reading only, 
namely ,  the covar ia t ions  be tween  o r t h o g r a p h y  and p h o n o l o g y  
(Seidenberg & McClelland, 1989). All connectionist models were ei" 
ther strict feedforward models, in which activation is sent from letter 
nodes to phonemes nodes, or feedforward with a simple recurrent as- 
pect. In later models, steps were taken to include semantics as well. 
Only recently did Harm and Seidenberg (2004) present simulations of 
a network in which all three aspects were fully incorporated. Their 
model  is the most  comprehens ive  version of a dis tr ibuted word-  
perception model so far. It comprises recurrent-feedback relationships 
between semantics and phonology (i.e., feedforward and feedback), 
and feedforward relationships between orthography and semantics on 
the one hand, and feedforward relationships between orthography 
and phonology on the other. Between them, various connectionist 
models successfully simulated important intact and impaired word- 
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perception phenomena (e.g., regularization error, the frequency by 
regularity interaction, homophone effects, semantic errors, and the 
like). Note that the regularization error in reading is a demonstration 
of a pronuncia t ion-cons is tency  effect. The counter in tu i t ive  phe- 
nomenon of a possible alternative spelling affecting the word-reading 
process can only be understood when activation from phonology is al- 
lowed to be fed back to orthography. We, therefore, agree with Stone 
et al. (1997) that spelling-consistency effects are strong evidence of the 
presence of interactive or feedback processes in reading. 

McClelland and Rumelhart's (1981) interactive-activation model is 
the first example of the incorporation of interactivity in which feedback 
from a higher level (word level) is fed back to a lower level (letter level). 
Examples of subsequent developments are the resonance models by 
Grossberg and Stone (1986), Kawamoto and Zemblidge (1992), Stone 
(1994), and Van Orden and Goldinger (1994). Farrar and Van Orden 
(2001) implemented a resonance version of the triangle model, in which 
orthography, phonology, and semantics had full-recurrent connections 
among each other. The design of the resonance model of Van Orden 
and colleagues actually predicts the occurrence of spelling-consistency 
effects in reading and pronunciation effects in spelling. The design of 
their model, however, does not state that a frequency by consistency in- 
teraction has to occur; rather, they state that consistency effects may be 
r e d u c e d  or e l imina ted  in h i g h - f r e q u e n c y  w o r d s  (Van Orden ,  
Pennington, & Stone, 1990). Because Van Orden and colleagues de- 
scribed and implemented a fully-recurrent network and because they 
presented a theoretical account of developmental dyslexia in terms of a 
resonance model (Van Orden, Bosman, Goldinger, & Farrar, 1997), we 
will take their model as an explanation of our findings. 

The model consists of three families of nodes with fully-recurrent 
connections: orthographic nodes,  phonologic nodes, and semantic 
nodes (Figure 1). This means that there is a connection from each of 
the orthographic nodes to each of the phonologic and each of the se- 
mantic nodes, and there are backward connections from each of the 
phonologic and semantic nodes to the orthographic nodes, and simi- 
larly for the connections between phonologic and semantic nodes. On 
presentation of a printed word, the orthographic nodes get activated, 
which, in turn, activate phonologic and semantic nodes (feedforward 
activation). The recurrent connections cause the phonologic and se- 
mantic nodes to activate the orthographic nodes again (feedback acti- 
vation).  Wheneve r  the feedback  act ivat ion pa t te rn  matches  the 
feedforward activation pattern, a temporarily stable, coherent dy- 
namic whole emerges. Similarly, when the network is presented with 
a spoken word, phonologic nodes get activated, which, in turn, acti- 
vate orthographic and semantic nodes. Again, the recurrent connec- 
tions cause the or thographic  and semantic nodes  to activate the 
phonologic nodes again, and whenever the feedback pattern matches 
the feedforward  pattern,  a temporar i ly  stable, coherent  dynamic 
whole emerges. 



SPErLING CONSXSTENCY AND DYSLEXIA 289 

/ 
Figure 1. Macrodynamics of a recurrent-network account. 

An important property of the present network is the difference in 
overall strength between node families, as illustrated by the relative 
boldness of the arrows. Connection strength indicates the speed with 
which dynamics cohere. In the present case, the connections between 
orthographic and phonologic nodes are strongest. In alphabetic lan- 
guages, letters and phonemes correlate rather strongly. The letter P is 
almost always pronounced as [p] (exceptions are the P in PHOENIX or 
PSYCHO), and the phoneme [p] is almost always written with a P. The 
relations between phonemes and semantics are less strong. Knowing 
that a word starts with the phoneme P does not provide us with much 
information on its meaning (e.g., PAGE, PURE, or PRACTICAL do not 
share much meaning). Although phonologic and semantic nodes share 
only weak connections, they are stronger than those between semantic 
and orthographic nodes. This is primarily because we learned to speak 
before we learned to read, and we speak more often than we read. 
Note that before children learn to read, the strongest connections will 
be between phonologic and semantic nodes, but quickly after reading 
instruction starts, the ones be tween  or thographic  and phonologic  
nodes will supersede as a result of the strong correlations between let- 
ters and phonemes. Thus, this recurrent network predicts that dynam- 
ics involving the relation between orthography and phonology cohere 
before the dynamics be tween phonology and semantics, which, in 
turn, cohere before the dynamics between semantics and orthography. 
If this is true, it should not come as a surprise that phonology is an 
early and omnipresent constraint in reading as well as in spelling. For 
examples on reading, we refer the reader to Frost (1998) and Van 
Orden, Pennington, and Stone (1990), and for various examples on 
spelling to Bosman and Van Orden (1997). 

More important with respect to the current issue is that recurrence 
in the network predicts that it matters for reading that words can be 
spelled multiple ways and for spelling that words  can be pronounced 
multiple ways.  According to the model,  during reading activation 
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from phonologic nodes is always fed back to orthographic nodes, in- 
consistency from phonology to or thography will negatively affect 
reading. Similarly, dur ing  spelling, activation from orthographic 
nodes is always fed back to the phonologic nodes and inconsistency 
from orthography to phonology will negatively affect spelling. The ex- 
periments by Seidenberg and Tanenhaus (1979) and the one by Zecker 
(1991) presented earlier provide beautiful demonstrations of the inter- 
active nature of sound and spelling. Studies by Ziegler and colleagues 
reveal similar effects in a letter-search task (Ziegler & Ferrand, 1998; 
Ziegler et al., 2004). With respect to semantics, the nature of the model 
assumes that the role of semantics is comparable to that of orthogra- 
phy and phonology; that is, the relationships between semantics and 
orthography/phonology are also bidirectional. Thus, it should matter 
for reading that a word is ambiguous with respect to meaning, and 
that one meaning can be represented by more than one word. Studies 
by Pecher (2001) and Rodd, Gaskell, and Marslen-Wilson (2002, 2004) 
showed that this was indeed the case. 

Although Van Orden and colleagues never simulated develop- 
mental dyslexia, in one of their publications, they presented a sugges- 
tion of how to go about this (Van Orden et al., 1997). Their idea is 
based on a neural analogy, without claiming anatomical plausibility. 
Post-mortem studies by Galaburda, Sherman, Rosen, Aboitiz, and 
Geschwind (1985) indicate anatomical anomalies (possibly as a result 
of neural migration) in the brains of people with dyslexia. Locally 
small anomalies in neural positioning may cause large changes in the 
patterns of interconnectivity between neurons in different regions of 
the brain. Translated in terms of our recurrent network, perhaps the 
problem in developmental  dyslexia arises from haphazard connec- 
tions rather than fully recurrent connections between orthographic 
and phonologic nodes. Haphazard connectivity precludes the emer- 
gence of fine-grain statistical structure (i.e., the level of letter-phoneme 
relationships), without preventing the development of coarse-grain 
statistical structure (i.e., multiletter or whole-word level). Only when 
the network or for that matter the reader is able to develop fine-grain 
statistical structure between letters and phonemes will pseudoword 
reading be possible. Moreover, in the case of words, the semantic- 
phonologic and /o r  the semantic-orthographic dynamic (see Figure 1) 
can come to a rescue, whereas these dynamics will not be able to help 
when pseudowords are read. This also explains why readers with de- 
velopmental dyslexia display strong phonology effects in tasks in- 
volving words  (e.g., Bosman et al., 2000; Van Orden & Goldinger, 
1996) and at the same time, show the absence of phonology when 
reading pseudowords. 

We briefly return to three empirical issues not discussed previ- 
ously. The first one is the fact that students with dyslexia and reading- 
match s tudents  display greater f requency effects than age-match 
students. The difference between high- and low-frequency words is 
most likely larger for students with limited print exposure (i.e., the 
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students with dyslexia and reading-match students). Suppose that 
with increasing experience, exposure to low-frequency words  in- 
creases from two to 10 and those of high-frequency words from 100 to 200. 
That would mean a relatively larger increase for the low-frequency 
words than for the high-frequency words. Thus, becoming a more ex- 
perienced reader would lead to smaller frequency effect. Note that 
this effect will show up in any network (not just recurrent ones). 

The second effect that has not been discussed is the finding that 
only students with dyslexia presented a consistency effect on the accu- 
racy data of nonword decisions. Caution should be exercised when in- 
terpreting these results. The relatively small number of errors made in 
the age-match (3.2%) and the reading-match group (7.2%) as com- 
pared to the group of students with dyslexia (19.3%) suggests that a 
floor effect has occurred in the former two groups. We refrain from 
presenting an interpretation, because we are not yet convinced that 
this is a meaningful difference. 

The third and final effect that requires attention is the presence of an 
interaction effect between frequency and consistency of the word latency 
data in the group of students with dyslexia, and its absence in the two 
reading groups without dyslexia. One caveat: because resonance models 
are essentially nonlinear, any explanation is somewhat speculative, and 
needs to be tested in future research. We can only present a suggestion. 
Building on the assumption that dyslexia is characterized by haphazard 
connectivity in the orthographic-phonologic relationships, students with 
dyslexia are more  rel iant  on the o r thograph ic - semant ic  and the 
phonologic-semantic dynamics than students without dyslexia. These dy- 
namics can help to clear up the inconsistencies in the orthographic- 
phonologic dynamic  more easily in high-frequency words  than in 
low-frequency words. Low-frequency inconsistent words suffer from a 
double disadvantage; they are semantically less well known and they are 
inconsistent from phonology to orthography. This may be the reason 
why a consistency effect emerges in low-frequency words only in stu- 
dents with dyslexia. In students without dyslexia, there is full connectiv- 
ity between orthography and phonology, and their word-identification 
process is less reliant on the orthographic-semantic and the phonologic- 
semantic dynamics. The consistency effect can emerge in both high- and 
low-frequency words because the orthographic-phonologic dynamic de- 
velops relatively independently. In sum, because overall coherence is 
more important in students with than in students without dyslexia, their 
word-identification process may subtly deviate from that of students 
without. Three empirical findings support this conclusion: students with 
dyslexia have considerably slower decision times (more than twice as 
slow) compared to age-match students, their mean responses to low- 
frequency inconsistent words are the longest (2245 ms), and they are 100 
ms longer than that of reading-match students (2143 ms). 

To conclude, the empirically established interactive nature  of 
spelling, sound, and meaning leads us to conclude that any word- 
perception model should incorporate the feedback principle. The feed- 
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back principle precludes that reading can be viewed as a linear sum of 
orthography + phonology + semantics. A system that includes feed- 
back and feedforward processes causes continuous nonlinear alter- 
ations of the activation patters among orthographic, phonologic, and 
semantic nodes. We, therefore, agree with the conclusions drawn by 
Harm and Seidenberg (2001), who explained the impairments of two 
cases of acquired dyslexia in terms of a phonological impairment that 
interacts with the orthographic properties of stimuli. The way they 
phrased their conclusion suggests that they are not attributing the 
cause of reading failure to either orthography or phonology. 

We would like to take matters a little further than this, because we 
believe that there is great utility in viewing reading (and for that matter, 
cognition in general) as an ongoing interaction between the organism 
and its environment (see Van Orden, Holden, Podgornik, & Aitchison, 
1999). Reading is just like any other cognitive task strongly contextually 
situated. The most obvious context in reading an alphabetical writing 
system is the word context. Letters and letter clusters change their rela- 
tionship to phonemes according to the contexts in which they appear. 
Other important contexts for visual-word identification are task vari- 
ables: response mode (e.g., naming, lexical decision, semantic catego- 
rization), target stimuli (e.g., homophones, regular words, exception 
words, nonwords), filler stimuli (e.g., orthographically illegal pseu- 
dowords, orthographically legal pseudowords pseudohomophones), 
preceding trial (e.g., priming, [backward] masking), interstimulus- 
interval (ranging from 0 to seconds), response delay (e.g., immediate or 
delayed), and so forth. To complicate matters even further, not only ex- 
perimental contexts codetermine the reading process. A reader's per- 
sonal history and disposition provide yet another one. For example, the 
amount of print exposure, age, language experience, and functional im- 
pairments, like being dea l  blind, or having dyslexia, all contribute to 
the outcome of the reading process. Viewing the reading process as the 
result of the ongoing interaction between a person and the task at hand, 
without one having primacy over the other, has an important implica- 
tion prudently discussed by Van Orden and Kloos (2005). Thus, reading 
performance of students with dyslexia is bound to be similar in some 
respects and different in others. They may reveal themselves between 
and within tasks. The present experiment showed both differences and 
similarities within one task. 
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