Interleaving Simulated and Physical Environments Improves Evolution of Robot Control Structures
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Abstract

Control structures for physical robots can be evolved in simulated and physical environments. In this study, the interleaving of simulated and physical environments during the course of the evolution of a control structure was examined. This method was compared to the method of ‘fine tuning’ in a physical environment a control structure that has evolved in complete simulation. Interleaving physical and simulated environments improves performance of the eventual control structure. Possibly, this method allows for the evolved control structure to incorporate and retain advantageous behavioral patterns from both environments.

1 Introduction

Evolutionary robotics is a field of science in which evolutionary methods are exploited in order to synthesize control structures for robots that operate in either a simulated environment or in the physical world. This approach is based on genetic algorithms, originally developed by John Holland [4].

In the present study, a control structure for a physical robot was evolved. A number of epochs throughout the evolutionary process took place in simulation, while generations in between these epochs were evolved in a physical robot in a real environment. The issue under investigation is whether this method results in better performing control structures in comparison to the now more common method of evolving all generations in simulation entirely except for a small number of final generations.

1.1 Evolving control structures in simulated and physical environments

For reasons of efficiency control structures for physical robots are often partly evolved in simulation.

The following method is often applied (see for example [7]): A control structure is evolved in simulation for a number of generations. Subsequently, the evolutionary process is continued in a physical environment for a smaller number of generations (typically about a tenth of the number of preceding generations). The advantage of such a method follows from the relatively small amount of time and work required for evolving in simulation when compared to real world evolution. Miglino, Lund and Nolfi [7] propose a number of techniques to optimize the results of the method. Unfortunately, these techniques are rather complicated and require quite some effort to improve the validity of the simulation. Other authors [5] introduce the term ‘reality gap’, referring to the discrepancies between simulation and reality that cause evolved control structures that perform well in simulation to fail in reality. Several approaches to this phenomenon can be taken. Jacobi, Husbands and Harvey [5] and Miglino et al. [7] suggest applying noise. Eggenberger and Gómez [2] take a developmental approach.

Another way of combining simulation and physical robots when evolving control structure is by interleaving physical and simulated environments over the course of evolution. While assigning most of the work to the simulation, like the method mentioned above, an interleaving approach will prepare the eventual control system for the real world from the early stages on.
One notable example of the use of such an ‘interleaving’ strategy can be found in the work of [12]. In their experiment, the evolutionary process is split into separate phases, each of which handles a specific aspect of evolution. Their approach yields acceptable results, and is faster than if real robots had been used throughout [11]. However, it strongly deviates from Holland’s well proven GA method. In addition, human interference is required at every loop of the process, which may prove cumbersome.

1.2 Interleaving simulated and physical environments in evolution

Despite the problems found in the experiments of [12], the principle of interleaving simulated and real robots and environments may have a number of intrinsic pros when compared to, for example, the work of [7]. In the experiments of the latter, great efforts are made to model the physical robot and its environment as accurately as possible. In addition, a carefully selected type of noise must be added to the simulation. While these measures may actually optimize the results while minimizing the number of real world trials that have to be run, they also demand for a certain amount of time, effort and expertise that may not always be available.

We propose a method that, like the method of [12] involves interleaving simulation and real world evolution during the course of evolution, but also allows for comparison with the method of [7]. The main difference with the method of [12] is that except for the nature of the environment and the robot (namely whether these are virtual or physical), all relevant factors are kept equal. Most importantly, the software that controls the robot and contains the control structure and the genetic algorithm and its parameters are equal. No efforts are made to optimally identify the simulation with the real world.

The main object of study in is the effect of interleaving on the fitness of eventual control structures. Over the course of evolution, control structures become increasingly reliant on the robot’s environment and morphology. By breaking the chain of growing dependent on the simulation and by preparing, if you will, the control structure for the real world in bite-size chunks, a better performing robot is expected to result. One question that has to be answered first of all, is whether switching back and forth early on in the process improves eventual performance at all.

2 Experimental setup

2.1 The robot and the environment

The physical robots used in this experiment are composed of the parts found in the Lego Mindstorms robot kit. Its main component is the programmable brick, which provides motor outputs and sensory inputs, and in which the control structure is stored. A great advantage of Lego Mindstorms for the purposes of this study is the availability of a customizable simulation platform, the use of which is discussed in Section 2.1.4. The descriptions below concern the physical robot and environment. The simulated robot and environment are modeled to their physical counterparts.

2.1.1 The environment and task

The robot was placed inside an arena in which it can freely move. This arena was designed in such a way that it allows the robot to behave according to its intended task, which is defined through the fitness function of the genetic algorithm (described in more detail in Section 2.2). The task requires the robot to drive around the arena as far as possible whilst avoiding bumping against the walls that surround it. These walls are about the same height of the robot. Walls are placed inside the arena as well. The robot is unable to cross any of these walls. It is possible however to drive around the walls inside the arena, since they do not form enclosed regions. The floor of the arena is white, except for the regions surrounding the walls, which are covered with strips of black paper. The white of the floor and the black of the paper constitute a difference in luminance large enough to be picked up by the light sensors of the robot. Light conditions were kept equal during the entire experiment. The control structure can configured such that bumping against walls can be avoided by retracting upon the perception of black areas.

2.1.2 The robot

Figure 1(a) shows the morphology of the physical robot. Two motor units are connected to the Mindstorms brick, which control the two caterpillar tracks that are positioned at the sides of the vehicle. At the front side
of the robot, three sensors are placed: two light sensors pointing to the floor and one touch sensor, which is activated when pressure is applied to a bumper in front of the robot.

The program that was downloaded to the programmable brick contains the control structure for the robot, which processes incoming information from the sensors and generates output patterns which result in behavior. Additionally, the software evaluates the robot’s performance by monitoring the output patterns and keeping track of potential bump events. The details of the evaluation method are described in detail in Section 2.2.

2.1.3 The control structure

The control structure of the robot in this experiment consists of an artificial neural network (ANN) that maps sensory input to motor output values. The ANN consists of a single layer with all-to-all connections, which means that every unit in the network receives input from every unit in the network, including itself. Of course certain connections may be effectively disabled by having a weight value of zero. The weight values of the network and the biases of the units are subject of evolution.

The network contains 10 units. Therefore it can be represented by a $10 \times 10$ matrix in which the weights of the connections between the units are stored and an array of size 10 which holds the biases of the units. The values of the two light sensors are treated as input to two of the units of the network. The output values of two other units are used to set the power of the motors. The value of the touch sensor is not fed into the network, but used only for determining the genotype fitness (see Section 2.2.1).

Learning does not take place during the life time of the network, so the weight and bias values remain constant for each individual. At each time step $t$ the activation of each unit $i$ is updated by summing the products of the activation all incoming units $j$ and the corresponding weights $w_{ji}$. Each unit has a bias $bias_i$ which is added to this sum before the result is passed through a sigmoid function which puts the activations on a curve between $-0.5$ and $0.5$.

Input values from the light sensors are treated as activations coming into the network and are thus added to the net input of the corresponding input units.

2.1.4 The simulation

The Lego Mindstorms Simulator package (LMS, [6, 10]) was used for modeling the robot and its environment and to simulate its behavior. This simulation platform allows for detailed modeling of both the environment and the morphology of the robot (see Figure 1(b) for a visualization). In addition, control structures developed for LeJOS [1, 3], an operating system for Mindstorms robots that allows for the execution of Java programs, can be used without modification in real robots as well as in robots simulated through LMS.

2.2 Evolutionary process

The evolutionary process applied to the control structure of the robot in this study is based on the ideas concerning genetic algorithms (GAs) as proposed by [4] and the work of [8] and [13] on the appliance of GAs to neural networks and that of [9] on Evolutionary Robotics.
The weights and biases to which evolution is applied were encoded into a genotype, constituted by an array of 110 floating point numbers: 100 representing the weights and for the bias values of a fully connected neural network consisting of 10 units. A control structure can be extracted easily by instantiating a neural network with the values from the array filled in properly.

There were 20 genotypes in each generation. The first generation consisted entirely of randomly generated genotypes. Subsequent generations contained a copy of the genotypes of the ten best performing individuals of the previous generation, complemented by mutated versions of the same ten genotypes. Mutation is a genetic operator proposed by [4]. It is essential for the evolutionary process, since it yields minor variations in the genotype, which may result in improved performance in the resulting individual. Within the mutated genotypes, each number was selected for mutation with a chance of \(0.05\). If a gene was selected for mutation, its value was altered by a random number from a gaussian distribution with \(\mu = 0\) and \(\sigma = 0.3\). These parameters are based on good results in preliminary experiments.

### 2.2.1 Fitness function

Selection of the individuals to be kept for following generations took place on basis of the fitness of each genotype. The fitness of a genotype was determined by assessing the performance of the resulting control structure. This process can be described by the following steps:

1. Fitness is set to zero
2. At each time step while the robot is operating:
   a. If the robot is driving backwards, the square root of the product of the power values of both motors is subtracted from the fitness; otherwise, if no bumps have occurred in the past 100 cycles, the square root of the product of the power values of both motors is added to the fitness. The power values of the motors are values that represent the speed at which the respective wheels are set to turn. Values of power < 0 indicate backward motion of the wheels. The power values are calculated from the activations of the output units, resulting in values between −50 and 50.
   b. If the bumper is touched, a penalty value is subtracted from the fitness. The penalty is a constant measure we set to the value of 50.
3. If fitness < 0: fitness = 0
4. Deliver fitness

The robot got to operate for a fixed number of time steps. In simulation mode, the number of steps was set to 500. The physical robot was programmed to report its fitness value after 300 time steps. This was done for reasons of efficiency. Since in this study it is not the intention to compare fitness values from the simulation and the physical environment, the difference is irrelevant.

### 2.2.2 Comparability of real world fitness and simulation fitness

It is not the aim of this study to directly compare fitness values of the physical environment and fitness values of the simulated environment. Therefore, no measures were taken to guarantee the comparability of the fitnesses. Identically performing robots (assuming such a thing exists) in different environments (one in simulation, one in the real world) are unlikely to obtain even remotely comparable fitness values. An important cause for this difference, is the difference in the number of time steps between environments. Furthermore, there are numerous factors beyond verification of control that might influence the fitness measurements and are likely to differ between environments. Therefore, and since no intent is made to make comparisons between environments, one should consider ‘real world fitnesses’ and ‘simulation fitnesses’ to be on independent and incomparable scales.

### 2.3 Conditions

The experiment consisted of two conditions, in each of which a control structure was evolved over 55 generations, either fully in simulation or in an interleaved fashion, followed by five final generations of evolution in the real world. Only one run was executed for each condition due to time restrictions.
Figure 2: Schematic presentation of the two conditions of the experiment. The bars represent the entire course of evolution. The white zones stand for evolution in simulation; the grey parts represent evolution in the physical environment.

The results of the experiment are based on a comparison of the performance of the robot in the five final generations in both conditions. For a schematic overview of both conditions, see Figure 2.

2.3.1 Complete simulation

In the first condition, the control structure was evolved in simulation over the first 55 generations. Five generations of real world evolution followed. This method is similar to the one used for example by [7].

Computation of the Pearson coefficient showed a reasonable correlation between generation and fitness for the first 55 generations ($r = .27$) as well as for the final five ($r = .24$), which indicates that the fitness has improved over the course of evolution, in both simulation and real world.

Figure 3: Fitnesses for the ‘fine tune’ condition. Notice that the fitness measures in the physical environment and those in the simulated environment are not comparable (see Section 2.2.2 for an explanation).

2.3.2 Interleaved evolution

In the second condition, epochs of evolution in simulation and evolution in the real world were alternated. The first ten generations were evolved in simulation, followed by a series of five generation evolved in the physical environment. This pattern was repeated until 60 subsequent generations had been evolved in total, of which 40 were the result of simulated evolution and 20 were evolved in the real world.

In this condition, reasonable correlations were found as well. For the entire set of generations evolved in simulation, a correlation of $r = .35$ between generation and fitness was found; the generations evolved in the physical environment yielded a correlation of $r = .20$.

2.4 Results

A robot control structure was evolved in two conditions. In the first condition, evolution in simulation and evolution in a physical robot were interleaved during the first 55 generations. In the second condition, the control structure was evolved in simulation entirely over the first 55 generations. To test whether interleaving simulation and real world evolution affects the performance of an eventual control structure for a physical robot, five final generations were evolved in a physical robot in both conditions.
Figure 4: Fitnesses for the ‘interleaved’ condition. The values are the average fitnesses of the ten best performing individuals per generation.

<table>
<thead>
<tr>
<th>Fitness Condition</th>
<th>N</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fine tune</td>
<td>100</td>
<td>142.3</td>
<td>260.6</td>
</tr>
<tr>
<td>Interleaved</td>
<td>100</td>
<td>1586.1</td>
<td>1067.0</td>
</tr>
</tbody>
</table>

Table 1: Descriptives

The fitnesses of the genotypes from these final generations were compared. As can be seen in Table 1, the mean fitness of the ‘interleaved’ condition over the final generations is about ten times as high as that of the ‘fine tune’ condition. In Figure 5(b) one can see that the average fitness of the ‘interleaved’ condition is in fact higher in each of the final generations. An analysis of variance over the final five generations showed that the observed difference between conditions is significant ($F(1, 198) = 172.76, p < .01$).

This means interleaving simulation and real world over the course of evolution positively affects the performance of the eventual control structure. The strength of the effect is reasonable ($\eta^2 = .28$).

Figure 5: Fitnesses for both conditions. The dark line shows the average value of the ten best performing individuals for each generation in the ‘interleaved’ condition; the thin line represents the ‘fine tune’ condition.

2.5 Conclusion

The results of the experiment described above show that interleaving simulation and a physical environment over the course of evolving a control structure for a physical robot positively affects the fitness of control structures subsequently evolved in a physical robot. These results support the claim that a control structure
in evolution can be prepared for its eventual habitat from the early stages of evolution on. However, it cannot be concluded that the results are either partially or completely due to the interleaving per se. This issue is discussed in the following section.

3 Discussion

We showed that moving epochs of the evolutionary process from simulation to real world improves the quality of the resulting control structures. This effect could be explained in two non-excluding ways. First, the interleaving itself may have beneficial properties, as hypothesized in this study. Second, as can be seen clearly in Figure 2, the sheer amount of generations evolved in the real world differs vastly between conditions, which may strongly contribute to the effect.

In a study currently being conducted by one of the authors, the effect of interleaving is assessed in an experiment in which the ratio between ‘real world’ and ‘simulation’ generations remains equal (see Figure 6 for a schematic overview). In contrast, the distribution of the fixed number of real world generation is varied over conditions. As a consequence, the length of each epochs also differs between conditions. Depending on the outcome of this new study, the effect of epoch length may also have to be investigated.
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