Preface
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Abstract

The iTask system is a combinator library written in Clean which allows the specification of multi-user workflow systems for the web. The iTask system generates forms that have to be filled in and submitted by the user. Each user has a set of tasks that can be processed in any order. The submission of a form might terminate existing tasks or create new tasks for the user herself as well as for other users. As a consequence a single event can cause a very complex state change on the server and can effect the work of many other users.

The advantages of using a browser as interface to a workflow system created with the iTask library is that no software has to be installed at the client site and that the look and feel of the GUI is familiar to every user. A drawback of this architecture is that the response might become rather slow when there are many users and many tasks. For each and every event on the client a message is sent to the server over the world wide web. The server processes the event and generates a new web-page for the user containing all her new tasks. For the calculation of the set of new tasks, the state of all other tasks has to be examined. Due to the delay of the world wide web and the creation, transportation and rendering of the complete new page by the browser, the response of a workflow system can become relatively slow.

In this paper we present two solutions for dealing with this performance problem.

First we introduce a combinator ‘UseAjax’ that cause the workflow system to use Ajax technology for handling a (sub)task. This has as consequence that only a part of the web page is updated instead of the creation, sending and rendering of an entire new page. The advantage of this extension is not only a smoother reaction in the browser on changes being made. Also the efficiency for large workflow systems is commonly improved in this way because most of the time only a smaller, for this (sub)task relevant, part of the current state needs to be recalculated.
For the definition of the workflow system a single annotation ‘UseAjax’ is sufficient. The implementation of this feature in the iTask library requires a Java script that runs on the client as well as a call-back function that handles the event. For the implementation this requires the possibility to store Clean functions temporarily in a web page as well as the possibility to store them in a persistent store at the server site such as in a file or in a database.

The second extension is another annotation, ‘OnTheClient’, which allows client site evaluation of tasks.

Since no call at all has to be made to the server when such a task is evaluated, there is no web communication overhead anymore as is the case when Ajax technology is being used. For the implementation of this feature one needs to be able to execute the tasks specified in Clean in the browser at the client site. We realize this with an interpreter for Clean code running in the browser. Therefore Clean is compiled to Sapl and this code is loaded into the browser together with the compact and efficient Sapl interpreter. Of course, code interpreted by the Sapl interpreter running in the browser is not as efficient as the execution of compiled Clean code at the server. So, there is also an efficiency penalty when ‘OnTheClient’ is chosen instead of ‘UseAjax’.

By choosing one of the annotations, the programmer can define which evaluation method preferably should be used for a certain (set of) tasks.

Whenever evaluation ‘OnTheClient’ is not possible for some reason (e.g. when a database needs to be inspected on the server) the system can automatically decide to ‘UseAjax’ instead.