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New CO–CO interaction potential tested by rovibrational calculations
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A four-dimensional potential energy surface (PES) for the CO dimer consisting of rigid molecules has been calculated, using a scheme that combines density functional theory to describe the monomers and symmetry adapted perturbation theory for the interaction energy (DFT-SAPT). The potential is fitted in terms of analytic functions, and the fitted potential is used to compute the lowest rovibrational states of the dimer. The quality of the PES is comparable to that of a previously published surface [G. W. M. Vissers, P. E. S. Wormer, and A. van der Avoird, Phys. Chem. Chem. Phys., 5, 4767 (2003)], which was calculated with the coupled cluster single double and perturbative triples [CCSD(T)] method. It is shown that a weighted average of the DFT-SAPT and the CCSD(T) potential gives results that are in very good agreement with experimental data, for both (12CO)2 and (13CO)2. The relative weight was determined by adjusting the energy gap between the origins of the lowest two stacks of rotational levels of (12CO)2 to the measured value. © 2005 American Institute of Physics. [DOI: 10.1063/1.1835262]

I. INTRODUCTION

The molecule carbon monoxide is abundant: it appears in the earth’s atmosphere as well as in interstellar clouds. Because of the possibility of dimer formation, the CO dimer has been the subject of several theoretical and experimental studies.1–3 It is a prototype of weakly bound van der Waals molecules. The spectra of van der Waals complexes provide accurate information on intermolecular potentials and the CO dimer is an interesting example, because the ab initio calculation of an accurate CO–CO potential energy surface turned out to be more difficult than for other systems.4–6

Work on the CO dimer dates back as far as 1979, when Vanden Bout et al. reported the observation of five lines due to (CO)2 in a molecular beam radiospectroscopic measurement.7 Although these lines still remain unassigned, much experimental knowledge has been gained about this system since then. Havenith et al.2 reported studies of the dimer in the midinfrared, and analyzed their results in terms of an asymmetric rigid rotor model. This analysis was later rejected by Brookes and McKellar,3,7 who described the dimer rather as consisting of two hindered rotors. Millimeter wave experiments added to the body of knowledge, to the point that there are now several stacks of accurately known rovibrational energy levels, both for the “normal” (12CO)2 (Refs. 8–12) and for the isotopically substituted (13CO)2.13,14

On the theoretical side of the problem, progress was considerably slower. Until recently, there were only two ab initio potential energy surfaces (PESs) available. The first, by van der Pol et al.15 is a sum of first-order Heitler-London energy and a damped multipole expansion for the electrostatic, induction and dispersion interactions. The second surface, by Meredith and Stone16 is an extension of the potential of van der Pol. They included C9 and C10 coefficients in the multipole expansion of the dispersion energy, and refined the electrostatic and induction energies by using distributed multipoles. Both potentials show a global minimum at or near a T-shaped structure, and local minima corresponding to slipped antiparallel structures. However, rovibrational calculations on these potentials showed that neither of them can explain the observed spectroscopic properties of the CO dimer.16,17

Two possible reasons for the inaccuracies of these potentials are the use of the multipole approximation and the neglect of electronic correlation effects on the exchange-repulsion energy. However, an attempt4 to correct these deficiencies by fourth-order Möller-Plesset and coupled cluster (CC) calculations showed that high-order correlation effects are important, and that both CCSD(T) (CC restricted to single, double, and noniterative triple excitations) and CCSDT (CC with iterative triple excitations) do not have the correct asymptotic behavior. Furthermore, it was pointed out that many large basis sets are needed for an accurate description of the CO–CO potential energy surface.5,6 Nevertheless, a CCSD(T) potential was recently published18 that gives energy levels that are in semiquantitative agreement with experiment. This surface shows two minima at slipped antipar-
allel structures: the global minimum with the C–C distance smaller than the O–O distance and a local minimum where the O-atoms are closer together. It was shown that the existence of the two slipped antiparallel structures, occurring at different intermolecular separations, can account for the experimentally observed existence of stacks of rotational levels with different rotational constants.\(^{18}\)

The supermolecular approach as employed in the CCSD(T) calculations of the CO dimer is certainly the most straightforward and therefore perhaps the most widely used way to extract intermolecular interaction energies from \textit{ab initio} electronic structure calculations. Yet, in the last decade symmetry-adapted intermolecular perturbation theory (SAPT) has emerged as a viable alternative.\(^{19}\) In SAPT the interaction energy is calculated as a sum of terms of distinct physical origin, i.e., the first-order Coulomb and the second-order induction and dispersion energies, each of these terms being accompanied by a corresponding exchange correction due to the simultaneous exchange of electrons between the monomers. All of these contributions are affected by intramonomer electron correlation. In the many-body version of SAPT (MB-SAPT) (Ref. 20) intramonomer electron correlation is described through Møller-Plesset perturbation theory of various orders, depending on the accuracy requirements for each interaction contribution. In many cases the quality of the total interaction energies is similar to that obtained from CCSD(T) calculations.\(^{21,22}\)

As an alternative to treating intramonomer electron correlation through many-body perturbation theory it has been proposed to combine SAPT with a relatively inexpensive description of the monomers through density functional theory (DFT).\(^{23,24}\) Such a combined DFT-SAPT scheme is well founded for the first-order Coulomb and the second-order induction and dispersion energy contributions, which are potentially exact if (time-dependent) coupled-perturbed Kohn–Sham DFT is utilized to calculate the monomer response densities, and provided that the exact exchange-correlation potential (xc-potential) and the exact exchange-correlation kernel (xc-kernel) are known.\(^{24}\) By contrast, the intermolecular exchange corrections to the first- and second-order contributions are not potentially exact and can only be approximated with DFT-SAPT. Yet, this does not seem to be a serious drawback for practical use of the method: from a comparison of the results of DFT-SAPT with those of MB-SAPT it was found that monomer electron correlation effects on both first-order Coulomb and exchange energies were accurately reproduced, provided that a well-balanced asymptotically correct xc-potential was employed.\(^{25,26}\) This holds also true for the second-order contributions.\(^{27,28}\)

The accuracy one can achieve with DFT-SAPT for those cases, where essentially exact xc-potentials can be utilized, has been demonstrated recently for the helium dimer: DFT-SAPT is able to reproduce the best theoretical estimates for the interaction energy within 1% if the effect of third and higher orders of the intermolecular perturbation are estimated on the correlated level.\(^{29}\) An estimate of the third- and higher-order corrections usually is available on the Hartree–SAPT monomer electron correlation. In the many-body version of monomers. All of these contributions are affected by intra- due to the simultaneous exchange of electrons between the interaction energy is calculated as a sum of terms of distinct order induction and dispersion energies, each of these terms physical origin, i.e., the first-order Coulomb and the second-interaction energy is calculated as a sum of terms of distinct order induction and dispersion energies, each of these terms physical origin, i.e., the first-order Coulomb and the second-

In this paper, we present a PES for the CO dimer, calculated using DFT-SAPT. We present results of rovibrational calculations on this potential and show that the results are comparable to those of the CCSD(T) potential. Furthermore, we take a step toward creating a quantitatively correct potential, by combining the DFT-SAPT potential and the CCSD(T) potential into a hybrid potential with one empirical parameter. We will show that this hybrid potential gives results that are in very close agreement to the experimental data.

II. DETAILS OF THE CALCULATIONS
A. DFT-SAPT calculations

In the DFT-SAPT calculations the interaction energy was obtained as

\[
\Delta E_{AB} = E_{\text{pol}}^{(1)} + E_{\text{exch}}^{(1)} + E_{\text{ind}}^{(2)} + E_{\text{exch-ind}}^{(2)} + E_{\text{disp}}^{(2)} + E_{\text{exch-disp}}^{(2)} + \delta(HF),
\]

(1)

where \(E_{\text{pol}}^{(1)}\) and \(E_{\text{exch}}^{(1)}\) are the first-order Coulomb and exchange interaction energies, \(E_{\text{ind}}^{(2)}\) and \(E_{\text{exch-ind}}^{(2)}\) the second-order induction energy and its exchange correction, and \(E_{\text{disp}}^{(2)}\) and \(E_{\text{exch-disp}}^{(2)}\) the second-order dispersion energy and its exchange correction, respectively. The last term \(\delta(HF)\) is determined from counterpoise-corrected supermolecular Hartree-Fock calculations\(^{20}\) and describes the effect of third and higher orders in the interaction potential on an uncorrelated level.

All of the intermolecular perturbation contributions up to second order were obtained with a self-written program (attached to the MOLPRO program package\(^{30}\)) which determines the second-order induction and dispersion energies along with their respective exchange corrections via a coupled (time-dependent) Kohn-Sham DFT approach, as first suggested in Ref. 24. Further methodological details on the calculation of individual interaction energy contributions may be found in Ref. 25 for the first-order terms and Ref. 27 for the second-order induction contributions. As in Ref. 29, the latter were determined from analytical instead of numerical solutions of the coupled-perturbed Kohn-Sham equations. The dispersion energies were calculated from the eigensolutions of the time-dependent DFT equations as described in Ref. 28 (cf. Ref. 31 for an equivalent route to DFT-SAPT dispersion energies) which were also used to determine its exchange correction. The PBE0AC xc-potential, introduced and defined in Ref. 25, was used to determine the Kohn-Sham orbitals, and the xc-kernel employed was of the hybrid adiabatic local density approximation type.\(^{28}\)

Further technical parameters of the calculations were kept as close as possible to the previous CCSD(T) study of the CO dimer.\(^{18}\) the Gaussian type function basis set employed consists of the augmented correlation-consistent polarized valence triple zeta aug-cc-pVTZ atomic basis sets\(^{32,33}\) to which an uncontracted \(3s3p2d1f\) set of bond functions

---
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\(E_{\text{pol}}^{(1)} + E_{\text{exch}}^{(1)}\) are the first-order Coulomb and exchange interaction energies, \(E_{\text{ind}}^{(2)}\) and \(E_{\text{exch-ind}}^{(2)}\) the second-order induction energy and its exchange correction, and \(E_{\text{disp}}^{(2)}\) and \(E_{\text{exch-disp}}^{(2)}\) the second-order dispersion energy and its exchange correction, respectively. The last term \(\delta(HF)\) is determined from counterpoise-corrected supermolecular Hartree-Fock calculations\(^{20}\) and describes the effect of third and higher orders in the interaction potential on an uncorrelated level.
was added at the midpoint between the centers of mass of the CO molecules. The CO bond distance was fixed at 2.132 bohr and the following atom masses were used: 15.994 915 0 u for $^{13}$C, 12 u for $^{12}$C (by definition), and 13.003 35 48 u for $^{15}$O. The interaction energies first were calculated at exactly the same 1512 geometries as discussed in Ref. 18: the angles $\theta_A$ and $\theta_B$ between the vector $\mathbf{R}$ from the center of mass of monomer $A$ to that of monomer $B$ and the vectors $\mathbf{r}_A$ and $\mathbf{r}_B$ pointing from the C-atom to the O-atom in the monomers, respectively, were varied according to a six-point Gauss-Legendre grid, while the dihedral angle $\phi$ between the planes defined by ($\mathbf{R}, \mathbf{r}_A$) and ($\mathbf{R}, \mathbf{r}_B$), respectively, was varied according to a six-point Gauss-Chebychev grid. The distance $R = |\mathbf{R}|$ was varied in steps of 1 bohr for the range 5–10 bohrs, and in steps of 2.5 bohrs for the range between 10 and 25 bohrs. In a second series of calculations these geometries were extended by another 936 geometries, making up for a total of 2448 computed points on the potential energy surface. These points were restricted to the distance range between 5 and 10 bohrs and to the same six values of the dihedral angle $\phi$ as given above. The $\theta_A$ and $\theta_B$ grids, however, were refined to include the angles 10°, 62.40 1384°, and 170°.

### B. Analytic fit of the potential

The first step in fitting the potential, was a least squares fit of the calculated interaction energy to angular functions, for each of the 12 intermolecular distances:

$$
\Delta E_{AB}(R, \theta_A, \theta_B, \phi) = \sum_{L_A L_B M} C_{L_A L_B M}(R) A_{L_A L_B M}(\theta_A, \theta_B, \phi),
$$

with $0 \leq L_A, L_B \leq 6$ and $0 \leq M \leq \min(L_A, L_B, 5)$. The angular functions $A_{L_A L_B M}(\theta_A, \theta_B, \phi)$ are given by

$$
A_{L_A L_B M}(\theta_A, \theta_B, \phi) = P_{L_A}^{P_{\phi}}(\cos \theta_A) P_{L_B}^{P_{\phi}}(\cos \theta_B) \cos M \phi,
$$

where $\phi$ is the angle between the vector $\mathbf{R}$ and $\mathbf{R}_c$, and $\theta_A$ and $\theta_B$ are the angles between $\mathbf{R}$ and the vectors pointing from the C-atom to the O-atom in the monomers, respectively. The $P_{L_A}^{P_{\phi}}$ and $P_{L_B}^{P_{\phi}}$ are Schmidt seminormalized associated Legendre functions. The resulting expansion coefficients were then subjected to a similar fit procedure as used in the fit of CCSD(T) potential.\textsuperscript{18} First the long-range part was fitted as in the earlier work

$$
C_{L_A L_B M}(R) \approx c_{L_A L_B M} / R^{\nu_{L_A L_B M}} \quad \text{for } R \geq 15a_0.
$$

It was verified that the numbers $\nu_{L_A L_B M}$ are close to what is predicted by long-range theory. For instance, the contributions with $(L_A L_B M) = (2 \ 2 \ 0), (2 \ 2 \ 1),$ and $(2 \ 2 \ 2)$ constitute (together with a Clebsch-Gordan coupling coefficient) the important quadrupole-quadrupole interaction. The exponents $\nu_{L_A L_B M}$ are, respectively, 4.92, 4.96, and 4.97, while in the multipole expansion they are 5 exactly. We also experimented with the usual long-range terms that have the exact integer exponents, but it turned out that the form chosen is easy to fit and needs fewer parameters, while giving a better fit of the expansion coefficients over a wide range of distances. Certain $(L_A L_B M)$ combinations do not appear in the long range, in those cases $c_{L_A L_B M}$ was put equal to zero.

These long-range terms were damped with a Tang-Toennies\textsuperscript{34} damping function $T(R; n_{L_A L_B M}, \alpha_{L_A L_B M})$ and subtracted from the original coefficients to give the short-range coefficients:

### Table I. Well depths and equilibrium geometries of the DFT-SAPT and CCSD(T) potentials. The dihedral angle $\phi$ equals 180°.

<table>
<thead>
<tr>
<th>$R_e$ (bohrs)</th>
<th>$\theta_A$ (°)</th>
<th>$\theta_B$ (°)</th>
<th>$D_e$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global minimum</td>
<td>8.15</td>
<td>136.1</td>
<td>43.9</td>
</tr>
<tr>
<td>Local minimum</td>
<td>6.92</td>
<td>63.6</td>
<td>116.4</td>
</tr>
</tbody>
</table>

$^a$Reference 18.

---

FIG. 1. Comparison of the radial behavior of the DFT-SAPT potential with the CCSD(T) potential of Ref. 18. On each $R$ point, the potential is minimized in the angular coordinates.

FIG. 2. Cut through the fit of the DFT-SAPT potential for $\phi=180^\circ$. On each $(\theta_A, \theta_B)$ point the potential is minimized in the $R$ coordinate.
The short-range terms were then finally fitted to the form

\[ C_{L_A L_B}^{SR}(R) = C_{L_A L_B}^f(R) - T(R; n_{L_A L_B} \alpha_{L_A L_B}) C_{L_A L_B}^f / R^{2 \mu R_{\text{eff}}}. \]  

The short-range terms were then finally fitted to the form

\[ C_{L_A L_B}^{SR}(R) = \exp(-\alpha_{L_A L_B} R) \sum_{k=0}^{4} d_{L_A L_B} R^k. \]  

The integers \( n_{L_A L_B} \) used in the Tang-Toennies damping function were taken to be the integer nearest to \( \nu_{L_A L_B} \). The \( \alpha_{L_A L_B} \) that appear both in the damping function and the short-range fitting functions were obtained by starting with all \( \alpha's \) equal to unity and iterating the fitting procedure until they converged.

C. Rovibrational calculations

The methodology for computing the rovibrational bound states of the dimer is the same as was used previously in Ref. 18. Since in the rovibrational calculations the Wigner-Eckart theorem is applied, it was more convenient to have the potential expanded in coupled angular functions. Therefore the fitted potential was first reexpanded in functions

| Table II. Calculated values characterizing rotational stacks for \(^{12}\text{CO} \) dimer, from the DFT-SAPT potential energy surface. The effective intermolecular distance \( R_{\text{eff}} = (2 \mu R)^{1/2} \). |
|-----------------|-------------|----------|----------|----------|----------|
| Stack | \( K \) | Symmetry | \( R_{\text{eff}} \) (\( a_0 \)) | \( B \) (\( \text{cm}^{-1} \)) | \( D \) (\( \text{cm}^{-1} \)) |
| \( a \) | 0 | \( A^+ \) | 8.4790 | 10.00 | 0.0596 | 1.6 \times 10^{-8} |
| \( b \) | 1 | \( A^+ \) | 8.4040 | 2.39 | 0.0600 | 1.1 \times 10^{-4} |
| \( c \) | 0 | \( A^+ \) | 7.5240 | 6.31 | 0.0765 | 5.4 \times 10^{-5} |
| ... | ... | ... | ... | ... | ... | ... |
| \( e \) | 0 | \( A^- \) | 8.4600 | 4.89 | 0.0600 | 1.8 \times 10^{-6} |
| \( f \) | 1 | \( A^- \) | 7.6440 | 11.03 | 0.0734 | 4.5 \times 10^{-6} |
| ... | ... | ... | ... | ... | ... | ... |
| \( j \) | 0 | \( A^- \) | 7.8590 | 9.95 | 0.0610 | 1.2 \times 10^{-6} |
| \( k \) | 1 | \( A^- \) | 8.4700 | 6.46 | 0.0590 | 2.3 \times 10^{-5} |

FIG. 3. Comparison of calculated DFT-SAPT points and fitted potential, for \( \phi = 180^\circ \). For each \( \theta \phi \) point, the potential is minimized with respect to \( R \) and \( \theta \phi \). The minimum around \( \theta \phi = 32^\circ \) is due to errors in the fit.

FIG. 4. Computed stacks of rotational levels of \(^{13}\text{CO} \) dimer on the DFT-SAPT potential, plotted against \( R_{\text{eff}} = (2 \mu B)^{1/2} \), where the rotational constant \( B \) was determined by fitting a rigid rotor expression to the computed energy levels.

\[ A_{L_A L_B}^{(\theta_A, \theta_B, \phi)} = \sum_{M=0}^{\min(L_A, L_B)} (-1)^M \begin{pmatrix} L_A & L_B & L \\ M & -M & 0 \end{pmatrix} \times \frac{\cos \theta_A}{P^L_M} \frac{\cos \theta_B}{P^L_M} \cos M \phi \]  

for each point on the radial grid, consisting of 243 equally spaced points in the range \( 5a_0 \) to \( 30a_0 \).

The Hamiltonian was represented in a direct product basis of radial and angular basis functions:

\[ |n(j_A j_B)j_{AB} K, JM) = |n\rangle |j_A j_B\rangle |j_{AB} K, JM\rangle. \]  

The angular basis functions are defined in Ref. 18. The radial functions are \( |n\rangle = \chi_n(R)/R \), where the \( \chi_n \) are eigenfunctions of a reference Hamiltonian

\[ H^{\text{ref}} = \frac{1}{2 \mu_{AB}} \frac{\partial^2}{\partial R^2} + V^{\text{ref}}. \]  

Here, \( \mu_{AB} \) denotes the reduced mass of the dimer and \( V^{\text{ref}} \) is a reference potential. The basis functions \( \chi_n \) were computed with a sinc function discrete variable representation on the radial grid. The reference potential was obtained by first minimizing the full PES in the angular coordinates on each grid point in \( R \), after which a Morse potential

\[ V^M(R) = D_M \{1 - \exp[-a_M(R - R_0)]\}. \]
was fitted through a physically meaningful subset of the resulting values. This procedure gave \( D_M = 247.79 \text{ cm}^{-1} \) \( a_M = 0.6200a_0^{-1} \), and \( R_0 = 7.0129a_0 \). To obtain a basis in which also the effect of the continuum on the wave function could be represented, the Morse potential was extrapolated linearly for \( R > 10.05a_0 \), leading to \( V_{\text{ref}} \).

The first 15 radial basis function and angular functions up to \( j_A,j_B = 10 \) were used in the calculations. Rovibrational states were calculated for total angular momentum up to and including \( J = 6 \), both for \(^{12}\text{CO} \) dimer and the isotopically substituted \(^{13}\text{CO} \) dimer. Off-diagonal Coriolis terms, coupling blocks with different \( K \) values, were taken into account. The monomer rotational constants were fixed at 1.9317 cm\(^{-1} \) for \(^{12}\text{CO} \) and 1.8465 cm\(^{-1} \) for \(^{13}\text{CO} \), consistent with the monomer bond length of 2.132\( a_0 \). Since \(^{12}\text{CO} \) is of nuclear spin zero, only states with \( A^+ \) or \( A^- \) symmetry are allowed for the \(^{12}\text{CO} \) dimer. The \(^{13}\text{C} \) nucleus has a spin of 1/2, however, so this restriction does not apply to this isotopomer, and levels for all four symmetries \( (A^\pm,B^\pm) \) were calculated.

When substituting \(^{12}\text{C} \) by \(^{13}\text{C} \), the centers of mass in the

![FIG. 5. Cuts through the wave function of the lowest level in the \( K = 0 \) stacks on the DFT-SAPT potential: (a) \( J = 0 \) (upper left), (c) \( J = 0 \) (upper right), (e) \( J = 1 \) (lower left), and (j) \( J = 1 \) (lower right). The cuts are for \( \phi = 180^\circ \) and \( R = R_{\text{eff}} \). Contours are drawn at values \( \pm k|\langle \psi| |\varphi_k\rangle/10 \) for \( k = 1,...,9 \).](image)

<table>
<thead>
<tr>
<th>Stack</th>
<th>K</th>
<th>Symmetry</th>
<th>( R_{\text{eff}} )</th>
<th>Origin (cm(^{-1} ))</th>
<th>( B ) (cm(^{-1} ))</th>
<th>( D ) (cm(^{-1} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>0</td>
<td>( A^\pm/B^- )</td>
<td>8.44( a_0 )</td>
<td>0.00</td>
<td>0.0582</td>
<td>22</td>
</tr>
<tr>
<td>( b_1 )</td>
<td>1</td>
<td>( B^-/A^+ )</td>
<td>8.50( a_0 )</td>
<td>2.26</td>
<td>0.0578</td>
<td>48</td>
</tr>
<tr>
<td>( b_2 )</td>
<td>1</td>
<td>( A'^+/B^- )</td>
<td>8.41( a_0 )</td>
<td>2.26</td>
<td>0.0578</td>
<td>70</td>
</tr>
<tr>
<td>( c )</td>
<td>0</td>
<td>( A^+/B^- )</td>
<td>7.57( a_0 )</td>
<td>6.95</td>
<td>0.0727</td>
<td>51</td>
</tr>
<tr>
<td>( d_1 )</td>
<td>1</td>
<td>( B^-/A^+ )</td>
<td>7.64( a_0 )</td>
<td>9.03</td>
<td>0.0710</td>
<td>08</td>
</tr>
<tr>
<td>( d_2 )</td>
<td>1</td>
<td>( A'^+/B^- )</td>
<td>7.60( a_0 )</td>
<td>9.03</td>
<td>0.0738</td>
<td>22</td>
</tr>
<tr>
<td>( e )</td>
<td>0</td>
<td>( B'/A^- )</td>
<td>8.43( a_0 )</td>
<td>4.83</td>
<td>0.0587</td>
<td>37</td>
</tr>
<tr>
<td>( f_1 )</td>
<td>1</td>
<td>( A'/B^- )</td>
<td>8.27( a_0 )</td>
<td>11.41</td>
<td>0.0606</td>
<td>65</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>1</td>
<td>( A'/B^- )</td>
<td>8.34( a_0 )</td>
<td>11.41</td>
<td>0.0597</td>
<td>37</td>
</tr>
<tr>
<td>( g_1 )</td>
<td>1</td>
<td>( B'/A^- )</td>
<td>7.78( a_0 )</td>
<td>11.37</td>
<td>0.0686</td>
<td>61</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>1</td>
<td>( A'/B^- )</td>
<td>8.20( a_0 )</td>
<td>11.54</td>
<td>0.0671</td>
<td>71</td>
</tr>
<tr>
<td>( j )</td>
<td>0</td>
<td>( B'/A^- )</td>
<td>8.05( a_0 )</td>
<td>11.54</td>
<td>0.0641</td>
<td>11</td>
</tr>
<tr>
<td>( k_1 )</td>
<td>1</td>
<td>( A'/B^- )</td>
<td>8.42( a_0 )</td>
<td>6.36</td>
<td>0.0585</td>
<td>57</td>
</tr>
<tr>
<td>( k_2 )</td>
<td>1</td>
<td>( B'/A^- )</td>
<td>8.36( a_0 )</td>
<td>6.36</td>
<td>0.0589</td>
<td>73</td>
</tr>
</tbody>
</table>

\(^{13}\text{CO} \) dimer, from the DFT-SAPT potential energy surface. In the symmetry column, the first label refers to the symmetry of the even \( J \) levels in the stack, and the second to that of the odd \( J \) states. For the \( f \) stacks, also a fit with only the lowest three \( J \) states (\( J = 1,2,3 \)) is shown.

\(^{a}\) Fit with \( J \leq 3 \) states only.
CO molecules shift slightly. To account for this effect, the coordinates \( R, \theta_A, \theta_B \), and \( \phi \) for \(^{13}\text{CO} \) dimer were transformed to coordinates describing the same geometry in \(^{12}\text{CO} \) dimer using the formulas from Ref. 35, and the potential was again reexpanded, this time using angular functions up to \( L_A, L_B = 7 \) inclusive.

### III. RESULTS

#### A. DFT-SAPT potential

In Fig. 1, the radial dependence of the DFT-SAPT potential is compared to that of the previous CCSD(T) potential.\(^{18}\) On each point on the \( R \) grid, the potential is minimized in all three angular coordinates. The DFT-SAPT potential shows the same double-well structure as the CCSD(T) potential; the difference in energy between the global minimum (at larger \( R \)) and the local minimum (at smaller \( R \)) is more pronounced in the DFT-SAPT surface. Furthermore, the global minimum is located at a slightly shorter intermolecular distance than for the CCSD(T) potential.

The angular dependence of the DFT-SAPT potential is shown in Fig. 2. The figure is a cut through the full surface, for \( \phi = 180^\circ \), and \( R \) values that minimize the potential in each \( (\theta_A, \theta_B) \) point. Overall, the shape is the same as that of the CCSD(T) potential. The depths of the two wells in both potentials and the corresponding geometries are compared in Table I. Due to the truncation of the expansion in Eq. (2) to \( L_A, L_B \leq 6 \), the fit contains small errors, especially in the valley around the local minimum. In Fig. 3, the potential along a minimum energy path through this valley is shown. It shows that the points calculated with the DFT-SAPT method smoothly go down to a minimum on the \( \theta_A = \pi - \theta_B \) diagonal, and that the fit oscillates around these points. The oscillations are strong enough to cause a shallow (~2 cm\(^{-1}\)) unphysical minimum away from the \( \theta_A = \pi - \theta_B \) axis around \( \theta_A = 32^\circ \). The largest absolute error in the bound (\( V(<0) \)) regions of the potential is 6.4 cm\(^{-1}\), with an average error of 0.17 cm\(^{-1}\). The largest relative error in the repulsive part of

<table>
<thead>
<tr>
<th>Stack</th>
<th>( K )</th>
<th>Symmetry</th>
<th>( R_{\text{eff}} ) (( \alpha_0 ))</th>
<th>Origin (cm(^{-1}))</th>
<th>( B ) (cm(^{-1}))</th>
<th>( D ) (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>( A^+ )</td>
<td>8.21( \alpha_0 )</td>
<td>0.00</td>
<td>0.063 83</td>
<td>4.1( \times 10^{-5} )</td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>( A^+ )</td>
<td>8.32( \alpha_0 )</td>
<td>2.50</td>
<td>0.062 16</td>
<td>5.7( \times 10^{-5} )</td>
</tr>
<tr>
<td>c</td>
<td>0</td>
<td>( A^+ )</td>
<td>7.76( \alpha_0 )</td>
<td>0.89</td>
<td>0.071 37</td>
<td>3.4( \times 10^{-5} )</td>
</tr>
<tr>
<td>d</td>
<td>1</td>
<td>( A^+ )</td>
<td>7.45( \alpha_0 )</td>
<td>2.66</td>
<td>0.077 51</td>
<td>6.1( \times 10^{-5} )</td>
</tr>
<tr>
<td>e</td>
<td>0</td>
<td>( A^- )</td>
<td>8.15( \alpha_0 )</td>
<td>3.54</td>
<td>0.064 77</td>
<td>1.1( \times 10^{-5} )</td>
</tr>
<tr>
<td>f</td>
<td>1</td>
<td>( A^- )</td>
<td>8.04( \alpha_0 )</td>
<td>5.13</td>
<td>0.066 52</td>
<td>1.2( \times 10^{-5} )</td>
</tr>
<tr>
<td>g</td>
<td>1</td>
<td>( A^+ )</td>
<td>7.88( \alpha_0 )</td>
<td>8.26</td>
<td>0.069 23</td>
<td>5.9( \times 10^{-5} )</td>
</tr>
<tr>
<td>j</td>
<td>0</td>
<td>( A^- )</td>
<td>8.15( \alpha_0 )</td>
<td>5.75</td>
<td>0.064 80</td>
<td>1.8( \times 10^{-5} )</td>
</tr>
<tr>
<td>k</td>
<td>1</td>
<td>( A^- )</td>
<td>8.12( \alpha_0 )</td>
<td>6.99</td>
<td>0.065 28</td>
<td>3.0( \times 10^{-6} )</td>
</tr>
</tbody>
</table>
the potential ($V>150$ cm$^{-1}$) is $\approx 10\%$, with an average error of 1.8%. Although these errors may seem relatively large, they must be put in context. In the first place, the difference in error of 1.8%. Although these errors may seem relatively large, they must be put in context. In the first place, the difference.

In the first place, the difference between the DFT-SAPT potential and the CCSD(T) potential is substantially larger than the fit errors. Since we will finally use a weighted average of the two potentials, it does not pay to spend much more attention on improving the fit. Second, the dominant source of the error shown in Fig. 3 is the truncation of the expansion in Eq. (2) to $L_A, L_B \leq 6$. Extension of this expansion would require many more CCSD(T) and DFT-SAPT calculations, while the calculated rovibrational levels are rather insensitive to the small oscillations in the potential caused by the truncation of the expansion.

Rovibrational states were calculated on this potential, and, as was the case for the CCSD(T) potential, we were able to organize these levels in different stacks of different rotational constants. Each stack was fitted separately using a simple rigid rotor expression

$$E = E_0 + BJ(J+1) - DJ^2(J+1)^2,$$

and the resulting parameters are summarized in Table II. In the labeling of the stacks, the experimental assignments are followed.7,12,14 Figure 4 shows the calculated stacks as a function of their effective intermolecular distance $R_{\text{eff}}$.

![FIG. 8. As Fig. 4, for the hybrid potential.](image1)

![FIG. 9. As Fig. 6, for the hybrid potential.](image2)
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The very low excitation frequency of
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cates that the dimer is indeed very floppy. Since the artificial minima in the fit of the potential are very shallow ($\approx 2 \text{ cm}^{-1}$), the effect on the dynamics of the dimer is negligible. Inspection of the wave functions shows no effect of these minima on the wave functions that are located in the valley around them, i.e., those corresponding to the $c$ and $j$ stacks.

Recently, a substantial amount of experimental data on the isotopically substituted $^{13}$CO dimer has become available. To test the potential surface, we also calculated the rovibrational levels of $(^{13}\text{CO})_2$. Since the total nuclear spin of $^{13}$CO is not zero, also levels of $B^\pm$ symmetry exist for this dimer. This results in the $K=0$ stacks having both even and odd $J$ levels, and the $K=1$ stacks splitting up in two separate stacks: one where the even $J$ levels are of $A^\pm$ symmetry and the odd $J$ levels are of $B^\pm$ symmetry, and one where the situation is reversed. The resulting data are collected in Table III. For the $j$ states, significant Coriolis mixing with $K=2$ states occurred for the rotational levels $J \geq 4$. This greatly influenced the rotational constants, as can be seen in Table III. Since the DFT-SAPT potential is not sufficiently accurate to predict these couplings well, these stacks were also fitted with the $J \leq 3$ levels only.

Following the experimental papers, we have drawn in Fig. 6 the isotope shifts of the stack origins. For both isoto-pomers, the energy zero is chosen halfway between the $a$ and $c$ stack origins. Comparing this picture with the experimental figure in Ref. 13, reproduced here as Fig. 7, it can be seen that the agreement with experiment is very bad. Nearly all $R_{\text{eff}}$ values shift in the wrong direction, and the differences are much smaller than those in the experiment. The results on the DFT-SAPT surface suggest a nearly static isotope effect where the change in rotational constants is mainly due to the shift of the centers of mass in the monomers and the average geometry of the complex is not changed. They cannot account for the opposite and much stronger effect that was found experimentally.

Calculations on $(^{13}\text{CO})_2$ on the CCSD(T) potential show that it does not predict the isotope effect any better than the DFT-SAPT potential. Also on the CCSD(T) potential, the
$R_{eff}$ values of the stack origins shift only very little, and in
the wrong direction.

### B. Tuning: A hybrid potential

When comparing the calculated rotational stacks that result from the DFT-SAPT potential with those from CCSD(T) potential, the first thing one notices is that the order of the origins of $a$ and $c$ stacks is reversed. Although also in the CCSD(T) potential the global minimum is located around $\theta_A = 135^\circ$, $\theta_B = 45^\circ$, the zero point energy in this minimum is so large that it overcomes the difference of $\approx 11 \text{ cm}^{-1}$ with the local minimum.\(^{18}\) The difference in zero point energy between the two minima is due to the fact that the well at the global minimum is much narrower than at the local minimum. The DFT-SAPT potential gives the correct sign for the energy difference between the $a$ and $c$ stack origins, however, it overestimates the value of this difference. In an attempt to obtain a potential that gives better quantitative information, we constructed a hybrid energy surface as a weighted average of the two potentials,

$$V_{\text{hybrid}} = \omega V_{\text{CCSD(T)}} + (1 - \omega) V_{\text{DFT-SAPT}}, \tag{12}$$

where the weighting coefficient $\omega$ was chosen in such a way that the experimental value for the energy difference $\Delta E = E(c,J=0) - E(a,J=0)$ was reproduced. The resulting value for this weighting coefficient was $\omega = 0.7$.

The calculated rovibrational energy levels from this hybrid potential for $^{13}$CO dimer are given in Table IV and a pictorial representation is shown in Fig. 8. One can see that the adjustment of the potential to reproduce the splitting between the $a$ and $c$ stacks has a positive effect on the other stacks as well. The experimentally determined stack origins are reproduced very well, the maximum error being 0.25 cm$^{-1}$. Also the computed rotational constants agree better with their experimental counterparts for most stacks.
Rovibrational levels for the isotopically substituted $^{13}$CO dimer were also calculated on the hybrid potential, and the results are summarized in Table V. This time the $g$ stacks are very strongly mixed with $K=2$ states for $J=4$. Also for the heavier isotope, the hybrid potential gives results that are much closer to the experimental data. Comparing Fig. 9 with the experimental picture in Fig. 7 shows that not only do the isotope shifts have the correct sign on the hybrid potential, also the magnitude of the shifts is in much better agreement with the experimental data. Unfortunately, the $g$ stack has not been observed for $^{(13)}$CO$_2$, leaving us without a check of whether the strong Coriolis coupling that the hybrid potential predicts for these stacks is real.

It is obvious from Figs. 6 and 9 that the isotopic shifts are very sensitive to the exact shape of the potential. Since the overall shape of the CCSD(T) and DFT-SAPT potentials is more or less the same, taking a linear combination of these two corresponded roughly to shifting the two deepest minima with respect to each other. Although the change in the difference between the two wells is only a few wave numbers [from $\approx 26.5$ cm$^{-1}$ on the DFT-SAPT surface and $\approx 11$ cm$^{-1}$ on the CCSD(T) surface, to $\approx 15.5$ cm$^{-1}$ on the hybrid surface], the effect on the isotope dependence of the system is large. The reason for that can be seen when we compare the wave functions for $^{(12)}$CO$_2$ on both surfaces. Figures 5 and 10 show cuts through the lowest $K=0$ wave functions from the DFT-SAPT and the hybrid PES, respectively. The cuts are for $\phi = 180^\circ$ and $R = R_{\text{eff}}$. We see that on the hybrid surface, the wave functions are much more delocalized than on the DFT-SAPT surface. Whereas the wave functions on the DFT-SAPT potential are located in either of the two wells, with little or no density in the other well, the wave functions on the hybrid surface are delocalized over both wells. This reduces the difference between the wave functions of the $a/\ell e$ and $c/l j$ stacks, with the result that the resulting $R_{\text{eff}}$ values (which are different for the two wells) are also more alike. For the $^{13}$CO dimer, this effect is much smaller (see Fig. 11), since the wave functions are better localized in the two wells due to the heavier mass of the molecules. Hence, the observed behavior of the isotope effect is of a truly dynamical nature, and can only be described correctly if the relative depth of the minima is such that the wave function can tunnel through the barrier between them.

IV. CONCLUSION

The DFT-SAPT method was employed to compute a four-dimensional PES for the CO dimer. The overall shape of the potential is the same as that of a previously published CCSD(T) potential. As in the experiment, stacks of rovibrational levels could be identified and assigned in the calculated results. Though the agreement between calculations and experiment is not yet perfect, the rovibrational calculations show that the DFT-SAPT and the CCSD(T) surfaces are of comparable quality, making DFT-SAPT a viable alternative for the vastly more expensive CCSD(T) method.

In an effort to overcome the deficiencies of the two ab initio potentials, a hybrid potential was constructed by taking a weighted average of the DFT-SAPT and the CCSD(T) potential. The weighting factor was optimized only to reproduce the energy splitting between the two lowest $J=0$ levels, but the resulting surface proved to give a huge improvement on the location of all observed stacks.

Neither the CCSD(T) nor the DFT-SAPT potential alone can explain the observed differences in the effective intermolecular separation $R_{\text{eff}}$ between $^{(12)}$CO$_2$ and $^{(13)}$CO$_2$. This is mainly due to the fact that the $R_{\text{eff}}$ values for the $^{12}$CO dimer are very sensitive to the relative location of the two deepest minima in the potential. The hybrid potential gives shifts that are in good agreement with the experimental values.
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