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Abstract A search for weakly interacting massive dark-matter particles produced in association with bottom or top quarks is presented. Final states containing third-generation quarks and missing transverse momentum are considered. The analysis uses 36.1 fb\(^{-1}\) of proton–proton collision data recorded by the ATLAS experiment at \(\sqrt{s} = 13\) TeV in 2015 and 2016. No significant excess of events above the estimated backgrounds is observed. The results are interpreted in the framework of simplified models of spin-0 dark-matter mediators. For colour-neutral spin-0 mediators produced in association with top quarks and decaying into a pair of dark-matter particles, mediator masses below 50 GeV are excluded assuming a dark-matter candidate mass of 1 GeV and unitary couplings. For scalar and pseudoscalar mediators produced in association with bottom quarks, the search sets limits on the production cross-section of 300 times the predicted rate for mediators with masses between 10 and 50 GeV and assuming a dark-matter mass of 1 GeV and unitary coupling. Constraints on colour-charged scalar simplified models are also presented. Assuming a dark-matter particle mass of 35 GeV, mediator particles with mass below 1.1 TeV are excluded for couplings yielding a dark-matter relic density consistent with measurements.

1 Introduction

Astrophysical observations have provided compelling evidence for the existence of a non-baryonic dark component of the universe: dark matter (DM) \([1,2]\). The currently most accurate, although somewhat indirect, determination of DM abundance comes from global fits of cosmological parameters to a variety of observations \([3,4]\), while the nature of DM remains largely unknown. One of the candidates for a DM particle is a weakly interacting massive particle (WIMP) \([5]\).

At the large hadron collider (LHC), one can search for WIMP DM (\(\chi\)) pair production in \(pp\) collisions. WIMP DM would not be detected and its production leads to signatures with missing transverse momentum. Searches for the production of DM in association with Standard Model (SM) particles have been performed at the LHC \([6–12]\).

Recently proposed simplified benchmark models for DM production assume the existence of a mediator particle which couples both to the SM and to the dark sector \([13–15]\). The searches presented in this paper focus on the case of a fermionic DM particle produced through the exchange of a spin-0 mediator, which can be either a colour-neutral scalar or pseudoscalar particle (denoted by \(\phi\) or \(a\), respectively) or a colour-charged scalar mediator (\(\phi_b\)). The couplings of the mediator to the SM fermions are severely restricted by precision flavour measurements. An ansatz that automatically relaxes these constraints is Minimal Flavour Violation \([16]\). This assumption implies that the interaction between any new neutral spin-0 state and SM matter is proportional to the fermion masses via Yukawa-type couplings. \(^1\) It follows that colour-neutral mediators would be sizeably produced through loop-induced gluon fusion or in association with heavy-flavour quarks. The characteristic signature used to search for the former process is a high transverse momentum jet recoiling against missing transverse momentum \([7,11]\).

This paper focuses on dark matter produced in association with heavy flavour (top and bottom) quarks. These final states were addressed by the CMS Collaboration in Ref. \([17]\). For signatures with two top quarks (\(t\bar{t} + \phi/a\)), final states where both \(W\) bosons decay into hadrons or both \(W\) bosons decay into leptons are considered in this paper. They are referred to as fully hadronic and dileptonic \(t\bar{t}\) decays, respectively. Searches in final-state events characterised by fully hadronic or dileptonic top-quark pairs have been carried out targeting supersymmetric partners of the top quarks \([18,19]\). Due to the

\(^1\) Following Ref. \([14]\), couplings to \(W\) and \(Z\) bosons, as well as explicit dimension-4 \(\phi-h\) or \(a-h\) couplings, are set to zero in this simplified model. In addition, the coupling of the mediator to the dark sector are not taken to be proportional to the mass of the DM candidates.
different kinematics of the events under study, those searches are not optimal for the DM models considered in this paper. The search in the channel where one $W$ boson decays into hadrons and one $W$ boson decays into leptons (semileptonic $t\bar{t}$ decays) is presented together with the searches for top squarks in the same channel [20]. Signatures with bottom squarks in the final state are denoted $b\bar{b} + \phi/a$ in the following. Representative diagrams for tree-level production of these models are shown in Fig. 1a, b. Processes with similar kinematic properties might also occur in two-Higgs-doublet models [21]. Following the notation of Ref. [14], the model has four parameters: the mass of the mediator $m_\phi$ or $m_a$, the DM mass $m_\chi$, the DM–mediator coupling $g_\chi$, and the flavour-universal SM–mediator coupling $g_q$. The mediator width is assumed to be the minimal width, which is the one calculated from the masses and couplings assumed by the model [13]. The mediator can decay into SM particles or into DM particles. This search is sensitive to decays of the mediator into a pair of DM particles. Off-shell DM production is also taken into account. The effective production cross-section of DM particles at $pp$ colliders is a function of the production cross-section of the mediator, depending on $g_q$, and on the branching ratio for the mediator to decay into a pair of DM particles, which is a function of $g_\phi$ and $g_\chi$ [13]. The cross-section for DM production is therefore proportional to the squared product of the couplings $(g_q \cdot g_\chi)^2$, and an additional assumption of $g_\phi = g_\chi = g$ is made to reduce the number of parameters. Since the cross-section of annihilation and scattering from nucleons has the same functional dependence on the couplings, the same assumption is made when the results are compared to non-collider experiments.

The second category of models considered in this search is the case of colour-charged scalar mediators [22]. The model assumes bottom-flavoured dark matter ($b$–FDM) and was proposed to explain the excess of gamma rays from the galactic centre observed by the Fermi Gamma-ray Space Telescope, if this excess is to be interpreted as a signal for DM annihilation [23], while alternative conjectures without DM are also discussed [24]. A representative diagram for the production of this signal is shown in Fig. 1c. In this model, a new scalar field, $\phi_b$, mediates the interaction between DM and quarks. Dark matter is assumed to be the lightest Dirac fermion that belongs to a flavour-triplet coupling to right-handed, down-type quarks. The cosmological DM is the third component of the triplet and couples preferentially to bottom quarks. It explains the galactic-centre excess if a DM mass around 35 GeV is assumed. The other Dirac fermions in the flavour-triplet are heavy and couple weakly, and are therefore neglected. The $b$–FDM model has three parameters: the mediator and the DM masses ($m(\phi_b)$ and $m(\chi)$, respectively), and the coupling strength between the mediator and the DM particle, $\lambda_b$ [22]. For each pair of mass values considered, $\lambda_b$ is set to the value, generally larger than one, predicting a DM relic density compatible with the astrophysical observations as detailed in Ref. [22]. Strong-interaction pair production of $\phi_b$, which does not depend on the coupling, is equivalent to the pair production of the lightest supersymmetric partner of the bottom quark (bottom squark, $\tilde{b}_1$) assuming that it decays exclusively into a bottom quark and the lightest neutralino ($\chi^0_1$). Exclusion limits on $m(\tilde{b}_1)$, which depend on $m(\chi^0_1)$, are set in dedicated searches by the ATLAS and CMS collaborations [25,26]. The target of this search is the single production mode represented in Fig. 1(c), which can dominate the production rate of the $\phi_b$ mediator due to the relatively large values assumed for $\lambda_b$. The parameter space considered corresponds to $\phi_b$ masses of a few hundred GeV. A search by the ATLAS Collaboration with the $\sqrt{s} = 8$ TeV LHC Run-1 dataset has already excluded $m(\phi_b) < 600$ GeV for $m(\chi) = 35$ GeV [27].

Four experimental signatures are considered in this paper. The first two signatures consist of event topologies with large missing transverse momentum and either one or two bot-
tom quarks, while the other two consist of events with large missing transverse momentum and two top quarks, decaying either dileptonically or fully hadronically. The search presented in this paper is based on a set of independent analyses optimised for these four experimental signatures and searches for dark-matter production via colour-charged and colour-neutral mediators.

2 Detector description and event reconstruction

The ATLAS experiment [28] is a multi-purpose particle detector with a forward-backward symmetric cylindrical geometry and nearly 4π coverage in solid angle. It consists of an inner tracking detector (ID) surrounded by a superconducting solenoid, electromagnetic and hadronic calorimeters, and an external muon spectrometer incorporating large superconducting toroidal magnets. The inner tracking detector consists of pixel and silicon microstrip detectors covering the pseudorapidity region |η| < 2.5, surrounded by a transition radiation tracker which provides electron identification in the region |η| < 2.0. Between Run 1 and Run 2, a new inner pixel layer, the insertable B-layer [29,30], was inserted at a mean sensor radius of 3.3 cm. The inner detector is surrounded by a thin superconducting solenoid providing an axial 2 T magnetic field and by a fine-granularity lead/liquid-argon (LAr) electromagnetic calorimeter covering |η| < 3.2. A steel/scintillator-tile calorimeter provides hadronic coverage in the central pseudorapidity range (|η| < 1.7). The end-cap and forward regions (1.5 < |η| < 4.9) of the hadronic calorimeter are made of LAr active layers with either copper or tungsten as the absorber material. A muon spectrometer with an air-core toroid magnet surrounds the calorimeters. Three stations of high-precision tracking chambers provide coverage in the range |η| < 2.7, while dedicated chambers allow triggering in the region |η| < 2.4. The ATLAS trigger system consists of a hardware-based level-1 trigger followed by a software-based high-level trigger [31].

The events used in this analysis are required to pass either an online trigger requiring a minimum of two electrons, two muons or an electron and a muon, or an online missing transverse momentum trigger selection. The trigger thresholds are such that a plateau of the efficiency is reached for events passing the analysis requirements presented in Sect. 4. The events are also required to have a reconstructed vertex [32] with at least two associated tracks with transverse momentum (pT) larger than 400 MeV which are consistent with originating from the beam collision region. The vertex with the highest scalar sum of the squared transverse momenta of the associated tracks is considered to be the primary vertex of the event.

This analysis requires the reconstruction of jets, muons, electrons, photons and missing transverse momentum. Jets are reconstructed from three-dimensional energy clusters in the calorimeter [33] using the anti-kt jet clustering algorithm [34] with a radius parameter R = 0.4 implemented in the FastJet package [35]. Jets are calibrated as described in Ref. [36], and the expected average energy contribution from clusters resulting from additional pp interactions in the same or nearby bunch crossings (pile-up interactions) is subtracted according to the jet area [37]. Only jet candidates (baseline jets) with pT > 20 GeV and |η| < 2.8 are considered in the analysis. Quality criteria identify jets arising from non-collision sources or detector noise and any event containing such a jet is removed [38,39]. Additional selection requirements are imposed on jets with pT < 60 GeV and |η| < 2.4 in order to reject jets produced in pile-up interactions [40]. Jets are also reclustered into larger-radius jets (R = 0.8 or 1.2) by applying the anti-kt clustering algorithm to the R = 0.4 jets. These jets are exploited to identify W-boson decays into a pair of quarks and also to identify top-quark candidates.

Jets containing b-hadrons (b-jets) and which are within the inner detector acceptance (|η| < 2.5) are identified (b-tagged) with a multivariate algorithm that exploits the impact parameters of the charged-particle tracks, the presence of secondary vertices and the reconstructed flight paths of b- and c-hadrons inside the jet [41,42]. Depending on the signal region requirements detailed in Sect. 4, a “medium” or “tight” working-point is used for the b-jet identification, corresponding to an average efficiency for b-quark jets in simulated tt events of 77 and 60%, respectively. An additional “loose” working-point with 85% efficiency for b-quark jets in simulated tt events is used to resolve ambiguities in the reconstruction of physics objects, as described at the end of this section.

Muon candidates are reconstructed in the region |η| < 2.7 from muon spectrometer tracks matching ID tracks (where applicable). The pseudorapidity requirements are restricted to |η| < 2.4 for events passing the muon online trigger criteria, due to the coverage of the muon triggering system. Events containing one or more muon candidates that have a transverse (longitudinal) impact parameter with respect to the primary vertex larger than 0.2 mm (1 mm) are rejected to suppress muons from cosmic rays. Baseline candidate muons, used for the definition of vetoes in all signal regions but those searching for fully hadronic top decays, must have

\[ \text{\eta} = 0.5 \ln \left( \frac{E + p_T}{E - p_T} \right) \text{ where } E \text{ denotes the energy and } p_T \text{ is the component of the momentum along the beam direction.} \]
\( p_T > 10 \text{ GeV} \) and pass the “medium” identification requirements defined in Ref. [43]. The baseline candidate muons used in fully hadronic \( t\bar{t} \) final states are instead required to pass the “loose” identification requirements [43] and to have \( p_T > 6 \text{ GeV} \), in order to strengthen the veto definition. Baseline electron candidates are reconstructed from isolated electromagnetic calorimeter energy deposits matched to ID tracks and are required to have \( |\eta| < 2.47 \) and \( p_T > 10 \text{ GeV} \), and must pass a “loose” likelihood-based identification requirement [44,45].

Stricter requirements are imposed on the baseline lepton (electron or muon) definitions for the selection criteria requiring leptons in the final state. Signal muon candidates, used for all selection requirements with leptons in the final state, must have \( p_T > 20 \text{ GeV} \) and satisfy “medium” identification criteria [43]. Furthermore, they are required to be isolated using a “loose” criterion designed to be 99% efficient for muons from Z-boson decays [43]. Signal electron candidates are required to pass “tight” requirements on the likelihood-based identification [44] and must have \( p_T > 20 \text{ GeV} \). In order to improve signal acceptance, the requirement on the likelihood-based identification is relaxed to “medium” for the signal region optimised for the two-lepton final state. Like the muons, signal electrons are required to pass from other activity using a “loose” isolation criterion [46]. Signal electrons (muons) are matched to the primary vertex (PV) of the event (see Sect. 4) by requiring their transverse impact parameter \( d_0^{\text{PV}} \), with respect to the primary vertex, to have a significance \( |d_0^{\text{PV}}/\sigma(d_0^{\text{PV}})| < 5 \) (3). In addition, for both the electrons and muons the longitudinal impact parameter \( z_0^{\text{PV}} \) and the polar angle \( \theta \) are required to satisfy \( |z_0^{\text{PV}}| \sin \theta| < 0.5 \text{ mm} \). In the following, the combination of signal electrons and muons optimised for the two-lepton final state is referred to as the medium-lepton requirement. Similarly, the combination of the signal electrons and muons passing the “tight” identification criteria is referred to as the tight-lepton requirement. The number of leptons passing the medium and tight requirements is denoted by \( N_{\ell}^M \) and \( N_{\ell}^T \), respectively.

Photons are reconstructed from clusters of energy deposits in the electromagnetic calorimeter measured in projective towers [47,48]. Photon candidates are required to have \( p_T > 10 \text{ GeV} \) and \( |\eta| < 2.37 \), whilst being outside the transition region \( 1.57 < |\eta| < 1.52 \) between the barrel and end-cap calorimeters, and to satisfy “tight” identification criteria [48]. The photons used in this analysis are further required to have \( p_T > 130 \text{ GeV} \) and to be isolated [47].

To resolve reconstruction ambiguities, an overlap removal algorithm is applied to loose candidate leptons and jets. Jet candidates with \( p_T > 20 \text{ GeV} \) and \( |\eta| < 2.8 \) are removed if they are not \( b \)-tagged when employing the loose working-point and are within \( \Delta R = \sqrt{(\Delta y)^2 + (\Delta \phi)^2} = 0.2 \) of an electron candidate. The same is done for jets which lie close to a muon candidate and have less than three associated tracks or a ratio of muon \( p_T \) to jet \( p_T \) greater than 0.5. Finally, any lepton candidate within \( \Delta R = 0.4 \) of the direction of a surviving jet candidate is removed, in order to reject leptons from the decay of a \( b \) or \( c \)-hadron. Electrons which share an ID track with a muon candidate are also removed.

The missing transverse momentum vector, \( p_T^{\text{miss}} \), whose magnitude is denoted by \( E_T^{\text{miss}} \), is defined as the negative vector sum of the transverse momenta of all identified physics objects (electrons, photons, muons, jets) and an additional soft term. The soft term is constructed from all tracks that originate from the primary vertex but are not associated with any physics object. In this way, the \( E_T^{\text{miss}} \) is adjusted for the calibration of the jets and the other identified physics objects above, while maintaining pile-up independence in the soft term [49,50].

### 3 Data and simulated event samples

The dataset used in this analysis consists of \( pp \) collision data recorded at a centre-of-mass energy of \( \sqrt{s} = 13 \text{ TeV} \) with stable beam conditions. The integrated luminosity of the combined 2015 + 2016 dataset after requiring that all detector subsystems were operational during data recording is 36.1 fb\(^{-1}\). The uncertainty in the total integrated luminosity is 3.2%, derived following a methodology similar to that detailed in Ref. [51].

Monte Carlo (MC) simulated event samples are used to aid in the estimation of the background from SM processes and to model the dark-matter signal. All simulated events were processed through an ATLAS detector simulation [52] based on GEANT4 [53] or through a fast simulation using a parameterisation of the calorimeter response and GEANT4 for the other parts of the detector [54]. The simulated events are reconstructed with the same reconstruction algorithms used for data. Correction factors are applied to the simulated events to compensate for differences between data and MC simulation in the \( b \)-tagging efficiencies and mis-tag rates, lepton and photon identification, reconstruction and trigger efficiencies. The MC samples are reweighted so that the pile-up distribution matches the one observed in the data.

The matrix element (ME) generator, parton shower (PS), cross-section normalisation, parton distribution function (PDF) set and the set of tuned parameters (known as tune) describing the underlying event for these samples are given in Table 1, and more details of the generator configurations can be found in Refs. [55–58]. The generation of \( t\bar{t} \) pairs and single-top-quark processes in the \( Wt \)- and \( s \)-channels was performed using the POWHEG-Box v2 generator with the CT10 PDF set for the matrix element calculations. Electroweak \( t \)-channel single-top-quark events were generated
using the **POWHEG-BOX v1** generator. For all processes, a top-quark mass of 172.5 GeV is assumed. The PS and the underlying event were simulated using the **Sherpa** v2.2.3 generator. Matrix elements for these samples were calculated for up to one additional parton at NLO and up to three (diboson processes) or two (triboson processes) additional partons at LO. Additional contributions to the SM backgrounds in the signal regions arise from the production of $t\bar{t}$ pairs in association with $W/Z/h$ bosons and possibly additional jets. These processes were modelled by event samples generated at NLO using the **MadGraph5_AMC@NLO** NLO v2.2.3 generator and showered with the **Pythia** v8.186 PS.

In all MC samples, except those produced by **Sherpa**, the EVTGEN v1.2.0 program [85] was used to model the properties of the bottom and charm hadron decays. All **Pythia** v6.428 samples used the **PERUGIA2012** tune for the underlying event, while **Pythia** v8.186 and Herwig++ showering were run with the A14 and UEEE5 [86] underlying-event tunes, respectively. To simulate the effects of additional $pp$ collisions in the same and nearby bunch crossings, additional interactions were generated using the soft QCD processes of **Pythia** 8.186 with the A2 tune [87] and the **MSTW2008LO** PDF [88], and overlaid onto each simulated hard-scatter event.

Alternative samples are employed to derive systematic uncertainties associated with the specific configuration of the MC generators used for the nominal SM background samples, as detailed in Sect. 6. They include variations of the renormalisation and factorisation scales, the CKKW-L matching [89] scale, as well as different PDF sets and hadronisation models.

The event generation for the dark-matter signal samples followed the prescriptions in Ref. [13]. Events were generated from leading-order (LO) matrix elements using the **MadGraph** generator v2.3.3 interfaced to **Pythia** v8.212 with the A14 tune for the modelling of the top-quark decay chain (when applicable), parton showering, hadronisation and the description of the underlying event. The renormalisation and factorisation scale choice adopted is the default

---

**Table 1** Simulated signal and background event samples: the corresponding generator, parton shower, cross-section normalisation, PDF set and underlying-event tune are shown.

<table>
<thead>
<tr>
<th>Physics process</th>
<th>Generator</th>
<th>Parton shower</th>
<th>Cross-section normalisation</th>
<th>PDF set</th>
<th>Tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dark-matter signals</td>
<td><strong>MadGraph</strong> 2.3.3 [67]</td>
<td><strong>Pythia</strong> 8.212 [68]</td>
<td>NLO [69,70]</td>
<td><strong>NNPDF23LO</strong> [71]</td>
<td>A14 [72]</td>
</tr>
<tr>
<td>$W(\to \ell\nu)+\text{jets}$</td>
<td><strong>Sherpa</strong> 2.2.1 [73]</td>
<td><strong>Sherpa</strong> 2.2.1</td>
<td>NNLO [74]</td>
<td><strong>NNPDF30NNLO</strong> [71]</td>
<td><strong>Sherpa</strong> default</td>
</tr>
<tr>
<td>$Z/\gamma^* (\to \ell\ell)+\text{jets}$</td>
<td><strong>Sherpa</strong> 2.2.1</td>
<td><strong>Sherpa</strong> 2.2.1</td>
<td>NNLO [74]</td>
<td><strong>NNPDF30NNLO</strong></td>
<td><strong>Sherpa</strong> default</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td><strong>POWHEG-BOX v2</strong> [75]</td>
<td><strong>Pythia</strong> 6.428 [76]</td>
<td>NNLO+NNLL [77–82]</td>
<td><strong>NLO CT10</strong> [71]</td>
<td><strong>PERUGIA 2012</strong> [83]</td>
</tr>
<tr>
<td>Single-top ($t$-channel)</td>
<td><strong>POWHEG-BOX v1</strong></td>
<td><strong>Pythia</strong> 6.428</td>
<td>NNLO+NNLL [59]</td>
<td><strong>NLO CT10</strong> [71]</td>
<td><strong>PERUGIA2012</strong></td>
</tr>
<tr>
<td>Single-top ($s$- and $Wt$-channel)</td>
<td><strong>POWHEG-BOX v2</strong></td>
<td><strong>Pythia</strong> 6.428</td>
<td>NNLO+NNLL [60,61]</td>
<td><strong>NLO CT10</strong> [84]</td>
<td><strong>PERUGIA2012</strong></td>
</tr>
<tr>
<td>$t\bar{t} + W/Z/\gamma^*/h$</td>
<td><strong>MadGraph5_AMC@NLO</strong> 2.2.3 (NLO)</td>
<td><strong>Pythia</strong> 8.186</td>
<td>NLO [67]</td>
<td><strong>NNPDF30NLO</strong> [84]</td>
<td>A14</td>
</tr>
<tr>
<td>Diboson</td>
<td><strong>Sherpa</strong> 2.2.1 [73]</td>
<td><strong>Sherpa</strong> 2.2.1</td>
<td>NLO</td>
<td><strong>NNPDF30NNLO</strong></td>
<td><strong>Sherpa</strong> default</td>
</tr>
<tr>
<td>$h + W/Z$</td>
<td><strong>MadGraph5_AMC@NLO</strong> 2.2.3 (NLO)</td>
<td><strong>Pythia</strong> 8.186</td>
<td>NLO [84]</td>
<td><strong>NNPDF30NLO</strong></td>
<td>A14</td>
</tr>
<tr>
<td>$t\bar{t} + WW/t\bar{t}$</td>
<td><strong>MadGraph5_AMC@NLO</strong> 2.2.3 (LO)</td>
<td><strong>Pythia</strong> 8.186</td>
<td>NLO [67]</td>
<td><strong>NNPDF23LO</strong> [84]</td>
<td>A14</td>
</tr>
<tr>
<td>$t + Z/WZ/t\bar{t}$</td>
<td><strong>MadGraph5_AMC@NLO</strong> 2.2.3 (LO)</td>
<td><strong>Pythia</strong> 8.186</td>
<td>LO</td>
<td><strong>NNPDF23LO</strong> [84]</td>
<td>A14</td>
</tr>
<tr>
<td>Triboson</td>
<td><strong>Sherpa</strong> 2.2.1</td>
<td><strong>Sherpa</strong> 2.2.1</td>
<td>NLO</td>
<td><strong>NNPDF30NNLO</strong> [84]</td>
<td><strong>Sherpa</strong> default</td>
</tr>
</tbody>
</table>
MADGRAPH dynamical scale as documented in Ref. [90]. For the $b\bar{b} + \phi/a$ and $t\bar{t} + \phi/a$ models the events were generated with up to one additional parton, while for the $b$-FDM models the events were generated with up to two additional partons. The $t\bar{t} + \phi/a$ and $b$-FDM samples were generated in the 5-flavour scheme, while the $b\bar{b} + \phi/a$ samples were generated in the 4-flavour scheme. Following Ref. [13], the minimum $p_T$ requirement for $b$-jets in the final state in MADGRAPH was set to 30 GeV for the $b\bar{b} + \phi/a$ model, in order to increase the number of events in the relevant phase space for the analysis. This requirement does not affect the MC signal sample passing the event selection. The PDF set NNPDF323LO was used, adopting $\alpha_S = 0.130$ and either the 5-flavour or the 4-flavour scheme consistently with the choice made for generating the events. The jet–parton matching was realised following the CKKW-L prescription. For the $t\bar{t} + \phi/a$ model the matching scale was set to one quarter of the mass of the particle mediating the interaction between the SM and DM sectors. For the $b\bar{b} + \phi/a$ and $b$-FDM models the matching scale was set to 30 GeV. The coupling $g$ between the colour-neutral mediator for the $t\bar{t} + \phi/a$ and $b\bar{b} + \phi/a$ models and both the SM and the dark sector was assumed to be one, which implies pure Yukawa-type couplings between the mediator and the SM quarks. This choice impacts the mediator width and cross-section calculation for these models, but it was shown to have no significant impact on the kinematic properties [13].

For the $t\bar{t} + \phi/a$ and $b\bar{b} + \phi/a$ models the production cross-section was computed at NLO accuracy in the strong coupling constant $\alpha_S$ using the MADGRAPH5_AMC@NLO generator with the NNPDF323L0 PDF set using $\alpha_S = 0.118$. For this procedure a dynamical scale equal to $P_T/2$ was adopted, with $P_T$ being the scalar sum of the transverse momenta of all final-state particles. The flavour scheme adopted is consistent with that used for event generation. For the mass range in which this analysis is sensitive, the NLO value of the cross-sections for the $t\bar{t} + \phi/a$ model is about 25% larger than the corresponding LO value [69,70]. For the $b\bar{b} + \phi/a$ samples the NLO value of the cross-section is between 56% and 75% of the corresponding LO value. This is driven by the MADGRAPH minimum $b$-jet $p_T$ requirement due to the strong dependence of the NLO cross-section on this parameter. For the $b$-FDM signal models, the cross-section was computed at LO accuracy using the MADGRAPH5_AMC@NLO generator and the same flavour scheme used for the event generation.

4 Event selection

Five signal regions (SR) are defined and optimised to detect dark-matter production via spin-0 mediators. Two signal regions, SRb1 and SRb2, are optimised for models in which dark matter is produced in conjunction with one or two $b$-quarks, respectively. Specifically, SRb1 is designed to optically select candidate signal events of the colour-charged scalar mediator models (bFDM) introduced in Sect. 1. SRb2 focuses instead on scalar and pseudoscalar colour-neutral mediators and was specifically optimised for low mediator masses (below 200 GeV). These SRs require events with no leptons and low jet multiplicity. SRt1, SRt2 and SRt3 are optimised to detect events in which DM is produced in association with a $t\bar{t}$ pair, which either decays fully hadronically (SRt1 and SRt2) or dileptonically (SRt3). The SRt1 and SRt2 SRs are optimised for low (< 100 GeV) and high (between 100 and 350 GeV) mediator mass assumptions, respectively, and are assigned fully hadronic events with high jet multiplicity. The regions SRt1 and SRt2 overlap in terms of their selection criteria. The region SRt3 focuses on mediator masses below 100 GeV and contains events with two leptons in the final state.

4.1 Signatures with $b$-quarks and $E_T^{\text{miss}}$

Events assigned to SRb1 and SRb2 are required to pass the missing transverse momentum trigger and to have at least one jet ($N_j^T$). A minimum azimuthal angle between the directions of the missing transverse momentum and any of the jets in the event ($\Delta\phi(j, E_T^{\text{miss}})$) is required, in order to reduce the contamination by multi-jet events where fake $E_T^{\text{miss}}$ arises from jet energy mismeasurements or semileptonic decays of hadrons inside jets. Events with at least one baseline muon or electron ($N_\ell^B$) are discarded to reject leptonic decays of $W$ and $Z$ bosons. The dominant background processes for the events passing these requirements are $t\bar{t}$ and $Z +$ jets processes.

Events with at least one tight $b$-tagged jet ($N_b^T$) and which pass the kinematic requirements specified in Table 2 are assigned to SRb1. The high-$E_T^{\text{miss}}$ selection required is essential to discriminate the signal from the background in this SR. An upper limit on the scalar sum of the transverse momenta of the baseline jets in the events excluding the leading and subleading jets ($H_{T3}^{B}$ [25]) is used in this SR to reduce the contributions from top-quark pair-production processes.

Events assigned to SRb2 have instead at least two tight $b$-tagged jets. When the $b$-tagged jet multiplicity is different from two, the $b$-tagged jets are sorted in descending order according to their $b$-tagging probability. For this SR, a requirement of low jet multiplicity was found to be more effective in reducing the $t\bar{t}$ background. The jet multiplicity of candidate signal events is required to not exceed three, and the transverse momentum of the third jet in the event must not exceed 60 GeV. For the same purpose, the ratio of the transverse momentum of the leading jet to $H_T$, the scalar sum of the transverse momenta of all jets in the events, ($H_T^{\text{ratio}} = p_T(j_1)/H_T$) is required to be larger than 75%.
The azimuthal separations between the $b$-tagged jets ($\Delta \phi_{bb}$) and the $\Delta \phi (j, \vec{p}_T^{\text{miss}})$ are exploited to enhance the separation between the signal and the irreducible background in this channel ($Z(\nu\bar{\nu})+b\bar{b}$), as the latter is characterised by small $\Delta \phi_{bb}$ values when the $b$-jets originate from the gluon-splitting process. Linear combinations of these two variables are used to define the selection criteria in Table 2:

$$\delta^- = \Delta \phi (j, \vec{p}_T^{\text{miss}}) - \Delta \phi_{bb},$$

$$\delta^+ = |\Delta \phi (j, \vec{p}_T^{\text{miss}}) + \Delta \phi_{bb} - \pi|.$$  

An additional handle to discriminate between the $b\bar{b}$ + $\phi$ and $b\bar{b}$ + $\phi$ signal models and the background is the spin of the particle decaying into invisible decay products. It was shown in Ref. [91] that it is possible to discriminate between such scalar, pseudoscalar and vector particles by exploiting information about the production angle of the visible particles with respect to the proton beam axis. A convenient variable to exploit this feature, proposed in Ref. [92] relies on the pseudorapidity difference between the two $b$-tagged jets ($\Delta \eta_{bb}$):

$$\cos \theta^{bb} = |\tanh \left( \frac{\Delta \eta_{bb}}{2} \right)|.$$  

The variable $\cos \theta^{bb}$, evaluated in the laboratory frame, is the key observable used in SRb2 to discriminate the signal from the background. The distribution of $\cos \theta^{bb}$ is approximately flat for $b$-jets produced in association with scalar or vector particles with masses below 100 GeV, while it exhibits a pronounced enhancement at values near one for pseudoscalar particles in the same mass range. In order to further enhance the sensitivity to the signal, the signal region SRb2 is divided into four independent bins in $\cos \theta^{bb}$: SRb2-bin1 (0, 0.25), SRb2-bin2 (0.25, 0.5), SRb2-bin3 (0.5, 0.75), SRb2-bin4 (0.75, 1.0), which are statistically combined in the final result.

4.2 Signatures with top quarks and $E_T^{\text{miss}}$

Events assigned to SRt1 and SRt2 are required to contain at least four jets. At least two jets in every event must be $b$-tagged at the medium working-point ($\mathcal{N}_T^b$). Events containing baseline electrons and muons are discarded. Furthermore, events with a $\tau$-candidate are also rejected ($\mathcal{N}_T^\tau = 0$). The $\tau$-candidate is defined as a jet with less than four associated tracks which has not passed the medium $b$-tagging requirement and which has a $\phi$ separation from the $\vec{p}_T^{\text{miss}}$ of no more than $\pi/5$ radians. Events are required to pass the missing transverse momentum trigger and to satisfy $E_T^{\text{miss}} > 300$ GeV. Also in this SRs, a minimum $\Delta \phi (j, \vec{p}_T^{\text{miss}})$ requirement is applied in order to reject events with $E_T^{\text{miss}}$ arising from mismeasurements and semileptonic decays of hadrons inside jets. Further rejection of such events is achieved by additional requirements on the missing transverse momentum computed using only the information from the tracking system ($\vec{p}_T^{\text{miss,track}}$, with magnitude $E_T^{\text{miss,track}}$) and its angle with respect to the $\vec{p}_T^{\text{miss}}$ ($\Delta \phi (\vec{p}_T^{\text{miss}}, \vec{p}_T^{\text{miss,track}})$). The dominant backgrounds for these signal regions are top-quark pair production, $Z$+jets, and the production of a $Z$ boson in association with $t\bar{t}$. Four main observables are exploited to discriminate DM signal events from the SM background processes: $m_T^{b,\text{min}}$, $m_T^{b,\text{max}}$, $E_T^{\text{miss, sig}}$, and $\Delta R_{bb}$. The variables $m_T^{b,\text{min}}$ and $m_T^{b,\text{max}}$ are defined as the transverse mass$^3$ of the $\vec{p}_T^{\text{miss}}$ vector and $b$-tagged jet with the smallest and largest angular distance$^4$ from it, respectively. The $m_T^{b,\text{min}}$ variable is designed to be bounded from above by the top-quark mass for semileptonic $t\bar{t}$ decays, because the closest $b$-tagged jet to the $\vec{p}_T^{\text{miss}}$ vector usually belongs to the leg of the decay where the $W$ boson decays into leptons. The variable $m_T^{b,\text{max}}$ recovers the discriminating power in the case of wrong pairing. The $E_T^{\text{miss, sig}}$ variable is defined as the ratio of the $E_T^{\text{miss}}$ to the square-root of the scalar sum of the transverse momenta of all jets in the events ($H_T$) to discriminate the high-mediator-mass signal models in SRt2 from the SM background. Finally, the angular distance between the two

3 The transverse mass of two particles $a$ and $b$ is defined as $m_T(a,b) = \sqrt{(E_{T,a} + E_{T,b})^2 - (\vec{p}_{T,a} + \vec{p}_{T,b})^2}$.

4 The angular separation between two particles $a, b$ used in all quantities described in this section is defined as $\Delta \phi_{ab} = (\Delta \phi_{ab})^2 + (\Delta \eta_{ab})^2$.  

---

Table 2 Summary of the kinematic and topology-dependent selections for signal regions SRb1 and SRb2

<table>
<thead>
<tr>
<th>Observable</th>
<th>SRb1</th>
<th>SRb2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_T^{\text{miss}}$ [GeV]</td>
<td>&gt; 650</td>
<td>&gt; 180</td>
</tr>
<tr>
<td>$p_T(bj_1)$ [GeV]</td>
<td>&gt; 160</td>
<td>&gt; 150</td>
</tr>
<tr>
<td>$p_T(bj_2)$ [GeV]</td>
<td>&gt; 160</td>
<td>&gt; 150</td>
</tr>
<tr>
<td>$p_T(bj_3)$ [GeV]</td>
<td>&gt; 160</td>
<td>&gt; 20</td>
</tr>
<tr>
<td>$p_T(bj_4)$ [GeV]</td>
<td>&lt; 60</td>
<td></td>
</tr>
<tr>
<td>$H_T$ [GeV]</td>
<td>&lt; 100</td>
<td></td>
</tr>
<tr>
<td>$\Delta \phi (j, \vec{p}_T^{\text{miss}})$ [rad]</td>
<td>&gt; 0.6</td>
<td>&gt; 0.4</td>
</tr>
</tbody>
</table>

---

two leading reclustered jet masses with radius 0
mediators (\(a\)) splitting and are characterised by a small angular separation.

Finally, events assigned to SRt3 are required to have exactly two opposite-sign leptons (\(N^M_\ell = 2\) OS), electrons or muons, either same- or different-flavour, with an invariant mass (regardless of the flavours of the leptons in the pair), \(m_\ell\ell\), being larger than 20 GeV. In addition, for same-flavour lepton pairs, events with \(m_\ell\ell\) within 20 GeV of the Z-boson mass are vetoed. Furthermore, candidate signal events are required to have at least one medium \(b\)-tagged jet. Events are required to pass the two-lepton triggers and the leading and subleading lepton transverse momenta in the event are required to be at least 25 and 20 GeV, respectively, which also guarantees that the plateau of efficiency of the triggers is reached. The main reducible backgrounds for this analysis are dileptonic \(t\bar{t}\) decays, \(Z + \) jets and dibosons. The main handle for the rejection of these backgrounds is the lepton-based “transverse mass”, \(m^{\ell\ell}_{T2}\) [93–95], which is a kinematic candidate. The specific requirements for each discriminating observable in SRt1 and SRt2 are summarised in Table 3.

### Table 3: Summary of the kinematic and topology-dependent selections for signal regions SRt1, SRt2 and SRt3

<table>
<thead>
<tr>
<th>Observable</th>
<th>SRt1</th>
<th>SRt2</th>
<th>SRt3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger (E_T^{\text{miss}})</td>
<td>(2\ell)</td>
<td>(\geq 4)</td>
<td>(\geq 1)</td>
</tr>
<tr>
<td>(N^a_j)</td>
<td>(\geq 2)</td>
<td>(\geq 1)</td>
<td>(\geq 1)</td>
</tr>
<tr>
<td>(N^M_\ell)</td>
<td>0</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(N^M_\ell)</td>
<td>2 OS</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(E_T^{\text{miss}} [\text{GeV}])</td>
<td>(\geq 300)</td>
<td>(&gt; 20)</td>
<td>(&gt; 30)</td>
</tr>
<tr>
<td>(p_T(j_{1j}) [\text{GeV}])</td>
<td>(&gt; 80)</td>
<td>(&gt; 80)</td>
<td>(&gt; 30)</td>
</tr>
<tr>
<td>(p_T(j_{2j}) [\text{GeV}])</td>
<td>(&gt; 40)</td>
<td>(&gt; 40)</td>
<td>(&gt; 25)</td>
</tr>
<tr>
<td>(m_\ell\ell [\text{GeV}])</td>
<td>(&gt; 20)</td>
<td>(&gt; 20)</td>
<td>(&gt; 20)</td>
</tr>
<tr>
<td>(M_{b\bar{b}}) (\geq 40)</td>
<td>(\geq 140, 80)</td>
<td>(&gt; 200)</td>
<td>(&gt; 1.5)</td>
</tr>
<tr>
<td>(\Delta R_{b\bar{b}}) (\geq 1)</td>
<td>(\geq 1.5)</td>
<td>(\geq 1)</td>
<td>–</td>
</tr>
<tr>
<td>(E_T^{\text{miss, sig}} [\sqrt{\text{GeV}}])</td>
<td>(&gt; 140, 80)</td>
<td>(&gt; 200)</td>
<td>–</td>
</tr>
<tr>
<td>(\Delta\phi_{\text{hoose}} [\text{rad}])</td>
<td>(&gt; 1.5)</td>
<td>(&gt; 1.5)</td>
<td>–</td>
</tr>
<tr>
<td>(m_\ell\ell [\text{GeV}])</td>
<td>(&gt; 10)</td>
<td>(&lt; 0.8)</td>
<td>–</td>
</tr>
<tr>
<td>(\xi^+ [\text{GeV}])</td>
<td>(&lt; 170)</td>
<td>(&gt; 170)</td>
<td>–</td>
</tr>
<tr>
<td>(m_T^{\ell\ell} [\text{GeV}])</td>
<td>(&lt; 170)</td>
<td>(&gt; 170)</td>
<td>(\geq 100)</td>
</tr>
</tbody>
</table>

Multi-jet rejection specific

| \(\Delta\phi(j, p_T^{\text{miss}}) [\text{rad}]\) | \(> 0.4\) | – | – |
| \(E_T^{\text{miss, track}} [\text{GeV}]\) | \(> 30\) | – | – |
| \(\Delta\phi(p_T^{\text{miss}, p_T^{\text{miss,track}}} [\text{rad}]\) | \(< \pi/3\) | – | – |
variable with an endpoint at the $W$-boson mass for events containing two $W$ bosons decaying into leptons. In this selection it is used in linear combination with the $E_T^{miss}$, in order to maximise the discrimination power of the two variables [91]:

$$\xi^+ = m_{\ell\ell} + 0.2 \cdot E_T^{miss}.$$ 

Further requirements are placed on $\Delta \phi_{\text{boost}}$ [93], the azimuthal angular distance between $p_T^{miss}$ and the vector sum of $p_T^{miss}$ and the transverse momentum of the leptons, and on $m_{\ell\ell}$, which is the smallest invariant mass computed between the $b$-tagged jet and each of the two leptons in the event. Both variables are used to further reject residual contamination from reducible backgrounds for this selection. The variable $\Delta \phi_{\text{boost}}$, can be interpreted as the azimuthal angular difference between the $p_T^{miss}$ and the opposite of the vector sum of all the transverse hadronic activity in the event. The requirement on this variable reject $Z(\ell^+\ell^-)+\text{jets}$ events where the $E_T^{miss}$ arises from jet mismeasurements, while retaining a large fraction of the signal. In events with two top quarks decaying dileptonically such as in the signal topology, at least one of the two mass combinations must be bounded from above by $m_{\ell\ell}$, $\sqrt{m_T^2 - m_W^2}$. This variable helps to reject residual reducible backgrounds, while retaining 99% of the signal. The specific requirements for SRt3 are summarised in Table 3.

### 5 Background estimation

The SM backgrounds contributing to each of the five SRs are estimated with the aid of the MC simulation and using control regions (CRs) constructed to enhance a particular background and to be kinematically similar but orthogonal to the SRs. The expected background is determined in SRs. The expected background is determined sepa-

rately in each SR through a profile likelihood fit based on the HistFitter package [96]. The CR yields constrain the normalisation of the dominant SM background processes. Such normalisation factors are treated as free fit parameters and are uncorrelated between fits of different SRs. The systematic uncertainties are included as nuisance parameters in the fit. In the case of a “background-only” fit set-up, only the CRs are considered and the signal contribution is neglected. The number of background events predicted by simulation in the SRs is normalised according to the results of the fit. When computing exclusion limits as described in Sect. 7, the SRs are also used to constrain the background predictions. The non-dominant SM backgrounds are determined purely from MC simulation, except fake or non-prompt lepton backgrounds (arising from jets misidentified as leptons or produced in either hadron decays or photon conversions) and the multi-jet background, both of which are estimated using a data-driven method described below. The background estimates in the SRs are validated by extrapolating the results of the likelihood fit in the CRs to dedicated validation regions (VRs), which are designed to be orthogonal to both the signal and control regions. In all CRs and VRs used in this analysis the signal contamination was found to be negligible.

An important source of background for all 0-lepton signal regions is $Z$ bosons decaying into neutrinos when produced in conjunction with one or more jets emanating from heavy-flavour quarks. Production of top-quark pairs is a substantial background source for all selections except for SRb1, where the very high $E_T^{miss}$ requirement rejects this background. More specifically, top-quark pairs with at least one of the $W$ bosons decaying into leptons (where the lepton is either a non-identified electron or muon, or a hadronically decaying $\tau$ lepton) enter SRb2, SRt1 and SRt2, while events with both $W$-bosons decaying into leptons enter SRt3. Events from $t\bar{t}+Z$ production, when the $Z$ boson decays into neutrinos, are an irreducible background for the three SRs targeting dark matter produced in association with top quarks.

The normalisation factor for the background arising from $Z \rightarrow \nu\bar{\nu}$ events is estimated from data in CRs with two tight same-flavour opposite-sign (SFOS) leptons ($\ell = (e, \mu)$) and an invariant mass compatible with the $Z$-boson mass. For these CRs, labelled in the following as CRZt1, CRZt2, CRZb1 and CRZb2, the $p_T$ of the leptons is added vectorially to the $p_T^{miss}$ to mimic the expected missing transverse momentum spectrum of $Z \rightarrow \nu\bar{\nu}$ events, and is denoted in the following by $E_T^{miss}$. Observables that make use of $E_T^{miss}$ in their definition are recalculated for these regions by using $E_T^{miss}$ instead. These variables are $\delta^-_{\ell\ell}$, $\delta^+_{\ell\ell}$, $\Delta \phi(j, p_T^{miss})$, $m_{\ell\ell}^{\min}$, $m_{\ell\ell}^{\max}$ and $E_T^{miss, \tau}$.  

Single tight-lepton CRs, denoted by CRTb2, CRT1 and CRT2, are used to estimate the background from top-quark pairs in SRb2, SRt1 and SRt2. The transverse mass $m_T^5$ (of the lepton and the $p_T^{miss}$, and the angular distance between the lepton and the $b$-tagged jet closest to it ($\Delta R_{b\ell}$)) are used to enhance the purity of top-quark events. In CRT1 and CRT2 the lepton is treated as a jet, in order to better mimic the type of background events that contaminate the corresponding SR. The dileptonic top background, which contaminates SRt3, is instead estimated in a two-medium-leptons CR composed of events that fail the $\xi^+$ requirement (CRT3).

Finally, $t\bar{t}+V$ events, and in particular $t\bar{t}+Z$ events where the $Z$ boson decays into neutrinos, represent the irreducible background for the three SRs targeting dark matter produced in association with top quarks. This background is estimated from data using two CRs. To estimate the normalisation factor for the $t\bar{t}+Z$ background in SRt1 and SRt2
a control region of $t\bar{t} + \gamma$ events (CR$\gamma$) is used. Events with $p_T > m_Z$ are selected, for which the kinematic properties resemble those of $t\bar{t} + Z(\nu\nu)$. The CR$\gamma$ contains events with exactly one energetic tight photon ($N_{\gamma} = 1$) and at least one lepton from the decay of the $t\bar{t}$ system. This strategy substantially increases the number of events at large missing transverse momentum and allows CR$\gamma$ to better mimic the hard kinematic requirements of SRt1 and SRt2. Furthermore, the $p_T$ of the photon is added vectorially to the $p_T^{\text{miss}}$ to mimic the expected missing transverse momentum spectrum of $Z \rightarrow \nu\nu$ events. The variable obtained with this procedure is referred to as $E_T^{\text{miss}}$ in the following.

A second control region (CR3$\ell$), is used for the background normalisation of SRt3. It makes use of $t\bar{t} + Z$ events with $Z \rightarrow e^+ e^-$ and semileptonic decays of the $t\bar{t}$ system ($e$ or $\mu$). CR3$\ell$ is obtained by selecting three medium leptons out of which one SFOS pair is compatible with a $Z$-boson decay. This strategy allows the modelling of the lower $E_T^{\text{miss}}$ part of the SRt3 signal region. Additionally, the momenta of the leptons compatible with the $Z$-boson decay are added vectorially to the $p_T^{\text{miss}}$ to define $p_T^{\ell,\ell}$ and $E_T^{\ell,\ell}$ for this control region. The transverse mass of the $p_T^{\ell,\ell}$ and the lepton not associated with the $Z$-boson decay, $m_\ell^{\ell}$, is combined with the $E_T^{\ell,\ell}$ to define a corrected $\xi^+$: $\xi^+ = m_\ell^{\ell} + 0.2 \cdot E_T^{\text{miss}}$. A requirement is placed on this variable in CR3$\ell$ in order to approximate the kinematic properties of the signal region. The $m_\ell^{\ell}$ variable is redefined in this region as the smaller of the two transverse masses calculated when combining the lepton not associated with the $Z$-boson decay and each of the two $b$-tagged jets in the event. All CR selections are summarised in Table 4.

The relatively small contamination of SRt3 and CR3$\ell$ from events with fake or non-prompt (NP) leptons is estimated from data with a method similar to that described in Refs. [97,98]. Different processes contribute to this background for the two selections. The dominant fake or non-prompt lepton contribution for SRt3 comes from semileptonic $t\bar{t}$ and $W^+ + jets$ processes, while for CR3$\ell$ it comes from dileptonic $t\bar{t}$ and $Z + bb$ processes. The method makes use of the number of observed events containing baseline–baseline, baseline–medium, medium–baseline and medium–medium lepton pairs (see definitions in Sect. 2) in a given selection. The probability for prompt leptons satisfying the baseline selection criteria to also pass the medium selection is measured using a $Z \rightarrow \ell\ell$ sample. The equivalent probability for fake or non-prompt leptons is measured from multi-jet- and $t\bar{t}$-enriched control samples. The number of events containing a contribution from one or two fake or non-prompt leptons is calculated from these probabilities.

The background from multi-jet production for the regions with no leptons is estimated from data using a procedure described in detail in Ref. [99] and modified to account for the heavy flavour of the jets. The contribution from multi-jet production in all regions is found to be very small.

Minor background contributions to each signal region are collectively called “Others” in the following. For SRb1 and SRb2, this category contains the contributions from multi-jet, single top-quark production, diboson production, $t\bar{t} + V$ and $W + jets$. For SRt1 and SRt2, multi-jet, $V + \gamma$, diboson, single top-quark and $t\bar{t}$ production in association with Higgs or $W$ bosons(s) collectively define “Others”. Finally, for SRt3 the “Others” category contains the contributions from $t\bar{t} + W/h/WW$, $t\bar{t} tt$, $tt$, $Wh$, $(gg)h$ and $Zh$ production.

In summary, one scaling factor is used to normalise the $Z + jets$ background in SRb1, while two scaling factors are used to normalise the $Z + jets$ and $t\bar{t}$ backgrounds in SRb2. For SRt1 and SRt2, three scaling factors for each region are used to independently normalise the $Z + jets$, $t\bar{t}$ and $t\bar{t} + Z$ backgrounds. Finally, in SRt3 the $t\bar{t}$ and $t\bar{t} + Z$ predictions are adjusted by a floating normalisation for each of the two backgrounds. The background scaling factors are treated as fully uncorrelated between the different SRs. In all selections, it is found that the normalisation of the $Z + jets$ background is larger than unity. This may be related to the fact that in the default SHERPA v2.2.1 generator the heavy-flavour production fractions are not consistent with the measured values [100]. The normalisation factors for $t\bar{t}$ processes in the SRtX regions are found to be compatible with unity, while they are found to be considerably smaller than unity for SRb2. This is due to the angular separation requirements in this region, which select $t\bar{t}$ events in a specific corner of the phase space. Finally, the different normalisations of the $t\bar{t} + Z$ background processes found in the CR$\gamma$ and CR3$\ell$ regions (larger and smaller than unity, respectively) are due to the different kinematic requirements on the jet momenta and the corrected $E_T^{\text{miss}}$ in the two regions, which are designed to mimic the topology of the respective signal regions.

Dedicated validation regions are used to validate the background prediction for each of the SRs and evaluate the reliability of the MC extrapolation of the SM background estimates from CRs to SRs. The background estimates in SRb2 are validated in a single VR (VRb2) which has a background composition similar to that of the SR. Selected key distributions in the control and validation regions are shown in Fig. 2. The prediction of the $Z + jets$ background in SRb1 relies on an extrapolation over a large interval of missing transverse momentum. As CRZb1 is designed to be kinematically as close as possible to SRb1 and given the low yield in this region, it was not possible to construct a selection to validate this extrapolation. Nevertheless, the use of the same kinematic selection in control and signal region, together with the good agreement between the data and the post-fit SM

---

$^6$ When the $b$-tagged jet multiplicity is different from two, the two jets with the highest $b$-tagging probabilities are chosen, independently of whether they are $b$-tagged or not.
Table 4: Summary of the control region selections. Only the topological requirements modified with respect to Tables 2 and 3 are indicated. The symbol \(N_{b}\) refers to either \(N_{b}^{M}\) or \(N_{b}^{T}\) in order to be consistent with the SR definition for each region.

<table>
<thead>
<tr>
<th>Observable</th>
<th>CRZb1</th>
<th>CRZb2</th>
<th>CRZt1</th>
<th>CRZt2</th>
<th>CRTb2</th>
<th>CRTt1</th>
<th>CRTt2</th>
<th>CRTt3</th>
<th>CR (\gamma)</th>
<th>CR3 (\ell)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trigger</td>
<td>(1\ell)</td>
<td>(1\ell)</td>
<td>(1\ell)</td>
<td>(1\ell)</td>
<td>(\sum p_{T}^{\text{miss}})</td>
<td>(2\ell)</td>
<td>(1\gamma)</td>
<td>(\geq 3) or (\geq 4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_{j})</td>
<td>(\geq 2)</td>
<td>(2 - 3)</td>
<td>(\geq 4)</td>
<td>(2 - 3)</td>
<td>(\geq 3)</td>
<td>(\geq 1)</td>
<td>(\geq 4)</td>
<td>(\geq 1)</td>
<td>(\geq 2)</td>
<td></td>
</tr>
<tr>
<td>(N_{b})</td>
<td>(\geq 1)</td>
<td>(\geq 2)</td>
<td>(\geq 2)</td>
<td>(\geq 2)</td>
<td>(\geq 1)</td>
<td>(\geq 2)</td>
<td>(\geq 1)</td>
<td>(\geq 2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_{M}^{\ell})</td>
<td>= 2 (SFOS)</td>
<td>= 2 (SFOS)</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N_{T}^{\ell})</td>
<td>= 2 (SFOS)</td>
<td>= 2 (SFOS)</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td>= 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(E_{T}^{\text{miss}}) [GeV]</td>
<td>&lt; 120</td>
<td>&lt; 60</td>
<td>&lt; 50</td>
<td>&gt; 180</td>
<td>&gt; 250</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
</tr>
<tr>
<td>(p_{T}(\ell_{1})), (p_{T}(\ell_{2})) [GeV]</td>
<td>&gt; 30, &gt; 25</td>
<td>&gt; 30, &gt; 25</td>
<td>&gt; 28, &gt; 28</td>
<td>&gt; 30, &gt; 28, &gt; 28</td>
<td>&gt; 30, &gt; 28, &gt; 28</td>
<td>&gt; 25, 20</td>
<td>&gt; 28</td>
<td>&gt; 25, &gt; 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-jet rejection specific</td>
<td>As SR</td>
<td>no</td>
<td>As SR</td>
<td>No</td>
<td>As SR</td>
<td>No</td>
<td>As SR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{T}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&gt; 30</td>
<td>&gt; 30 [30–100]</td>
<td>~</td>
<td>~</td>
<td>&gt; 30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_{\text{bb}}) [rad]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&lt; 1.0</td>
<td>&lt; 1.5</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(</td>
<td>m_{\ell\ell} - m_{Z}</td>
<td>) [GeV]</td>
<td>&lt; 20</td>
<td>&lt; 30</td>
<td>&lt; 5</td>
<td>~</td>
<td>~</td>
<td>as SR</td>
<td>&lt; 10</td>
<td></td>
</tr>
<tr>
<td>(\Delta\phi(j, p_{T,\ell\ell})) [rad]</td>
<td>&gt; 0.6</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(H_{T}^{\text{ratio}})</td>
<td>~</td>
<td>&lt; 0.5</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\delta_{\ell\ell}, \delta_{\ell\ell}^{+}) [rad]</td>
<td>~</td>
<td>&lt; 1, &lt; 0.5</td>
<td>~</td>
<td>~</td>
<td>as SR</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{R=\text{SR}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>&gt; 60</td>
<td>&gt; 60</td>
<td>&gt; 60</td>
<td>&gt; 140</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{R=\text{SR}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>&gt; 60</td>
<td>&gt; 60</td>
<td>&gt; 80</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{T}^{\text{min}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&gt; 100</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{T}^{\text{max}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{T,\ell\ell}^{\text{min}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>&gt; 100</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Delta R_{\text{bb}})</td>
<td>~</td>
<td>~</td>
<td>0</td>
<td>~</td>
<td>1.5</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(F_{T,\ell\ell}^{\text{miss, sig}}) [(\sqrt{\text{GeV}})]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&gt; 6</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\xi^{+}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&lt; 150</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{202}^{\text{min}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&lt; 150</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{202}^{\text{max}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&lt; 170</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(m_{202}^{\text{min}}) [GeV]</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td>&lt; 170</td>
<td>~</td>
<td>~</td>
<td>~</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 2 Comparison of the data with the post-fit Monte Carlo prediction of some kinematic distributions in control and validation regions. The bottom panel shows the ratio of the data to the Monte Carlo prediction. The band includes all systematic uncertainties defined in Sect. 6. The last bins include overflows, where applicable. The top left panel shows the $E_{T,\ell\ell}^{\text{miss}}$ distribution in CRZb1. The $E_{T,\ell\ell}^{\text{miss}}$ requirement is relaxed to 100 GeV. The other panels show the $\cos\theta_{bb}^*$ distribution in VRb2 (top right), the $m_{b_1b_2}^{\text{jet}}$ distribution in VRTt2 (middle left), the $\xi^*$ distribution in VRTt3 (middle right), the $E_{T,\ell\ell}^{\text{miss}}$ distribution in $\gamma$ (bottom left) and the $E_{T,\ell\ell}^{\text{miss}}$ distribution in CR3 (bottom right).
prediction in CRZb1 in the whole $E^\text{miss}_T$ spectrum (Fig. 2) gives confidence in the accuracy of the estimate. Two validation regions, VRZt1 and VRZt2, are designed to validate the Z+jets estimate in SRt1 and SRt2. Furthermore, the top background estimate in these SRs is validated in two additional VRs: VRTt1 and VRTt2. Finally, VRTt3 is designed to validate the top background prediction in SRt3. All requirements for each validation region are summarised in Table 5. The data and the post-fit Monte Carlo background prediction yields in each CR and VR are compared in Fig. 3. The background yields in the control regions match the observed data by construction. In the validation regions, the background prediction is compatible with the observed data within two standard deviations of the total systematic uncertainty.

### Table 5 Summary of the validation region selections. See Tables 2 and 3 for the detailed multi-jet rejection requirements

<table>
<thead>
<tr>
<th>Observable</th>
<th>VRZt2</th>
<th>VRZt1</th>
<th>VRZt2</th>
<th>VRTt1</th>
<th>VRTt2</th>
<th>VRTt3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N^\ell_\gamma$</td>
<td>2–3</td>
<td>$\geq 4$</td>
<td>$\geq 4$</td>
<td>$\geq 4$</td>
<td>$\geq 1$</td>
<td></td>
</tr>
<tr>
<td>$N^\ell_\ell$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
<td>$\geq 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r$ multiplicity</td>
<td>–</td>
<td>–</td>
<td>0</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E^\text{miss}_T$ [GeV]</td>
<td>&gt;180</td>
<td>&gt;250</td>
<td>&gt;300</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T(j_1, j_2)$ [GeV]</td>
<td>&gt;150, &gt;20</td>
<td>&gt;80, &gt;80</td>
<td>&gt;80, &gt;80</td>
<td>&gt;30, –</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T(j_3, j_4)$ [GeV]</td>
<td>&lt;60,–</td>
<td>&gt;40, &gt;40</td>
<td>&gt;40, &gt;40</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p_T(bj_1)$ [GeV]</td>
<td>&gt;150</td>
<td>&gt;20</td>
<td>&gt;20</td>
<td>&gt;30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E^\text{miss}_T$ [GeV]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>&gt;25, 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>m^\text{SF}_{T} - m_Z</td>
<td>$ [GeV]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>&gt;20</td>
</tr>
<tr>
<td>$\delta^-, \delta^+$ [rad]</td>
<td>&lt;0, &gt;0.5</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$m^\text{jet}_0$ [GeV]</td>
<td>–</td>
<td>&lt;80</td>
<td>&lt;140</td>
<td>&gt;80</td>
<td>&gt;140</td>
<td>–</td>
</tr>
<tr>
<td>$m^\text{jet}_1$ [GeV]</td>
<td>–</td>
<td>–</td>
<td>&gt;40</td>
<td>&gt;50</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$m^\text{jet}_1^{b, \text{min}}$ [GeV]</td>
<td>–</td>
<td>&gt;150</td>
<td>(80, 150)</td>
<td>(100, 200)</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$m^T_{\ell\ell}$ [GeV]</td>
<td>–</td>
<td>&gt;250</td>
<td>&gt;200</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$\Delta R_{bb}$</td>
<td>–</td>
<td>&lt;1.5</td>
<td>&gt;0.8</td>
<td>&gt;1.0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$E^\text{miss, sig}_T$ [GeV]</td>
<td>–</td>
<td>&lt;12</td>
<td>–</td>
<td>&gt;10</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$\Delta \phi_{\text{boost}}$ [rad]</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>&gt;1.5</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

6 Systematic uncertainties

Experimental and theoretical sources of systematic uncertainty in the signal and background estimates are considered in this analysis. Their impact is constrained overall through the normalisation of the dominant backgrounds in the control regions defined with kinematic selections resembling those of the corresponding signal region.

The dominant sources of detector-related systematic uncertainty are the jet energy scale, the jet energy resolution, the $b$-tagging efficiency and mis-tagging rates, and the scale and resolution of the $E^\text{miss}_T$ soft term. The jet energy scale and resolution uncertainties are derived as a function of the $p_T$ and $\eta$ of the jet, as well as of the pile-up conditions and the jet flavour composition of the selected jet sample [37]. Uncertainties associated with the modelling of the $b$-tagging efficiencies for $b$-jets, $c$-jets and light-flavour jets [101, 102] are derived as a function of $\eta$, $p_T$ and flavour of each jet. The systematic uncertainties related to the modelling of $E^\text{miss}_T$ in the simulation are estimated by propagating the uncertainties in the energy and momentum scale of all identified electrons, photons, muons and jets, as well as the uncertainties in the soft-term scale and resolution [49]. Other detector-related systematic uncertainties, such as those in the lepton and photon reconstruction efficiency, energy scale and energy resolution, and in the modelling of the trigger [43], are found to have a small impact on the results.

Uncertainties in the theoretical modelling of the SM background processes from MC simulation are also taken into account. The uncertainties in the modelling of the $t\bar{t}$ process are estimated by varying the renormalisation and factorisation scales, as well as the amount of initial- and final-state radiation used to generate the samples [55]. The uncertainty connected with the parton-shower modelling is estimated as the difference between the predictions from POWHEG showered with PYTHIA or HERWIG. Additionally, the uncertainty
related to the choice of event generator is evaluated by comparing the POWHEG and MADGRAPH5_AMC@NLO predictions [55] for SRb1, SRb2 and SRt3. Due to the higher jet multiplicity required in SRt1 and SRt2 the generator uncertainty is evaluated instead by comparing the POWHEG and SHERPA predictions. The uncertainties in the modelling of the $Z$ background are accounted for by varying the default renormalisation, factorisation, resummation and matching scales of the SHERPA samples. For SRt1 and SRt2 an additional uncertainty is included to account for effects on the $\Delta R_{bb}$ modelling not captured by the scale variations. This is estimated as the difference between the observed yield in data and the post-fit background prediction plus one times its uncertainty in each of the VRZs. The theoretical uncertainty connected with the $t\bar{t}Z$ background in SRt1 and SRt2 is estimated by varying independently the renormalisation, factorisation, resummation and matching scales in the $t\bar{t}Z$ and $t\bar{t}\gamma$ samples in signal and control regions, respectively.

PDF uncertainties (estimated by varying the parametrisation of the PDF set used to generate the simulated background samples) are found to have a non-negligible impact for this background component and are treated as correlated between signal and control regions. An additional uncertainty in the extrapolation between control and signal region is derived as the difference between the ratio of the $t\bar{t}\gamma$ and $t\bar{t}Z$ cross-section predictions obtained with the nominal MC generator and with the alternative MC generator SHERPA interfaced to OPENLOOPS. For SRt3, SRb1 and SRb2 the uncertainty connected with the $t\bar{t}Z$ background estimation is assessed by varying the renormalisation, factorisation, resummation and matching scales.

Systematic uncertainties are assigned to the estimated background from fake or non-prompt leptons in SRt3 to account for potentially different compositions (heavy flavour, light flavour or conversions) between the signal regions and the control regions used for the fake-rate extraction, as well as the contamination from prompt leptons in the regions used to measure the probabilities for loose fake or non-prompt leptons to satisfy the tight signal criteria. Table 6 summarises the contributions from the different sources of systematic uncertainty in the total SM background predictions for the different signal regions after the fit to the control regions described in Sect. 5. As can be seen, the contribution from the theoretical uncertainty in the $t\bar{t}$ background and the contribution from the statistical uncertainty connected with the use of Monte Carlo simulations are higher in SRt1 than in SRt2. The reason for the higher contribution from the theoretical uncertainty in the $t\bar{t}$ background is primarily due to the larger relative importance of this source of background in SRt1. The reason for the higher contribution from the statistical uncertainty is connected with the $W$-boson background, which is predicted with low statistical precision in SRt1.

The impact of theoretical and detector-related uncertainties on the dark-matter signal acceptance is considered. The same procedure used to evaluate background uncertainties is applied for the detector-related uncertainties. The theoretical uncertainties in the acceptance are assessed by varying the factorisation, renormalisation, matching scales and par-
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ton shower parameters. For SRb1 the total theoretical uncertainty in the acceptance is 6%, for SRb2 it is below 8%, and for SRt1, SRt2 and SRt3 it ranges from 10 to 12%. The theoretical uncertainties in the production cross-section of the signal are evaluated only for the colour-neutral mediator models, for which an NLO computation of the cross-section is available. It is estimated by considering the same scale variations used to assess the uncertainties in the acceptance, and by varying the parametrisation of the PDF set used to generate the simulated signal samples. An additional uncertainty due to the different scale adopted to evaluate the NLO cross-section and to generate the signal samples is also considered. The total theoretical uncertainty in the cross-section amounts to 9% for the on-shell regime in the mass range of $t\bar{t} + \phi/a$ signals to which the analysis is sensitive, and ranges from 9 to 30% for the off-shell regime. For the $b\bar{b} + \phi/a$ signals this uncertainty varies between 5 and 13%.

### 7 Results

The expected and observed yields in each of the five signal regions of this analysis are reported in Tables 7 and 8. The background-only fit to the control regions described in Sect. 5 is compared to the predictions based on the MC normalisation. The observed data is found to be compatible with the background prediction in each one of the SRs. The expected signal yields for selected benchmark models for colour-neutral and colour-charged mediators are also shown. In each SR the observed yield in data is above the expected background but within 1.3 standard deviations of its uncertainty.

Figure 4 shows a comparison between the SM predictions and the observed data for some relevant kinematic distributions in each signal region prior to the selection on the variable. The four bins of SRb2 are statistically combined in the final result. A model-independent fit set-up [96] where both the control and signal regions are included in the fit is used to derive 95% confidence level (CL) upper limits on the visible cross-section ($\epsilon_A \sigma$)$_{95}$ of new physics beyond-the-SM (BSM) processes, defined as cross-section times acceptance times efficiency and obtained as the upper limit on the number of BSM events divided by the total integrated luminosity. The 95% CL exclusion limits are derived with the $CL_s$ method [103] and summarised in Table 9 for each SR. These limits are calculated assuming no systematic uncertainties for the signal and neglecting any possible signal contamination in the control regions.

The results are also used to set limits on the production cross-section of colour-neutral and colour-charged mediator models decaying into dark-matter particles. An independent fit is used for each of the five signal regions. When deriving model-dependent limits, the expected signal yield in each fit region is considered.

For the signal, the experimental systematic uncertainties and theoretical systematic uncertainties in the acceptance are taken into account for this calculation. The experimental uncertainties are assumed to be fully correlated with those in the SM background. The theoretical systematic uncertainties in the signal cross-section are instead shown separately in the final result. A model-independent fit set-up [96] where both the control and signal regions are included in the fit is used to derive 95% confidence level (CL) upper limits on the visible cross-section ($\epsilon_A \sigma$)$_{95}$ of new physics beyond-the-SM (BSM) processes, defined as cross-section times acceptance times efficiency and obtained as the upper limit on the number of BSM events divided by the total integrated luminosity. The 95% CL exclusion limits are derived with the $CL_s$ method [103] and summarised in Table 9 for each SR. These limits are calculated assuming no systematic uncertainties for the signal and neglecting any possible signal contamination in the control regions.

 Figures 5 and 6 show upper limits at 95% CL on the signal cross-section of colour-neutral and colour-charged mediator models decaying into dark-matter particles. An independent fit is used for each of the five signal regions. When deriving model-dependent limits, the expected signal yield in each fit region is considered.

For the signal, the experimental systematic uncertainties and theoretical systematic uncertainties in the acceptance are taken into account for this calculation. The experimental uncertainties are assumed to be fully correlated with those in the SM background. The theoretical systematic uncertainties in the signal cross-section are instead shown separately in the final result. A model-independent fit set-up [96] where both the control and signal regions are included in the fit is used to derive 95% confidence level (CL) upper limits on the visible cross-section ($\epsilon_A \sigma$)$_{95}$ of new physics beyond-the-SM (BSM) processes, defined as cross-section times acceptance times efficiency and obtained as the upper limit on the number of BSM events divided by the total integrated luminosity. The 95% CL exclusion limits are derived with the $CL_s$ method [103] and summarised in Table 9 for each SR. These limits are calculated assuming no systematic uncertainties for the signal and neglecting any possible signal contamination in the control regions.

### Table 6 Summary of the main systematic uncertainties and their impact on the total SM background prediction in each of the signal regions studied. A range is shown for the four bins composing SRb2. The total systematic uncertainty can be different from the sum in quadrature of individual uncertainties due to the correlations between them resulting from the fit to the data

<table>
<thead>
<tr>
<th>Source</th>
<th>SRb1 (%)</th>
<th>SRb2 (%)</th>
<th>SRt1 (%)</th>
<th>SRt2 (%)</th>
<th>SRt3 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total systematic uncertainty</td>
<td>18</td>
<td>15–18</td>
<td>29</td>
<td>14</td>
<td>28</td>
</tr>
<tr>
<td>Z theoretical uncertainties</td>
<td>5.7</td>
<td>7.9–12</td>
<td>5.0</td>
<td>2.1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>$t\bar{t} + Z$ theoretical uncertainties</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>3.3</td>
<td>5.3</td>
<td>8.4</td>
</tr>
<tr>
<td>$t\bar{t}$ theoretical uncertainties</td>
<td>1.6</td>
<td>2.7–9.8</td>
<td>17</td>
<td>5.7</td>
<td>11</td>
</tr>
<tr>
<td>MC statistical uncertainties</td>
<td>6.4</td>
<td>4.8–6.4</td>
<td>15</td>
<td>5.9</td>
<td>18</td>
</tr>
<tr>
<td>$Z$ fitted normalisation</td>
<td>13</td>
<td>12–19</td>
<td>2.3</td>
<td>3.4</td>
<td>–</td>
</tr>
<tr>
<td>$t\bar{t} + Z$ fitted normalisation</td>
<td>–</td>
<td>–</td>
<td>2.2</td>
<td>3.5</td>
<td>7.1</td>
</tr>
<tr>
<td>$t\bar{t}$ fitted normalisation</td>
<td>–</td>
<td>1.9–4.2</td>
<td>3.9</td>
<td>1.4</td>
<td>2.0</td>
</tr>
<tr>
<td>Fake or non-prompt leptons</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>7.9</td>
</tr>
<tr>
<td>Pile-up</td>
<td>3.8</td>
<td>&lt; 1–1.4</td>
<td>6.8</td>
<td>5.5</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>1.5</td>
<td>1.3–6.9</td>
<td>7.0</td>
<td>&lt; 1</td>
<td>&lt; 1</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>7.7</td>
<td>5.0–10</td>
<td>5.0</td>
<td>2.8</td>
<td>8.2</td>
</tr>
<tr>
<td>$E_T^{miss}$ soft term</td>
<td>&lt; 1</td>
<td>4.3–6.3</td>
<td>2.0</td>
<td>&lt; 1</td>
<td>12</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>&lt; 1</td>
<td>2.4–6.9</td>
<td>8.6</td>
<td>3.1</td>
<td>&lt; 1</td>
</tr>
</tbody>
</table>
mediator cases are considered. The sensitivity for on-shell decays is approximately constant for masses below mass, assuming a specific DM mass of 1 GeV (Fig. 5), and these limits are obtained both as a function of the mediator SRt2 sets more stringent limits for the whole parameter space. Incl. in fakes/NP

| Table 7 | Fit results in SRb1 and SRb2 for an integrated luminosity of 36.1 fb⁻¹. The background normalisation parameters are obtained from the background-only fit in the CRs and are applied to the SRs. Pre-fit values are also shown. Small backgrounds are indicated as Others (see text for details). The dominant component of these smaller background sources in SRb1 is diboson processes. Benchmark signal models yields are given for each SR. The uncertainties in the yields include statistical uncertainties and all systematic uncertainties defined in Sect. 6 |
|---------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|
|         | SRb1                                  | SRb2-bin1                              | SRb2-bin2                              | SRb2-bin3                              | SRb2-bin4                              |
| Observed| 19                                     | 88                                     | 88                                     | 90                                     | 82                                     |
| Total background (fit) | 16.9 ± 3.3                           | 77 ± 13                                | 72 ± 11                                | 76 ± 13                                | 66.4 ± 9.1                             |
| Z/γ⁺+ jets | 14.2 ± 3.1                           | 39.7 ± 6.3                             | 44.4 ± 6.6                             | 53.3 ± 9.9                             | 55.6 ± 8.6                             |
| t¯t       | 0.58(±0.58)                           | 17.8 ± 6.5                             | 13.8 ± 5.5                             | 14.0 ± 4.7                             | 7.0 ± 2.9                              |
| Single top quark | 0.25(±0.22) | 14.7 ± 5.8 | 10.2 ± 3.7 | 5.5 ± 3.1 | 2.6 ± 1.7 |
| Others    | 2.0 ± 1.1                             | 5.2 ± 3.4                              | 3.4±1.6                                | 2.7 ± 1.1                              | 1.3 ± 1.0                              |
| Z/γ⁺+ jets (pre-fit) | 12.1                                  | 30.6                                   | 34.2                                   | 41.1                                   | 42.8                                   |
| t¯t (pre-fit) | –                                     | 27.1                                   | 21.1                                   | 21.4                                   | 10.6                                   |
| Signal benchmarks |                                     |                                        |                                        |                                        |                                        |
| m(φ, χ) = (20, 1) GeV, g = 1 | 0.238 ± 0.085 | 0.262 ± 0.079 | 0.320 ± 0.082 | 0.277 ± 0.080 |
| m(a, χ) = (20, 1) GeV, g = 1 | 0.256 ± 0.065 | 0.199 ± 0.060 | 0.308 ± 0.085 | 0.267 ± 0.067 |
| m(φ, χ) = (1000, 35) GeV | 18.6 ± 3.8 |

| Table 8 | Fit results in SRt1, SRt2 and SRt3 for an integrated luminosity of 36.1 fb⁻¹. The background normalisation parameters are obtained from the background-only fit in the CRs and are applied to the SRs. Pre-fit values are also shown. Small backgrounds are indicated as Others (see text for details). Benchmark signal models yields are given for each SR. The uncertainties in the yields include statistical uncertainties and all systematic uncertainties defined in Sect. 6 |
|---------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|----------------------------------------|
|         | SRt1                                  | SRt2                                  | SRt3                                  |
| Observed| 23                                     | 24                                     | 18                                     |
| Total background (fit) | 20.5 ± 5.8 | 20.4 ± 2.9 | 15.2 ± 4.3 |
| t¯t       | 7.0 ± 3.9                              | 3.1 ± 1.3                              | 4.5 ± 2.5                              | 4.1 ± 1.9                              |
| t¯t+Z     | 4.3 ± 1.1                              | 6.9 ± 1.4                              | 4.4 ± 1.9                              |                                        |
| W+ jets  | 3.3 ± 2.6                              | 1.28 ± 0.50                            | Incl. in fakes/NP                       |                                        |
| Wt        | Incl. in others                        | Incl. in others                        | 0.33±0.33                              |                                        |
| Z/γ⁺+ jets | 3.7 ± 1.4                              | 6.2 ± 1.1                              | Incl. in others                        |                                        |
| VV        | Incl. in others                        | Incl. in others                        | 0.61 ± 0.25                            |                                        |
| Fakes/NP | –                                      | –                                      | 2.7 ± 1.3                              |                                        |
| Others    | 2.2 ± 1.2                              | 3.00 ± 1.6                             | 2.69 ± 0.93                            |                                        |
| t¯t (pre-fit) | 6.1                                   | 2.8                                    | 4.0                                    |                                        |
| t¯t+Z (pre-fit) | 3.53                                  | 5.6                                    | 5.6                                    |                                        |
| Z/γ⁺+ jets (pre-fit) | 3.2                                   | 5.72                                   | –                                      |                                        |
| Signal benchmarks |                                     |                                        |                                        |                                        |                                        |
| m(φ, χ) = (20, 1) GeV, g = 1 | 9.3 ± 1.6 | 12.8 ± 1.9 | 21.0 ± 2.3 |
| m(a, χ) = (20, 1) GeV, g = 1 | 7.6 ± 1.5 | 12.1 ± 1.8 | 14.1 ± 1.6 |
| m(φ, χ) = (100, 1) GeV, g = 1 | 6.5 ± 1.3 | 10.1 ± 1.5 | 11.5 ± 1.5 |
| m(a, χ) = (100, 1) GeV, g = 1 | 6.2 ± 1.2 | 11.5 ± 2.0 | 11.9 ± 1.5 |

SRt2 was optimised for high-mass scalar mediators and pseudoscalar mediators. However, SRt1 is strongly affected by systematic uncertainties in the t¯t modelling and therefore SRt2 sets more stringent limits for the whole parameter space. These limits are obtained both as a function of the mediator mass, assuming a specific DM mass of 1 GeV (Fig. 5), and as a function of the DM mass, assuming a specific mediator mass of 10 GeV (Fig. 6). Both the scalar and pseudoscalar mediator cases are considered. The sensitivity for t¯t + φ/a on-shell decays is approximately constant for masses below 100 GeV, with SRt3 excluding the g = 1 assumption for scalar mediator masses up to 50 GeV. For a given mediator mass the acceptance of the analysis is independent of the value of the DM mass as long as m(φ/a) > 2 · m(χ) is fulfilled and width effects can be neglected. Under these conditions, exclusion limits for DM masses differing from the one presented can be inferred from the result shown in Fig. 5. Due to the smaller Yukawa enhancement of b¯b + φ/a final states, it is possible to exclude cross-sections 300 times the nominal values for g = 1. 
Fig. 4 Comparison of the data with the post-fit SM prediction of the $E_T^{\text{miss}}$ distribution in SRb1 (top left), $\cos \theta^*_{bb}$ distribution in SRb2 (top right), $m_T^{\text{min}}$ distribution in SRt1 (middle left), $E_T^{\text{miss, sig}}$ distribution in SRt2 (middle right) and $\xi^+$ distribution in SRt3 (bottom). The last bins include overflows, where applicable. All signal region requirements except the one on the distribution shown are applied. The signal region requirement on the distribution shown is indicated by an arrow. The bottom panel shows the ratio of the data to the prediction. The band includes all systematic uncertainties defined in Sect. 6.
Table 9  Left to right: 95% CL upper limits on the visible cross-section ($\langle \sigma A \rangle_{95}^{\text{obs}}$) and on the number of BSM events ($S_{95}^{\text{exp}}$). The third column ($S_{95}^{\text{obs}}$) shows the 95% CL upper limit on the number of signal events, given the expected number (and $\pm 1 \sigma$ excursions of the expected number) of background events. The last column indicates the discovery $p$-value ($p(s = 0)$) and $Z$ (the number of equivalent Gaussian standard deviations).

<table>
<thead>
<tr>
<th>Signal channel</th>
<th>$\langle \sigma A \rangle_{95}^{\text{obs}}$ [fb]</th>
<th>$S_{95}^{\text{obs}}$</th>
<th>$S_{95}^{\text{exp}}$</th>
<th>$p(s = 0)$</th>
<th>$Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRb1</td>
<td>0.37</td>
<td>13.4</td>
<td>$12^{+5}_{-1}$</td>
<td>0.33 (0.43)</td>
<td>3</td>
</tr>
<tr>
<td>SRb2 bin-1</td>
<td>1.10</td>
<td>39.6</td>
<td>$33^{+12}_{-8}$</td>
<td>0.22 (0.76)</td>
<td>4</td>
</tr>
<tr>
<td>SRb2 bin-2</td>
<td>1.17</td>
<td>42.1</td>
<td>$31^{+10}_{-8}$</td>
<td>0.11 (1.21)</td>
<td>6</td>
</tr>
<tr>
<td>SRb2 bin-3</td>
<td>1.21</td>
<td>43.7</td>
<td>$33^{+11}_{-8}$</td>
<td>0.16 (1.00)</td>
<td>7</td>
</tr>
<tr>
<td>SRb2 bin-4</td>
<td>1.10</td>
<td>39.8</td>
<td>$26^{+11}_{-7}$</td>
<td>0.10 (1.26)</td>
<td>8</td>
</tr>
<tr>
<td>SRt1</td>
<td>0.51</td>
<td>18.4</td>
<td>$16^{+5}_{-4}$</td>
<td>0.33 (0.44)</td>
<td>9</td>
</tr>
<tr>
<td>SRt2</td>
<td>0.44</td>
<td>15.7</td>
<td>$12^{+5}_{-3}$</td>
<td>0.24 (0.70)</td>
<td>10</td>
</tr>
<tr>
<td>SRt3</td>
<td>0.44</td>
<td>15.9</td>
<td>$13^{+5}_{-2}$</td>
<td>0.33 (0.45)</td>
<td>11</td>
</tr>
</tbody>
</table>

Fig. 5  Exclusion limits for colour-neutral $t\bar{t}/b\bar{b} + \phi$ scalar (top) and $t\bar{t}/b\bar{b} + a$ pseudoscalar (bottom) models as a function of the mediator mass for a DM mass of 1 GeV. The limits are calculated at 95% CL and are expressed in terms of the ratio of the excluded cross-section to the nominal cross-section for a coupling assumption of $g = g_\phi = g_a = 1$.

The solid (dashed) lines shows the observed (expected) exclusion limits for the different signal regions, according to the colour code specified in the legend. To derive the results for the fully hadronic $t\bar{t}$ final state the region SRt1 or SRt2 providing the better expected sensitivity is used.

Fig. 6  Exclusion limits for colour-neutral $t\bar{t} + \phi$ scalar (top) and $t\bar{t} + a$ pseudoscalar (bottom) models as a function of the DM mass for a mediator mass of 10 GeV. The limits are calculated at 95% CL and are expressed in terms of the ratio of the excluded cross-section to the nominal cross-section for a coupling assumption of $g = g_\phi = g_a = 1$.

The solid (dashed) lines shows the observed (expected) exclusion limits for the different signal regions, according to the colour code specified in the legend. To derive the results for the fully hadronic $t\bar{t}$ final state the region SRt1 or SRt2 providing the better expected sensitivity is used.
As a function of the mediator and DM masses for 36.

The results can thus be compared with the results from direct-detection experiments. The most stringent limits, provided by SRt3, are used for this purpose. Figure 7 shows the constraints from this analysis expressed as exclusion limits at 90% CL in the plane defined by the dark-matter mass and the scattering cross-section. The black line indicates the exclusion contour derived from the observed limits in the top part of Fig. 5, where mediator masses between 10 GeV and 500 GeV are considered. The maximum value of the DM–nucleon scattering cross-section displayed corresponds to the result obtained for a mediator mass of 10 GeV. The results of this analysis are compared with the results from the LUX [104], PandaX-II [105], XENON [106], SuperCDMS [107] and CRESST-II [108] experiments. The comparison is model-dependent, and therefore valid only for the specific models considered in this paper. For pseudoscalar mediator models, the predicted dark-matter cross-sections in these direct-detection experiments is suppressed by velocity-dependent terms. As a result, direct-detection limits on spin-independent DM–nucleon scattering cross-section are several orders of magnitude worse than the ones obtained in this analysis, and therefore not presented.

Finally, Fig. 8 shows the exclusion contour for the $b$-FDM model as a function of the mediator and DM masses. In this model, the cross-section and therefore also the final sensitivity strongly depends on the coupling choice, $\lambda_b$, which is set to fulfil the relic density constraints, and determines the decrease of the sensitivity for higher DM masses. For a DM particle of approximately 35 GeV, as suggested by the interpretation of data recorded by the Fermi-LAT Collaboration, mediator masses below 1.1 TeV are excluded at 95% CL.

8 Conclusion

This article reports a search for dark-matter pair production in association with bottom or top quarks. The analysis is performed using 36.1 fb$^{-1}$ of $pp$ collisions collected at a centre-of-mass energy of $\sqrt{s} = 13$ TeV by the ATLAS detector at the LHC. The results are interpreted in the framework of simplified models of spin-0 mediators to the dark sector decaying into pairs of DM particles. The data are found to be consistent with the Standard Model expectations, and limits are set on the signal strength for a coupling assumption of $g = 1.0$ or on the DM and mediator masses. The results represent the most stringent limits to date for colour-neutral spin-0 mediator models for a DM mass assumption of 1 GeV in top-quark final states. It excludes at 95% CL mediator masses between 10 and 50 GeV for scalar mediators assuming couplings equal to unity and a dark-matter mass of 1 GeV. Although the analysis is expected to be sensitive to models with pseudoscalar mediators with masses between 10 and 100 GeV, no observed exclusion limit can be set for this model for the coupling assumption of $g = 1.0$. 

For each dark-matter and mediator mass pair, the exclusion limit on the production cross-section of colour-neutral scalar mediator particles can be converted into a limit on the spin-independent DM–nucleon scattering cross-section using the procedure described in Ref. [109]. The results can thus be compared with the results from direct-detection experiments.
because of a small excess in the observed data. Limits of 300 times the nominal cross section for couplings equal to unity are placed for scalar and pseudoscalar mediator masses between 10 and 50 GeV for a dark-matter mass of 1 GeV in bottom-quark final states. Constraints on $b$-FDM models are also presented. The excluded region depends on $m(\phi_h)$ and $m(\chi)$; for $m(\chi) = 35$ GeV, mediator particles with $m(\phi) < 1.1$ TeV are excluded.
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