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Abstract

The dynamics of isolated-photon plus one-, two- and three-jet production in \(pp\) collisions at a centre-of-mass energy of 8 TeV are studied with the ATLAS detector at the LHC using a data set with an integrated luminosity of 20.2 fb\(^{-1}\). Measurements of isolated-photon plus jets cross sections are presented as functions of the photon and jet transverse momenta. The cross sections as functions of the azimuthal angle between the photon and the jets, the azimuthal angle between the jets, the photon–jet invariant mass and the scattering angle in the photon–jet centre-of-mass system are presented. The pattern of QCD radiation around the photon and the leading jet is investigated by measuring jet production in an annular region centred on each object; enhancements are observed around the leading jet with respect to the photon in the directions towards the beams. The experimental measurements are compared to several different theoretical calculations, and overall a good description of the data is found.

© 2017 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

The production of prompt photons in association with jets in proton–proton collisions, \(pp \rightarrow \gamma + \text{jets} + X\), provides a testing ground for perturbative QCD (pQCD) with a hard colourless probe less affected by hadronisation effects than jet production. The measurements of the angular correlations between the photon and the jets can be used to probe the dynamics of the hard-scattering process. Since the dominant production mechanism in \(pp\) collisions at the Large Hadron Collider (LHC) proceeds via the \(qg \rightarrow q\gamma\) process, measurements of prompt-photon plus jet production are useful in constraining the gluon density in the proton [1,2]. These mea-
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measurements can also be used to tune the Monte Carlo (MC) models and to test $t$-channel quark exchange [3].

At leading order (LO) in pQCD, the reaction $pp \rightarrow \gamma + \text{jet} + X$ is understood to proceed via two separate production mechanisms: direct photons (D), which originate from the hard process, and fragmentation photons (F), which arise from the fragmentation of a coloured, high transverse momentum ($p_T$) parton [4,5]. The direct and fragmentation contributions are only well defined at LO; at higher orders such distinction is no longer possible. Measurements of prompt-photon production in a final state with accompanying hadrons require isolation of photons to avoid the large contribution from neutral-hadron decays into photons. The production of inclusive isolated photons in $pp$ collisions was studied by the ATLAS [6–9] and CMS [10,11] collaborations. The cross section for isolated photons in association with jets as a function of the photon transverse energy ($E_T^\gamma$) in different regions of rapidity of the highest-$p_T$ jet was measured by ATLAS [12]. The production of isolated photons in association with jets was also measured by CMS [13–15].

The dynamics of the underlying processes in $2 \rightarrow 2$ hard scattering can be investigated using the variable $\theta^*$, where $\cos \theta^* \equiv \tanh(\Delta y/2)$ and $\Delta y$ is the difference between the rapidities of the two final-state particles. The variable $\theta^*$ coincides with the scattering angle in the centre-of-mass frame for collinear scattering of massless particles, and its distribution is sensitive to the spin of the exchanged particle. For processes dominated by $t$-channel gluon exchange, such as dijet production in $pp$ collisions, the cross section behaves as $(1 - |\cos \theta^*|)^{-2}$ when $|\cos \theta^*| \rightarrow 1$. In contrast, processes dominated by $t$-channel quark exchange, such as $W/Z + \text{jet}$ production, are expected to have an asymptotic $(1 - |\cos \theta^*|)^{-1}$ behaviour. This prediction from QCD can be tested in photon plus jet production in high-energy hadron–hadron collisions. The direct-photon contribution, as shown in Fig. 1(a), is expected to exhibit a $(1 - |\cos \theta^*|)^{-1}$ dependence when $|\cos \theta^*| \rightarrow 1$, whereas that of fragmentation processes, as shown in Fig. 1(b), is predicted to be the same as in dijet production, namely $(1 - |\cos \theta^*|)^{-2}$. For both processes, there are also $s$-channel contributions which are, however, non-singular when $|\cos \theta^*| \rightarrow 1$. At higher orders, direct processes such as $qq \rightarrow qq\gamma$ are dominated by $t$-channel gluon exchange and contribute to the distribution in $|\cos \theta^*|$ with a component similar to that of fragmentation. However, a measurement of the cross section for prompt-photon plus jet production as a function of $|\cos \theta^*|$ is still sensitive to the relative contributions of the direct and fragmentation components and allows a test of the dominance of the $t$-channel quark exchange, such as that shown in Fig. 1(a).

Colour connection between the partons in the initial and final states modifies the pattern of QCD radiation around the final-state partons. Colour-coherence effects were studied at the Tevatron [16,17] using dijet events by comparing the measurements with predictions with and without such effects. Photon plus two-jet events are optimal for investigating jet production around the photon and the highest-$p_T$ jet: the partons are colour-connected while the photon is colourless.

The results presented in this paper include measurements of cross sections for isolated-photon plus one-, two- and three-jet final states as functions of $E_T^\gamma$ and the transverse momentum of the leading jet ($p_T^{\text{jet1}}$), the second-highest-$p_T$ jet ($p_T^{\text{jet2}}$) and the third-highest-$p_T$ jet ($p_T^{\text{jet3}}$) [5,18–20]. The analysis is performed using a dataset with an integrated luminosity

\footnote{ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the $z$-axis along the beam pipe. The $x$-axis points from the IP to the centre of the LHC ring, and the $y$-axis points upwards. Cylindrical coordinates ($r, \phi$) are used in the transverse plane, $\phi$ being the azimuthal angle around the $z$-axis. The pseudorapidity is defined in terms of the polar angle $\theta$ as $\eta = -\ln(\tan(\theta/2))$. Angular distance is measured in units of $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$. The rapidity is defined as $y = 0.5 \ln(E + p_z)/(E - p_z)$, where $E$ is the energy and $p_z$ is the $z$-component of the momentum, and transverse energy is defined as $E_T = E \sin \theta$.}
of 20.2 fb$^{-1}$ of $pp$ collisions at $\sqrt{s} = 8$ TeV. The dynamics of the photon plus one-jet system are studied by measuring the photon–jet invariant mass ($m_{\gamma-jet1}$) and $\cos\theta^*$ [5]. In addition, the azimuthal angles between the photon and each jet ($\Delta \phi_{\gamma-jet2}$, $\Delta \phi_{\gamma-jet3}$) and between the jets ($\Delta \phi_{jet1-jet2}$, $\Delta \phi_{jet1-jet3}$, $\Delta \phi_{jet2-jet3}$) are measured for photon plus two- and three-jet events [19,20]. The production of jet2 around the photon and jet1 is measured separately to investigate the differences between the two configurations. The scale evolution of the photon plus one-jet system is studied by measuring the cross sections as functions of $\cos\theta^*$ in different regions of $m_{\gamma-jet1}$. For photon plus two- and three-jet events, the scale evolution is investigated by measuring the angular correlations in different regions of $E_T^\gamma$.

The predictions from the event generators PYTHIA [21] and SHERPA [22] are compared with the measurements. The next-to-leading-order (NLO) QCD predictions from JETPHOX [23,24] are compared with the photon plus one-jet measurements, whereas those from BLACKHAT [25,26] are compared with the photon plus two-jet and photon plus three-jet measurements.

2. The ATLAS detector

The ATLAS detector [27] at the LHC covers nearly the entire solid angle around the collision point. It consists of an inner tracking detector surrounded by a thin superconducting solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporating three large superconducting toroidal magnets.

The inner-detector system (ID) is immersed in a 2 T axial magnetic field and provides charged-particle tracking in the range $|\eta| < 2.5$. A high-granularity silicon pixel detector covers the interaction region and typically provides three measurements per track. It is followed by a silicon microstrip tracker, which provides eight two-dimensional measurement points per track. These silicon detectors are complemented by a transition radiation tracker, which enables radially extended track reconstruction up to $|\eta| = 2.0$. The transition radiation tracker also provides electron identification information based on the fraction of the typically 30 total hits which are above a higher energy-deposit threshold corresponding to transition radiation.

The calorimeter system covers the pseudorapidity range $|\eta| < 4.9$. Within the region $|\eta| < 3.2$, electromagnetic calorimetry is provided by barrel and endcap high-granularity lead/liquid-argon (LAr) electromagnetic calorimeters, with an additional thin LAr presampler covering $|\eta| < 1.8$ to correct for energy loss in material upstream of the calorimeters; for $|\eta| < 2.5$ the LAr calorimeter is divided into three layers in depth, which are finely segmented in $\eta$ and $\phi$. Hadronic calorimetry

---

Fig. 1. Examples of diagrams for (a) $\gamma +$ jet production through direct-photon processes and (b) $\gamma +$ jet production through fragmentation processes.
is provided by a steel/scintillator-tile calorimeter, segmented into three barrel structures within $|\eta| < 1.7$, and two copper/LAr hadronic endcap calorimeters, which cover $1.5 < |\eta| < 3.2$. The solid angle coverage is completed with forward copper/LAr and tungsten/LAr calorimeter modules optimised for electromagnetic and hadronic measurements, respectively.

The muon spectrometer (MS) comprises separate trigger and high-precision tracking chambers measuring the deflection of muons in a magnetic field generated by superconducting air-core toroids. The tracking chamber system covers the region $|\eta| < 2.7$ with three layers of monitored drift tubes, complemented by cathode-strip chambers in the forward region. The muon trigger system covers the range $|\eta| < 2.4$ with resistive-plate chambers in the barrel and thin-gap chambers in the endcap regions.

A three-level trigger system is used to select interesting events [28]. The level-1 trigger is implemented in hardware and uses a subset of detector information to reduce the event rate to at most 75 kHz. This is followed by two software-based trigger levels which together reduce the event rate to about 400 Hz.

3. Data selection

The data used in this analysis were collected during the proton–proton collision running period of 2012, when the LHC operated at a centre-of-mass energy of $\sqrt{s} = 8$ TeV. Only events taken in stable beam conditions and passing detector and data-quality requirements are considered. Events were recorded using a single-photon trigger, with a nominal transverse energy threshold of 120 GeV; this trigger is used offline to select events in which the photon transverse energy, after reconstruction and calibration, is greater than 130 GeV. For isolated photons with $E_T^\gamma > 130$ GeV and pseudorapidity $|\eta^\gamma| < 2.37$ the trigger efficiency is higher than 99.8%. The integrated luminosity of the collected sample is $20.2 \pm 0.4 \, \text{fb}^{-1}$ [29].

The sample of isolated-photon plus jets events is selected using offline criteria similar to those reported in previous publications [3,9]. Events are required to have a reconstructed primary vertex consistent with the average beam-spot position, with at least two associated charged-particle tracks with $p_T > 400$ MeV. If more than one such vertex is present in the event, the one with the highest sum of the $p_T^2$ of the associated tracks is selected as the primary vertex.

During the 2012 data-taking period there were on average 19 proton–proton interactions per bunch crossing. The methods used to mitigate the effects of the additional $pp$ interactions (pile-up) on the photon isolation and jet reconstruction are described below.

3.1. Photon selection

The selection of photon candidates is based on energy clusters reconstructed in the electromagnetic calorimeter with transverse energies exceeding 2.5 GeV. The clusters matched to charged-particle tracks, based on the distance in $(\eta, \phi)$ between the cluster barycentre and the track impact point extrapolated to the second layer of the LAr calorimeter, are classified as electron candidates. Those clusters without matching tracks are classified as unconverted photon candidates, and clusters matched to pairs of tracks originating from reconstructed conversion vertices in the inner detector or to single tracks with no hit in the innermost layer of the pixel detector are classified as converted photon candidates [30]. From MC simulations, 96% of prompt photons with $E_T^\gamma > 25$ GeV are expected to be reconstructed as photon candidates, while the remaining 4% are incorrectly reconstructed as electrons but not as photons. The efficiency to
reconstruct photon conversions decreases at high $E_T^{\gamma} (>150$ GeV), where it becomes more difficult to separate the two tracks from the conversions. Such conversions with very nearby tracks are often not recovered as single-track conversions because of the tighter selections applied to single-track conversion candidates. The overall photon reconstruction efficiency is thus reduced to about 90% for $E_T^{\gamma} \sim 1$ TeV [30].

The energy measurement is performed using calorimeter and tracking information. A dedicated energy calibration [31] is applied separately for converted and unconverted photon candidates to account for upstream energy loss and both lateral and longitudinal leakage.

The direction of the photon is determined from the barycentre of the energy cluster in the electromagnetic calorimeter and the position of the primary vertex. Events with at least one photon candidate with calibrated $E_T^{\gamma} > 130$ GeV and $|\eta^{\gamma}| < 2.37$ are selected; candidates in the region $1.37 < |\eta^{\gamma}| < 1.56$, which includes the transition region between the barrel and endcap calorimeters, are not considered. The same shower-shape and isolation requirements as described in previous publications [6,7,9,12,30] are applied to the candidates; these requirements are referred to as “tight” identification criteria. The photon identification efficiency for $E_T^{\gamma} > 130$ GeV varies in the range (94–100)% depending on $\eta^{\gamma}$ and whether the candidate is classified as an unconverted or converted photon [30].

The photon candidate is required to be isolated based on the amount of transverse energy in a cone of size $\Delta R = 0.4$ around the photon. The isolation transverse energy is computed from three-dimensional topological clusters of calorimeter cells (see Section 3.3) [32] and is denoted by $E^{\text{iso}}_{T,\text{det}}$. The measured value of $E^{\text{iso}}_{T,\text{det}}$ is corrected for leakage of the photon’s energy into the isolation cone and the estimated contributions from the underlying event and pile-up. The latter correction is performed using the jet-area method [33] to estimate the ambient transverse energy density on an event-by-event basis; this estimate is used to subtract the joint contribution of the underlying event and pile-up to $E^{\text{iso}}_{T,\text{det}}$ and amounts to 1.5–2 GeV in the 2012 data-taking period. After these corrections, $E^{\text{iso}}_{T,\text{det}}$ is required to be lower than $4.8$ GeV + $4.2 \cdot 10^{-3} \cdot E_T^{\gamma}$ [GeV] [9]; the requirement is $E_T^{\gamma}$-dependent so that in simulation the fraction of identified photons which are isolated stays high as $E_T^{\gamma}$ increases. The isolation requirement significantly reduces the main background, which consists of multi-jet events where one jet typically contains a $\pi^0$ or $\eta$ meson that carries most of the jet energy and is misidentified as a prompt photon.

A small fraction of the events contain more than one photon candidate satisfying the selection criteria. In such events, the highest-$E_T^{\gamma}$ photon is considered for further study.

3.2. Jet selection

Jets are reconstructed using the anti-$k_t$ algorithm [34] with radius parameter $R = 0.6$. The inputs to the jet reconstruction are three-dimensional topological clusters of calorimeter cells. This method first clusters topologically connected calorimeter cells and classifies these clusters as either electromagnetic or hadronic. The classification uses a local cluster weighting (LCW) calibration scheme based on cell-energy density and longitudinal depth within the calorimeter [35]. Based on this classification, energy corrections derived from single-pion MC simulations are applied. Dedicated corrections are derived for the effects of the non-compensating response of the calorimeter, signal losses due to noise-suppression threshold effects, and energy lost in non-instrumented regions. The jet four-momenta are computed from the sum of the topological cluster four-momenta, treating each as a four-vector with zero mass. These jets are referred to as detector-level jets. The direction of the jet is then corrected such that the jet originates from the selected primary vertex of the event. Prior to the final calibration, the contribution from
the underlying event and pile-up is subtracted on a jet-by-jet basis using the jet-area method. An additional jet-energy calibration is derived from MC simulations as a correction relating the calorimeter response to the true jet energy. To determine these corrections, the jet reconstruction procedure applied to the topological clusters is also applied to the generated stable particles, which are defined as those with a lifetime $\tau$ longer than 10 ps, including muons and neutrinos; these jets are referred to as particle-level jets. In addition, sequential jet corrections, derived from MC simulated events and using global properties of the jet such as tracking information, calorimeter energy deposits and muon spectrometer information, are applied [36]. Finally, the detector-level jets are further calibrated with additional correction factors derived in situ from a combination of $\gamma +$ jet, $Z +$ jet and dijet balance methods [35,37].

Jets reconstructed from calorimeter signals not originating from a $pp$ collision are rejected by applying jet-quality criteria [35,38]. These criteria suppress spurious jets from electronic noise in the calorimeter, cosmic rays and beam-related backgrounds. Remaining jets are required to have calibrated transverse momenta greater than 50 GeV and rapidity $|y^{\text{jet}}| < 4.4$. Jets overlapping with the candidate photon are not considered if the jet axis lies within a cone of size $\Delta R = 1.0$ around the photon candidate; this requirement prevents any overlap between the photon isolation cone ($\Delta R = 0.4$) and the jet cone ($\Delta R = 0.6$).

3.3. Event categorisation

To investigate the production of jets in association with a photon, six samples are selected; the requirements are listed in Table 1:

- “Photon plus one-jet sample” (P1J): it is used to study the major features of an inclusive sample of events with a photon and at least one jet. In this sample, jet1 is required to have $p_T^{\text{jet1}} > 100$ GeV; asymmetric requirements on $E_T^\gamma$ and $p_T^{\text{jet1}}$ are applied to reduce the infrared sensitivity of the NLO QCD calculations [39].
- “Photon plus one-jet $m^{\gamma-jet1}$ and $\cos \theta^*$ sample” (P1JM): for the measurements of the cross sections as functions of $m^{\gamma-jet1}$ and $|\cos \theta^*|$ additional constraints are needed to remove biases due to the rapidity and transverse momentum requirements on the photon and jet1 [3]. To perform unbiased measurements, the requirements $|\eta^\gamma + y^{\text{jet1}}| < 2.37$, $|\cos \theta^*| < 0.83$ and $m^{\gamma-jet1} > 467$ GeV are applied. These selections define a kinematic region where the acceptance is independent of the variables being studied.
- “Photon plus two-jet sample” (P2J): it is used to study the major features of an inclusive sample of events with a photon and at least two jets and the azimuthal correlations between the photon and jet2 as well as between jet1 and jet2. Due to the resolution in $p_T$ the highest- and next-to-highest-$p_T$ particle-level jets can end up being reconstructed as jet2 and jet1, respectively. To suppress such migrations, asymmetric requirements are applied: $p_T^{\text{jet1}} > 100$ GeV and $p_T^{\text{jet2}} > 65$ GeV.
- “Photon plus three-jet sample” (P3J): it is used to investigate the major characteristics of an inclusive sample of events with a photon and at least three jets; in addition, measurements of the azimuthal correlations between the photon and jet3, jet1 and jet3, as well as between jet2

---

2 The maximal (minimal) value of $|\cos \theta^*|$ ($m^{\gamma-jet1}$) for which the measurement is unbiased corresponds to $\tanh(2.37/2) \left( 2 \cdot E_T^\gamma / \sin \theta^* \right)$ with $E_T^\gamma = 130$ GeV and $\cos \theta^* = 0.83$. 
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and jet3 are performed. Asymmetric requirements are applied to suppress the migrations in $p_T$ between the three highest-$p_T$ jets: $p_T^{\text{jet1}} > 100$ GeV, $p_T^{\text{jet2}} > 65$ GeV and $p_T^{\text{jet3}} > 50$ GeV.

To compare the pattern of QCD radiation around the photon and jet1, two additional samples of photon plus two-jet events are selected. The phase-space regions are defined to avoid biases due to different $p_T$ and $\eta$ requirements on the final-state objects as well as to have no overlap between the two samples. The following requirements are common to the two samples:

- The jets must satisfy $p_T^{\text{jet1}} > 130$ GeV, $|\eta^{\text{jet1}}| < 2.37$ and $p_T^{\text{jet2}} > 50$ GeV. The first two requirements are imposed to be the same as for the photon so as to compare additional jet production in similar regions of phase space. The third requirement is chosen to select jets with the lowest $p_T$ threshold, while suppressing the contribution from the underlying event and pile-up.
- The angular distance between the photon and jet1, $\Delta R^{\gamma-\text{jet1}}$, is restricted to $\Delta R^{\gamma-\text{jet1}} > 3$ to avoid any overlap between the two samples and any bias within the regions that are used to study additional jet production.

The requirements specific to each of the two samples are listed below:

- “Photon plus two-jet $\beta^\gamma$ selection” (P2JBP): it is used to measure the production of jet2 around the photon. The cross section is measured as a function of the observable $\beta^\gamma$ [16,17], which is defined as

$$\beta^\gamma = \tan^{-1} \frac{|\phi^{\text{jet2}} - \phi^\gamma|}{\text{sign}(\eta^\gamma) \cdot (\eta^{\text{jet2}} - \eta^\gamma)}.$$  \hfill (1)

The phase space is restricted to $1 < \Delta R^{\gamma-\text{jet2}} < 1.5$; the lower requirement avoids the overlap with the photon isolation cone while the upper requirement is the largest value which makes this sample and the next one non-overlapping. In addition, $p_T^{\text{jet2}} < E_T^\gamma$ is imposed for comparison with the other sample.
- “Photon plus two-jet $\beta^{\text{jet1}}$ selection” (P2JBJ): it is used to measure the production of jet2 around jet1 using the observable $\beta^{\text{jet1}}$, defined as

$$\beta^{\text{jet1}} = \tan^{-1} \frac{|\phi^{\text{jet2}} - \phi^{\text{jet1}}|}{\text{sign}(\eta^{\text{jet1}}) \cdot (\eta^{\text{jet2}} - \eta^{\text{jet1}})}.$$  \hfill (2)

To compare on equal footing with the measurement of the previous sample, the restriction $1 < \Delta R^{\text{jet1}-\text{jet2}} < 1.5$ is applied.

Schematic diagrams for the definitions of $\beta^\gamma$ and $\beta^{\text{jet1}}$ are shown in Fig. 2. The variable $\beta^\gamma$ ($\beta^{\text{jet1}}$) is defined in such a way that $\beta^\gamma = 0$ or $\pi$ ($\beta^{\text{jet1}} = 0$ or $\pi$) corresponds to a plane in space containing jet2, the beam axis and the photon (jet1); $\beta = 0$ ($\pi$) always points to the beam which is closer to (farther from) the photon or jet1 in the $\eta-\phi$ plane.

---

3 In the definitions of $\beta^\gamma$ and $\beta^{\text{jet1}}$, the arctangent function with two arguments is used to keep track of the proper quadrant.
The number of selected events in data for each of the six samples is included in Table 1. The overlap between the different samples is as follows: (a) P3J is contained within P2J, which in turn is a subset of P1J; (b) P1JM is contained within P1J; (c) P2JBP and P2BJJ have no overlap.
Table 1
Characteristics of the six samples of $\gamma + \text{jet(s)}$: kinematic requirements, number of selected events in data and normalisation factors applied to the MC predictions.

<table>
<thead>
<tr>
<th>Sample</th>
<th>P1J</th>
<th>P1JM</th>
<th>P2J</th>
<th>P2JB</th>
<th>P2JBP</th>
<th>P2JBJ</th>
<th>P3J</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common requirements</td>
<td>$E_T^{\gamma} &gt; 130$ GeV and $</td>
<td>y</td>
<td>&lt; 2.37$, excluding $1.37 &lt;</td>
<td>y</td>
<td>&lt; 1.56$</td>
<td>1.0 (1.1)</td>
<td>1.0 (1.2)</td>
</tr>
<tr>
<td>$p_T^{\text{jet1}}$ [GeV]</td>
<td>$&gt; 100$</td>
<td>$&gt; 100$</td>
<td>$&gt; 100$</td>
<td>$&gt; 130$</td>
<td>$&gt; 130$</td>
<td>$&gt; 130$</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>$p_T^{\text{jet2}}$ [GeV]</td>
<td>$&gt; 65$</td>
<td>$&gt; 50$</td>
<td>$&gt; 50$</td>
<td>$&gt; 50$</td>
<td>$&gt; 50$</td>
<td>$&gt; 50$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\eta^{\gamma} + \eta^{\text{jet1}}</td>
<td>$</td>
<td>$&lt; 2.37$</td>
<td>$&lt; 2.37$</td>
<td>$&lt; 2.37$</td>
<td>$&lt; 2.37$</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\cos \theta^{*}</td>
<td>$</td>
<td>$&lt; 0.83$</td>
<td>$&lt; 0.83$</td>
<td>$&lt; 0.83$</td>
<td>$&lt; 0.83$</td>
<td></td>
</tr>
<tr>
<td>$m^{\gamma-\text{jet1}}$ [GeV]</td>
<td>$&lt; 467$</td>
<td>$&lt; 467$</td>
<td>$&lt; 467$</td>
<td>$&lt; 467$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta R^{\gamma-\text{jet1}}$</td>
<td>$&lt; 3$</td>
<td>$&lt; 3$</td>
<td>$&lt; 3$</td>
<td>$&lt; 3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta R^{\gamma-\text{jet2}}$</td>
<td>$&lt; 50$</td>
<td>$&lt; 50$</td>
<td>$&lt; 50$</td>
<td>$&lt; 50$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta R^{\text{jet1-jet2}}$</td>
<td>$&lt; 1.5$</td>
<td>$&lt; 1.5$</td>
<td>$&lt; 1.5$</td>
<td>$&lt; 1.5$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\eta^{\text{jet1}}</td>
<td>$</td>
<td>$&lt; 2.37$</td>
<td>$&lt; 2.37$</td>
<td>$&lt; 2.37$</td>
<td>$&lt; 2.37$</td>
<td></td>
</tr>
<tr>
<td>$p_T^{\text{jet1}}, E_T^{\gamma}$</td>
<td>$&lt; p_T^{\text{jet2}} &lt; E_T^{\gamma}$</td>
<td>$&lt; p_T^{\text{jet2}} &lt; E_T^{\gamma}$</td>
<td>$&lt; p_T^{\text{jet2}} &lt; E_T^{\gamma}$</td>
<td>$&lt; p_T^{\text{jet2}} &lt; E_T^{\gamma}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of events</td>
<td>2451236</td>
<td>344572</td>
<td>567796</td>
<td>40537</td>
<td>37429</td>
<td>164062</td>
<td></td>
</tr>
</tbody>
</table>

4. Monte Carlo simulations

Samples of MC events were generated to study the characteristics of signal events. The MC samples were also used to determine the response of the detector and the correction factors necessary to obtain the particle-level cross sections. In addition, these samples were used to estimate hadronisation corrections to the NLO QCD calculations.

The MC programs PYTHIA 8.165 [21] and SHERPA 1.4.0 [22] were used to generate the simulated events (see Table 2). In both generators, the partonic processes were simulated using LO matrix elements, with the inclusion of initial- and final-state parton showers. Fragmentation into hadrons was performed using the Lund string model [40] in the case of PYTHIA, and a modified version of the cluster model [41] in the case of SHERPA, for which it is the default treatment. The LO CTEQ6L1 [42] (NLO CT10 [43]) parton distribution functions (PDF) were used to parameterise the proton structure in PYTHIA (SHERPA). Both samples included a simulation of the underlying event. The event generator parameters were set according to the “AU2 CTEQ6L1” [44] tune for PYTHIA and the “CT10” tune for SHERPA. All samples of generated events were passed through the GEANT4-based [45] ATLAS detector- and trigger-simulation programs [46]. They were reconstructed and analysed by the same program chain as the data.

The PYTHIA simulation of the signal included LO photon plus jet events from both direct processes (the hard subprocesses $qg \rightarrow q\gamma$ and $q\bar{q} \rightarrow g\gamma$, called “hard component”) and photon bremsstrahlung in QCD dijet events (called “brem component”). The SHERPA samples were generated with LO matrix elements for photon plus jet final states with up to three additional partons, supplemented with parton showers. While the brem component was modelled in PYTHIA by final-state QED radiation arising from calculations of all $2 \rightarrow 2$ QCD processes, it was accounted
Table 2
The generators used for correcting the data are listed, together with their matrix elements, the PDF and the tunes.

<table>
<thead>
<tr>
<th>Name</th>
<th>Matrix elements</th>
<th>PDF</th>
<th>Tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>PYTHIA 8.165</td>
<td>2 $\rightarrow$ 2</td>
<td>LO CTEQ6L1</td>
<td>AU2 CTEQ6L1</td>
</tr>
<tr>
<td>SHERPA 1.4.0</td>
<td>2 $\rightarrow$ n, n = 2, ..., 5</td>
<td>NLO CT10</td>
<td>CT10</td>
</tr>
</tbody>
</table>

for in SHERPA through the matrix elements of $2 \rightarrow n$ processes with $n \geq 3$; in the evaluation of the matrix elements the photon was required to be farther than $\Delta R = 0.3$ from any parton.

All samples were simulated taking into account the effects of the pile-up appropriate for 2012 data. The additional interactions were modelled by overlaying simulated hits from events with exactly one high momentum-transfer (signal) collision per bunch crossing with hits from minimum-bias events that were produced with the PYTHIA 8.160 program [21] using the A2M tune [44] and the MSTW2008 LO [47] PDF set.

Dedicated PYTHIA and SHERPA samples of events were generated at particle and parton levels, switching off the mechanisms that account for the underlying event to correct the NLO calculations for hadronisation and underlying-event effects.

The particle-level isolation variable on the photon was built from the transverse energy of all stable particles, except for muons and neutrinos, in a cone of size $\Delta R = 0.4$ around the photon direction after the contribution from the underlying event was subtracted; in this case, the same underlying-event subtraction procedure used on data was applied at the particle level. The isolation transverse energy at particle level is denoted by $E_{T,\text{part}}^{\text{iso}}$. The particle-level requirement on $E_{T,\text{part}}^{\text{iso}}$ was determined using the PYTHIA and SHERPA MC samples, by comparing the calorimeter isolation transverse energy with the particle-level isolation on an event-by-event basis. The effect of the experimental isolation requirement used in the data is close to a particle-level requirement of $E_{T,\text{part}}^{\text{iso}} < 10$ GeV over the measured $E_{T}^{\gamma}$ range. The measured cross sections refer to particle-level jets and photons that are isolated by requiring $E_{T,\text{part}}^{\text{iso}} < 10$ GeV.

The MC predictions at particle level are normalised to the measured integrated cross sections. The normalisation factors are applied globally for each sample defined in Section 3.3 and are listed in Table 1.

5. Signal extraction

5.1. Backgrounds

A non-negligible background contribution from jets remains in the selected sample, even after the application of the tight identification and isolation requirements on the photon. The background subtraction uses a data-driven method based on signal-suppressed control regions. The background contamination in the selected sample is estimated using the same two-dimensional sideband technique as in the previous analyses [3,6,7,9,12] and then subtracted bin-by-bin from the observed yield. In the two-dimensional plane formed by $E_{T,\text{det}}^{\text{iso}}$ and the photon identification variable, four regions are defined:

- $A$: the “signal” region, containing tight isolated photon candidates.
- $B$: the “non-isolated” background control region, containing tight non-isolated photon candidates. A candidate photon is considered to be non-isolated if $E_{T,\text{det}}^{\text{iso}} > (4.8 + 2)$ GeV +
\(4.2 \cdot 10^{-3} \cdot E_T^\gamma \) [GeV]; the threshold is 2 GeV higher than the isolation requirement for the signal region.

- **C**: the “non-tight” background control region, containing isolated non-tight photon candidates. A candidate photon is labelled as “non-tight” if it fails at least one among four of the tight requirements on the shower-shape variables computed from the energy deposits in the first layer of the electromagnetic calorimeter, but satisfies the tight requirement on the total lateral shower width [30] in the first layer and all the other tight identification criteria in other layers.

- **D**: the background control region containing non-isolated non-tight photon candidates.

The signal yield in region \(A\), \(N_A^{\text{sig}}\), is estimated from the numbers of events in regions \(A\), \(B\), \(C\) and \(D\) and takes into account the expected number of signal events in the three background control regions via signal leakage fractions, which are extracted from MC simulations of the signal. The only hypothesis is that the isolation and identification variables are uncorrelated in background events, thus \(R_{bg} = (N_A^{bg} \cdot N_D^{bg})/(N_B^{bg} \cdot N_C^{bg}) = 1\), where \(N_K^{bg}\) with \(K = A, B, C, D\) is the number of background events in each region. This assumption is verified [9] both in simulated background samples and in data in a background-dominated region. Deviations from unity are taken as systematic uncertainties (see Section 7). In addition, a systematic uncertainty is assigned to the modelling of the signal leakage fractions. Since the simulation does not accurately describe the electromagnetic shower profiles, a correction factor for each simulated shape variable is applied to better match the data [6,7].

There is an additional background from electrons misidentified as photons, mainly produced in \(Z \rightarrow e^+e^-\) and \(W \rightarrow e\nu\) processes. Such misidentified electrons are largely suppressed by the photon selection. The remaining electron background is estimated using MC simulations and found to be negligible in the phase-space region of the analysis presented here.

### 5.2. Signal yield

The signal purity, defined as \(N_A^{\text{sig}}/N_A\), is typically above 0.9 and is similar whether PYTHIA or SHERPA is used to extract the signal leakage fractions. The signal purity increases as \(E_T^\gamma\), \(p_T^{\text{jet1}}\) and \(m^{\gamma \rightarrow \text{jet1}}\) increase and decreases as \(|\cos \theta^\gamma|\) increases.

For most of the distributions studied, the shapes of the hard and brem components in the signal MC simulated by PYTHIA are somewhat different. Therefore, in each case, the shape of the total MC distribution depends on the relative fraction of the two contributions. To improve the description of the data by the PYTHIA MC samples, a fit [3] to each data distribution is performed with the weight of the hard contribution, \(\alpha\), as the free parameter; the weight of the brem contribution is given by \(1 - \alpha\). The fitted values of \(\alpha\) are in the range 0.26–0.86. After these fits, a good description of the data is obtained from the PYTHIA MC simulations for all the observables, except for the distributions in the azimuthal angle between the jets. The simulations of SHERPA give a good description of the data, except for the tail of the distributions in \(E_T^\gamma\).

The integrated efficiency, including the effects of trigger, reconstruction, particle identification and event selection, is evaluated from the simulated signal samples described in Section 4. The integrated efficiency is computed as \(\varepsilon = N^{\text{det.part}}/N^{\text{part}}\), where \(N^{\text{det.part}}\) is the number of MC events that pass all the selection requirements at both the detector and particle levels and \(N^{\text{part}}\) is the number of MC events that pass the selection requirements at the particle level. The integrated efficiency using SHERPA (PYTHIA) is found to be 81.3% (81.5%) for the photon plus one-jet,
74.6% (75.3%) for the photon plus two-jet and 70.2% (70.6%) for the photon plus three-jet sample.

The bin-to-bin efficiency is computed as $\varepsilon_i = N_{i}^{\text{det,part}} / N_{i}^{\text{part}}$, where $N_{i}^{\text{det,part}}$ is the number of MC events that pass all the selection requirements at both the detector and particle levels and are generated and reconstructed in bin $i$, and $N_{i}^{\text{part}}$ is the number of MC events that pass the selection requirements at the particle level and are generated in bin $i$. The bin-to-bin efficiencies are typically above 50%, except for the $p_T^{\text{jet}}$ observables ($\gtrsim 40\%$) due to the resolution in these steeply falling distributions, and are similar for SHERPA and PYTHIA.

The bin-to-bin reconstruction purity is computed as $\kappa_i = N_{i}^{\text{det,part}} / N_{i}^{\text{det}}$, where $N_{i}^{\text{det}}$ is the number of MC events that pass the selection requirements at the detector level and are reconstructed in bin $i$. The bin-to-bin reconstruction purities are typically above 55%, except for $p_T^{\text{jet}}$ ($\gtrsim 40\%$) for the same reason as the bin-to-bin efficiency, and are similar for SHERPA and PYTHIA.

6. Cross-section measurement procedure

The cross sections, after background subtraction, are corrected to the particle level using a bin-by-bin correction procedure. The bin-by-bin correction factors are determined using the MC samples; these correction factors take into account the efficiency of the selection criteria and the jet and photon reconstruction, as well as migration effects. The SHERPA samples are used to compute the nominal correction factors to the cross sections and the PYTHIA samples are used to estimate systematic uncertainties due to the modelling of the parton shower, hadronisation and signal (see Section 7).

The cross sections are corrected to the particle level via the formula

$$\frac{d\sigma}{dA}(i) = \frac{N_{A}^{\text{sig}}(i)}{C_{\text{MC}}^{\text{MC}}(i)}$$

where $(d\sigma/dA)(i)$ is the cross section as a function of observable $A$, $N_{A}^{\text{sig}}(i)$ is the signal yield in bin $i$, $C_{\text{MC}}^{\text{MC}}(i)$ is the correction factor in bin $i$, $\mathcal{L}$ is the integrated luminosity and $\Delta A(i)$ is the width of bin $i$. The correction factors are computed as

$$C_{\text{MC}}^{\text{MC}}(i) = \frac{N_{\text{Sherpa}}^{\text{Sherpa}}(i)}{N_{\text{det}}^{\text{Sherpa}}(i)}$$

where $N_{\text{det}}^{\text{Sherpa}}(i)$ is the number of events in the SHERPA samples at detector (particle) level in bin $i$.

For the systematic uncertainties estimated with the PYTHIA samples, the acceptance correction factors are computed as

$$C_{\text{MC}}^{\text{MC}}(i) = \frac{\alpha N_{\text{part}}^{\text{Pythia,H}}(i)}{\alpha N_{\text{det}}^{\text{Pythia,H}}(i) + (1 - \alpha) N_{\text{det}}^{\text{Pythia,B}}(i)} + \frac{(1 - \alpha) N_{\text{part}}^{\text{Pythia,B}}(i)}{\alpha N_{\text{det}}^{\text{Pythia,H}}(i) + (1 - \alpha) N_{\text{det}}^{\text{Pythia,B}}(i)}$$

where $\alpha$ is the value obtained from the fit to the data distribution of each observable and $N_{\text{part}}^{\text{Pythia,H}}(i)$ is the number of events in the PYTHIA samples at detector (particle) level in bin $i$. The indices H and B correspond to the hard and brem PYTHIA components, respectively. The correction factors from PYTHIA and SHERPA are very similar and differ from unity by typically $\lesssim 20\%$. The average correction factor for each distribution is listed in Table 3. The results of
Table 3
Overview of the average correction factor $C_{MC}$ for each distribution using the SHERPA and PYTHIA samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Distribution: $C_{MC}$ using SHERPA (PYTHIA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1J</td>
<td>$E_T^γ$: 1.18 (1.17) $p_T^{jet1}$: 1.20 (1.17)</td>
</tr>
<tr>
<td>P1JM</td>
<td>$m_T^{γ-jet1}$: 1.21 (1.18) $</td>
</tr>
<tr>
<td>P2J</td>
<td>$E_T^γ$: 1.17 (1.15) $p_T^{jet2}$: 1.22 (1.15) $Δφ^{γ-jet2}$: 1.13 (1.11) $Δφ^{jet1-jet2}$: 1.13 (1.11)</td>
</tr>
<tr>
<td>P3J</td>
<td>$E_T^γ$: 1.15 (1.13) $p_T^{jet3}$: 1.19 (1.18) $Δφ^{γ-jet3}$: 1.11 (1.09) $Δφ^{jet1-jet3}$: 1.11 (1.09) $Δφ^{jet2-jet3}$: 1.12 (1.10)</td>
</tr>
</tbody>
</table>

Table 4
Overview of the relative systematic uncertainties in the cross sections.

<table>
<thead>
<tr>
<th>Source of uncertainty</th>
<th>Variable</th>
<th>Photon plus one-jet</th>
<th>Photon plus two-jet</th>
<th>Photon plus three-jet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_T^γ$</td>
<td>$p_T^{jet1}$ $</td>
<td>\cos θ^*</td>
<td>$</td>
</tr>
<tr>
<td>Photon energy scale</td>
<td>(1–4)%</td>
<td>(0–3.5)%</td>
<td>(1–1.4)%</td>
<td>(0–2.5)%</td>
</tr>
<tr>
<td>resolution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>(0–1.7)%</td>
<td>(2.4–15)%</td>
<td>(1.8–2.3)%</td>
<td>(3.6–10)%</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>(0–0.3)%</td>
<td>(0.1–1.0)%</td>
<td>(0.1–0.4)%</td>
<td>(0.1–1.5)%</td>
</tr>
<tr>
<td>Parton shower and</td>
<td>(0–0.8)%</td>
<td>(1.1–9)%</td>
<td>(0.6–1.3)%</td>
<td>(1–13)%</td>
</tr>
<tr>
<td>hadronisation models</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Photon identification</td>
<td>(0–0.4)%</td>
<td>(0–0.4)%</td>
<td>(0–0.4)%</td>
<td>(0–0.4)%</td>
</tr>
<tr>
<td>Background control</td>
<td>(0–1)%</td>
<td>(0–1.1)%</td>
<td>(0–0.6)%</td>
<td>(0–1.2)%</td>
</tr>
<tr>
<td>regions</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal modelling</td>
<td>(0–0.1)%</td>
<td>(0–0.14)%</td>
<td>(0–0.4)%</td>
<td>(0–0.6)%</td>
</tr>
<tr>
<td>Correlation in</td>
<td>(0–0.8)%</td>
<td>(0–0.7)%</td>
<td>(0–0.9)%</td>
<td>(0–0.6)%</td>
</tr>
<tr>
<td>background</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The bin-by-bin unfolding procedure are checked with a Bayesian unfolding method [48], giving consistent results.

7. Systematic uncertainties

Several sources of systematic uncertainty are investigated. These sources include the photon energy scale and resolution, the jet energy scale and resolution, the parton-shower and hadronisation model dependence, the photon identification efficiency, the choice of background control regions, the signal modelling and the identification and isolation correlation in the background. Each source is discussed below. An overview of the systematic uncertainties in the cross sections is given in Table 4.

7.1. Photon energy scale and resolution

Differences between the photon energy scale and resolution in data and the simulations lead to systematic uncertainties. A total of 20 individual components [31] influencing the energy measurement of the photon are identified and varied within their uncertainties to assess
the overall uncertainty in the energy measurement. These uncertainties are propagated through
the analysis separately to maintain the full information about the correlations. The total relative
photon energy-scale uncertainty is in the range (0.3–0.9)% for $|\eta^\gamma| < 1.37$, (1.3–2.4)% for
1.56 $< |\eta^\gamma| < 1.81$ and (0.3–0.7)% for $1.81 < |\eta^\gamma| < 2.37$ depending on the photon transverse
energy and whether the candidate is classified as an unconverted or converted photon.

Similarly to the energy scale uncertainty, the energy resolution is also influenced by different
contributions (seven components), which are also propagated through the analysis separately to
maintain the full information about the correlations.

The systematic uncertainties in the measured cross sections due to the effects mentioned above
are estimated by varying each individual source of uncertainty separately in the MC simulations
and then added in quadrature. The largest contribution arises from the uncertainty in the gain
of the second layer of the electromagnetic calorimeter. The photon energy scale contributes an
uncertainty in the cross section measured as a function of $E_T^\gamma$ of ±1% (±4%) at low (high)
$E_T^\gamma$, and typically less than ±2% when measured with the jet observables. The photon energy
resolution contributes an uncertainty in the measured cross sections of less than ±1% for all
observables.

7.2. Jet energy scale and resolution

The jet energy scale (JES) uncertainty contains a full treatment of bin-to-bin correlations
for systematic uncertainties. A total of 67 individual components [37] influencing the energy
measurement of the jets are identified and varied within their uncertainties to assess the overall
uncertainty in the jet energy measurement. These parameters are propagated through the analysis
separately to maintain the full information about the correlations. The total relative jet energy-
scale uncertainty is $\lesssim$ ±3% in the phase-space region of the measurements.

The jet energy resolution (JER) uncertainty accounts for the differences between data and
simulated events. The impact of the JER uncertainty is estimated by smearing the MC simulated
distributions and comparing the smeared and non-smeared results.

The systematic uncertainties in the measured cross sections due to the effects mentioned above
are estimated by varying each individual source of uncertainty separately in the MC simulations
and then added in quadrature. The major contributions arise from uncertainties in (a) the electron
and photon energy scale, which affect the in situ corrections obtained from $\gamma$ + jet and $Z$ + jet
events, (b) the modelling of the ambient transverse energy used in the subtraction of the under-
lying event and pile-up, and (c) the modelling of the quark and gluon composition of the jets.
The resulting uncertainty due to the JES is the dominant effect on the measured cross sections,
except for those as functions of $E_T^\gamma$. As an example, the effect on the measured cross section as
a function of $p_T^{\text{jet}}$ is below ±6% for $p_T^{\text{jet}} < 600$ GeV and grows to $\approx$±15% for $p_T^{\text{jet}} \sim 1$ TeV.
The JER contributes an uncertainty in the measured cross sections which is smaller than ±1%
for the photon plus one-jet observables; for the photon plus two-jet and photon plus three-jet
observables it is below ±4%.

7.3. Parton-shower and hadronisation model dependence

The difference between the signal purities and the correction factors estimated in SHERPA
and PYTHIA is taken as an estimate of the systematic uncertainty due to the parton-shower and
hadronisation models. The resulting uncertainty in the measured cross sections is below ±3%
for the photon plus one-jet measurements, except for $p_T^{\text{jet}}$ (for which the uncertainty increases to
±9% for $p_T^{\text{jet1}} \sim 1\text{ TeV}$), below ±6% for the photon plus two-jet measurements, except for $p_T^{\text{jet2}}$ (for which the uncertainty increases to ±13% for $p_T^{\text{jet2}} \sim 1\text{ TeV}$), and below ±7% for the photon plus three-jet measurements.

7.4. Photon identification efficiency

Scale factors are applied to the MC events to match the “tight” identification efficiency between data and simulation [30]. The uncertainty in the photon identification is estimated by propagating the uncertainty in these scale factors through the analysis. These effects result in an uncertainty in the measured cross sections which is smaller than ±0.4% for all observables.

7.5. Choice of background control regions

The estimation of the background contamination in the signal region is affected by the choice of background control regions. The latter are defined by the lower limit on $E_T^{\text{iso},\text{det}}$ in regions $B$ and $D$ and the choice of inverted photon identification variables used in the selection of non-tight photons. To study the dependence on the specific choices these definitions are varied over a wide range. The lower limit on $E_T^{\text{iso},\text{det}}$ in regions $B$ and $D$ is varied by ±1 GeV, which is larger than any difference between data and simulations and still provides enough events to perform the data-driven subtraction. Likewise, the choice of inverted photon identification variables is varied. The analysis is repeated using different sets of variables: tighter (looser) identification criteria are defined by applying tight requirements to an extended (restricted) set of shower-shape variables in the first calorimeter layer [9]. The effects of these variations on the measured cross sections are typically smaller than ±1% for all observables.

7.6. Signal modelling

The simulation of the signal from the PYTHIA MC samples is used to estimate the systematic uncertainties arising from the modelling of the hard and bremsstrahlung components, which affect the signal leakage fractions in the two-dimensional sideband method for background subtraction and the bin-by-bin correction factors.

To estimate the effect of the signal modelling on the signal leakage fractions, the PYTHIA components are first mixed according to the default value given by the MC cross section to determine the signal yield. The uncertainty related to the simulation of the hard and brems components in the signal leakage fractions is estimated by performing the background subtraction using the admixture derived from the fit. For this estimation, the bin-by-bin correction factors are computed using Eq. (5).

To estimate the effect of the signal modelling on the bin-by-bin correction factors, the components in PYTHIA are mixed according to Eq. (5) but using $\alpha \pm \Delta\alpha$, where $\Delta\alpha$ is the error from the fit (see Section 5.2).

These effects result in an uncertainty in the measured cross sections which is typically smaller than ±1% for all observables.

7.7. Identification and isolation correlation in the background

The isolation and identification photon variables used to define the plane in the two-dimensional sideband method to subtract the background (see Section 5.1) are assumed to
be uncorrelated for background events ($R_{bg} = 1$). Any correlation between these variables would affect the estimation of the purity of the signal and lead to systematic uncertainties in the background-subtraction procedure. It was shown that $R_{bg}$ is consistent with unity within ±10% [9]. Therefore, ±10% is taken as the uncertainty in $R_{bg}$ related to the identification and isolation correlation in the background. These effects result in an uncertainty in the measured cross sections which is typically smaller than ±1% for all observables.

7.8. Total systematic uncertainty

The total systematic uncertainty is computed by adding in quadrature the sources of uncertainty listed in the previous sections and the statistical uncertainty of the MC samples. The uncertainty in the integrated luminosity is ±1.9% [29]; this uncertainty is fully correlated in all bins of all the measured cross sections and is added in quadrature to the other uncertainties.

8. Fixed-order QCD calculations

The measurements are compared to the highest fixed-order pQCD prediction available for each final state. The details of the calculations are given below.

8.1. Calculations for photon plus one-jet final state

The LO and NLO QCD calculations used in the photon plus one-jet analysis presented here are performed using the program JETPHOX 1.3.2 [23,24]. This program includes a full NLO calculation of both the direct and fragmentation QCD contributions to the cross section for the $pp \rightarrow \gamma + j + X$ reaction.

The calculation assumes five massless quark flavours. The renormalisation ($\mu_R$), factorisation ($\mu_F$) and fragmentation ($\mu_I$) scales are chosen to be $\mu_R = \mu_F = \mu_I = E_{T}^{\gamma}$. The calculations are performed using the CT10 parameterisations of the proton PDF and the NLO BFG set II photon fragmentation function [49]. The strong coupling constant is calculated at two loops with $\alpha_s(m_Z) = 0.118$.

The calculations are performed using a parton-level isolation criterion which requires the total transverse energy from the partons inside a cone of $\Delta R = 0.4$ around the photon direction, called cone isolation henceforth, to be below 10 GeV. The anti-$k_t$ algorithm with radius parameter $R = 0.6$ is applied to the partons in the events generated by this program to compute the cross-section predictions.

8.2. Calculations for photon plus two-jet and photon plus three-jet final states

NLO QCD calculations are performed separately for photon plus two-jet and photon plus three-jet final states using the program BLACKHAT + SHERPA [25,26]. This program includes a full NLO QCD calculation of only the direct contribution to the cross section for the $pp \rightarrow \gamma + 2$ jets + X and $pp \rightarrow \gamma + 3$ jets + X reactions. Therefore, the highest-order calculation used in this paper corresponds to that of photon plus three-jet production and it is up to $\mathcal{O}(\alpha_{em} \alpha_s^3)$. The $\mu_R$ and $\mu_F$ scales are chosen to be $\mu_R = \mu_F = E_{T}^{\gamma}$. The settings for the number of flavours, $\alpha_s(m_Z)$ and proton PDF are the same as for JETPHOX. The calculations are performed using a parton-level isolation on the photon based on the Frixione method [50], called Frixione isolation
henceforth. As with JETPHOX, the anti-\( k_t \) algorithm with radius parameter \( R = 0.6 \) is applied to the final-state partons.

8.3. Hadronisation and underlying-event corrections to the NLO QCD calculations

Since the measurements refer to jets of hadrons and include underlying-event (UE) effects, whereas the NLO QCD calculations refer to jets of partons without such effects, the cross-section predictions are corrected to include UE effects at particle level using the MC models. The correction factor, \( C_{\text{NLO}} \), is defined as the ratio of the cross section for jets of hadrons with UE to that for jets of partons. The correction factors for the photon plus one-jet predictions are estimated using the PYTHIA samples (using cone isolation) and those for the photon plus two/three-jet predictions are estimated using the SHERPA samples; in the latter case, the cone (Frixione) isolation is used at the particle (parton) level to match the measurements (predictions). The MC samples of PYTHIA (SHERPA) are suited for estimating the correction factors for JETPHOX (BLACKHAT) since these NLO QCD calculations include (do not include) the fragmentation contribution. These factors are close to unity for the photon plus one-jet observables, except for \( p_T^{\text{jet}} \gtrsim 500 \text{ GeV} \), where they can differ by up to 30\% from unity due to the dominance of the bremsstrahlung component in that region. For photon plus two-jet (three-jet) observables the average correction factor is 1.10 (1.14).

8.4. Theoretical uncertainties

The following sources of uncertainty in the theoretical predictions are considered:

- The uncertainty due to the scales is estimated by repeating the calculations using values of \( \mu_R \) and \( \mu_F \) scaled by factors 0.5 and 2. The two scales are varied individually. In the case of photon plus one-jet calculations, the \( \mu_F \) scale is also varied.
- The uncertainty due to the proton PDF is estimated by repeating the calculations using the 52 additional sets from the CT10 error analysis and taking the sum in quadrature of all the uncertainty components. The scaling factor of 1/1.645 is applied to convert the 90\% confidence-level (CL) interval as provided in Ref. [43] to a 68\% CL interval.
- The uncertainty due to the value of \( \alpha_s(m_Z) \) is estimated by repeating the calculations using two additional sets of proton PDFs, for which different values of \( \alpha_s(m_Z) \) are assumed in the fits, namely \( \alpha_s(m_Z) = 0.116 \) and 0.120. In addition, the same scaling factor mentioned above is also applied to obtain the uncertainty for the 68\% CL interval.
- The uncertainty on the hadronisation and underlying-event corrections is negligible compared to the other uncertainties on the theoretical predictions [3].

The dominant theoretical uncertainty is that arising from the scale variations. The total theoretical uncertainty is obtained by adding in quadrature the individual uncertainties listed above.

9. Results

9.1. Fiducial regions and integrated cross sections

The measurements presented here refer to isolated prompt photons with \( E_{T,\text{part}}^{\text{iso}} < 10 \text{ GeV} \) (see Section 4) and jets of hadrons (see Section 3.2). The details of the phase-space regions are
given in Table 1. The integrated cross sections for the photon plus one-jet, photon plus two-jet and photon plus three-jet final states are shown in Table 5. The measured and predicted integrated cross sections are consistent within the experimental and theoretical uncertainties.

9.2. Cross sections for isolated-photon plus one-jet production

The measured cross-section \( \sigma / dE_T^{\gamma} \), shown in Fig. 3(a), decreases by five orders of magnitude as \( E_T^{\gamma} \) increases over the measured range. Values of \( E_T^{\gamma} \) up to 1.1 TeV are measured. The experimental uncertainty is below 5% for \( E_T^{\gamma} \approx 650 \) GeV, dominated by the photon energy scale uncertainty, and grows to 15% at \( E_T^{\gamma} \approx 750 \) GeV, dominated by the statistical uncertainty in this region. The NLO QCD prediction from JETPHOX is compared with the measurement in Fig. 3(a). The NLO QCD prediction gives a good description of the data within the experimental and theoretical uncertainties. The theoretical uncertainty varies from \( \approx 7\% \) for \( E_T^{\gamma} \approx 130 \) GeV to \( \approx 10\% \) for \( E_T^{\gamma} \approx 1 \) TeV; it is dominated by the contribution arising from scale uncertainties, in particular from the variation of \( \mu_R \) (7% (5%) at low (high) \( E_T^{\gamma} \)), although for \( E_T^{\gamma} \gtrsim 750 \) GeV the uncertainty from the PDF grows to be of the same order and dominates for higher \( E_T^{\gamma} \) values (\( \approx 8\% \) for \( E_T^{\gamma} \approx 1 \) TeV). The predictions from SHERPA and PYTHIA are compared with the measurements in Fig. 4(a). Both predictions give an adequate description of the shape of the data distribution within the experimental and theoretical uncertainties; the theoretical uncertainties are necessarily at least as large as for the NLO QCD calculations.

The measured cross-section \( \sigma / dp_T^{\text{jet}} \), shown in Fig. 3(b), decreases by five orders of magnitude from \( p_T^{\text{jet}} \approx 120 \) GeV to the highest transverse momentum available, \( p_T^{\text{jet}} \approx 1.2 \) TeV; for \( p_T^{\text{jet}} < 120 \) GeV the cross section decreases due to the kinematic analysis requirements.

The total experimental uncertainty is below 6% for \( p_T^{\text{jet}} < 500 \) GeV and grows to \( \approx 25\% \) for \( p_T^{\text{jet}} \approx 1.1 \) TeV. It is dominated by the uncertainty in the jet energy scale. The NLO QCD prediction gives a good description of the data except for \( p_T^{\text{jet}} < 120 \) GeV, where in the calculation of \( A \cdot \alpha_s + B \cdot \alpha_s^2 \) [23,24] the Born term is zero, i.e. \( A = 0 \). The theoretical uncertainty grows from \(<5\% \) at \( p_T^{\text{jet}} \approx 135 \) GeV to \( \approx 25\% \) for \( p_T^{\text{jet}} \approx 1.1 \) TeV and is dominated by the variation of \( \mu_R \) in the whole measured range. The predictions from SHERPA and PYTHIA give an adequate description of the data (see Fig. 4(b)).

Fig. 3(c) shows \( \sigma / dm_{\gamma^-\text{jet}} \); the measured cross section decreases by four orders of magnitude as \( m_{\gamma^-\text{jet}} \) increases from about 0.5 TeV to the highest measured value, \( \approx 2.45 \) TeV. The experimental uncertainty ranges from \( \approx 3\% \) to \( \approx 22\% \) and is dominated by the jet energy scale uncertainty in most of the measured range; for \( m_{\gamma^-\text{jet}} > 1.5 \) TeV the statistical uncertainty dominates. The NLO QCD calculation gives a good description of the data and no significant deviation from the prediction from pQCD is observed. The theoretical uncertainty is \( \approx 10\% \) (15%) at \( m_{\gamma^-\text{jet}} \approx 490 \) (2450) GeV; it is dominated by the contribution arising from scale uncer-
Fig. 3. Measured cross sections for isolated-photon plus one-jet production (dots) as functions of (a) $E_\gamma^T$, (b) $p_T^{jet1}$, (c) $m_{\gamma-jet1}$ and (d) $|\cos \theta^*|$. The NLO QCD predictions from JETPHOX corrected for hadronisation and underlying-event effects and using the CT10 PDF set (solid lines) are also shown. These predictions include direct and fragmentation contributions (D+F). The bottom part of each figure shows the ratio of the NLO QCD prediction to the measured cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature) and the shaded band represents the theoretical uncertainty. For most of the points, the inner error bars are smaller than the marker size and, thus, not visible. The cross sections in (c) and (d) include additional requirements on $|\eta^\gamma + \eta^{jet1}|$, $|\cos \theta^*|$ and $m_{\gamma-jet1}$ (see Table 1).

tainties, in particular from the variation of $\mu_R$ ($\approx 10\%$), although for $m_{\gamma-jet1} \gtrsim 2.15$ TeV the uncertainty from the PDF grows to be of the same order and dominates for higher $m_{\gamma-jet1}$ values. The predictions from PYTHIA and SHERPA give a good description of the data (see Fig. 4(c)), except for $m_{\gamma-jet1} > 1.8$ TeV where, nevertheless, the differences are covered by the theoretical uncertainties.
Fig. 4. Measured cross sections for isolated-photon plus one-jet production (dots) as functions of (a) $E_T^γ$, (b) $p_T^{jet1}$, (c) $m^{γ−jet1}$ and (d) $|\cos θ^*|$, presented in Fig. 3. For comparison, the predictions from SHERPA (solid lines) and PYTHIA (dashed lines) normalised to the integrated measured cross sections (using the factors indicated in parentheses) are also shown. The bottom part of each figure shows the ratios of the MC predictions to the measured cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and, thus, not visible. The cross sections in (c) and (d) include additional requirements on $|η^{γ} + y^{jet1}|$, $|\cos θ^*|$ and $m^{γ−jet1}$ (see Table 1).

The measured cross-section $dσ/d|\cos θ^*|$, shown in Fig. 3(d), increases as $|\cos θ^*|$ increases. The experimental uncertainty is $\approx 3\%$; the only significant contributions arise from the photon and jet energy scale uncertainties and the model dependence. The NLO QCD prediction gives a good description of the data. The theoretical uncertainty is $\approx 10\%$, dominated by the contribution arising from scale uncertainties, in particular from the variation of $\mu_R$. The predictions from PYTHIA and SHERPA give a good description of the data (see Fig. 4(d)).
Fig. 5. Measured cross sections for isolated-photon plus one-jet production (dots) as functions of $|\cos \theta^\ast|$ in different regions of $m^{\gamma+\text{jet}_1}$. The NLO QCD predictions from JETPHOX corrected for hadronisation and underlying-event effects and using the CT10 PDF set (solid lines) are also shown. These predictions include direct and fragmentation contributions (D+F). The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature) and the shaded band represents the theoretical uncertainty. For most of the points, the inner error bars are smaller than the marker size and, thus, not visible. For visibility, the measured and predicted cross sections are scaled by the factors indicated in parentheses.

To gain further insight into the dynamics of the photon–jet system, cross sections are measured as functions of $|\cos \theta^\ast|$ in different regions of $m^{\gamma+\text{jet}_1}$. Fig. 5 shows the measured cross sections and NLO QCD predictions in nine regions of $m^{\gamma+\text{jet}_1}$. The NLO QCD predictions describe well the scale evolution of the measured cross sections. The LO QCD predictions of the direct and fragmentation contributions to the cross section are compared with the measurements in Fig. 6. Even though at NLO the two components are no longer distinguishable, the LO calculations are useful in illustrating the basic differences in the dynamics of the two processes. The contribution
Fig. 6. Measured cross sections for isolated-photon plus one-jet production (dots) as functions of $|\cos \theta^*|$ in different regions of $m_{\gamma-jet1}$, presented in Fig. 5. For visibility, the measured cross sections are scaled by the factors indicated in parentheses. For comparison, the LO QCD predictions from JETPHOX corrected for hadronisation and underlying-event effects and using the CT10 PDF set for direct (solid lines) and fragmentation (dashed lines) processes are shown separately. In each region of $m_{\gamma-jet1}$, the predictions are normalised to the integrated measured cross section by the factors shown in parentheses, which include the visibility factor. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.

from fragmentation shows a steeper increase as $|\cos \theta^*| \to 1$ than that from direct processes. This different behaviour is due to the different spin of the exchanged particle dominating each of the processes: a quark in the case of direct processes and a gluon in the case of fragmentation processes. The shape of the measured cross-section $d\sigma/d|\cos \theta^*|$ is much closer to that of the direct-photon processes than that of fragmentation in all $m_{\gamma-jet1}$ regions. This is consistent with
Fig. 7. Measured cross sections for isolated-photon plus one-jet production (dots) as functions of $|\cos \theta^*|$ in different regions of $m_{\gamma^{\ast} - \text{jet}1}$, presented in Fig. 5. For comparison, the predictions from SHERPA (solid lines) and PYTHIA (dashed lines) are also shown; the predictions are normalised to the data by a global factor, which is shown as the second factor in parentheses. In addition, for visibility, the measured and predicted cross sections are scaled by the first factor indicated in parentheses. For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.

the dominance of processes in which the exchanged particle is a quark. The predictions\textsuperscript{4} from PYTHIA and SHERPA are compared with the data in Fig. 7 and also give an adequate description of the measurements.

\textsuperscript{4} The MC predictions for every region in $m_{\gamma^{\ast} - \text{jet}1}$ are normalised using the same factors as for $d\sigma/dm_{\gamma^{\ast} - \text{jet}1}$. 

9.3. Cross sections for isolated-photon plus two-jet production

The measured cross-section $d\sigma/dE_T^\gamma$ (Fig. 8(a)) decreases by almost five orders of magnitude as $E_T^\gamma$ increases over the measured range. Values of $E_T^\gamma$ up to 1.1 TeV are measured. The experimental uncertainty ranges from 7% to 23%, dominated at low $E_T^\gamma$ by the jet energy scale uncertainty and at high $E_T^\gamma$ by the statistical uncertainty. The NLO QCD prediction from BLACKHAT is compared with the measurement in Fig. 8(a). The NLO QCD prediction gives a good
description of the data within the experimental and theoretical uncertainties for $E_T^\gamma < 750$ GeV. The theoretical uncertainty amounts to \approx 10\%; it is dominated by the contribution arising from scale uncertainties, in particular from the variation of $\mu_R$ for $E_T^\gamma \lesssim 500$ GeV, and by the uncertainty from the PDF for higher $E_T^\gamma$ values.

The measured cross-section $d\sigma/dp_T^{\text{jet2}}$ (Fig. 8(b)) decreases by almost five orders of magnitude within the measured range. The experimental uncertainty varies from 6\% to 46\% and is dominated by the jet energy scale uncertainty at low $p_T^{\text{jet2}}$ and by the statistical uncertainty at high $p_T^{\text{jet2}}$. The NLO QCD prediction gives a good description of the data. No significant deviation from the prediction from NLO QCD is observed up to the highest value measured of $p_T^{\text{jet2}} \approx 1$ TeV. The theoretical uncertainty grows from 10\% at $p_T^{\text{jet2}} \sim 70$ GeV to \approx 26\% for $p_T^{\text{jet2}} \sim 1$ TeV and is dominated by the variation of $\mu_R$ for $p_T^{\text{jet2}} \lesssim 250$ GeV and by the uncertainty from the PDF for higher $E_T^\gamma$ values.

The $d\sigma/d\Delta\phi^{\gamma-jet2}$ and $d\sigma/d\Delta\phi^{\text{jet1-jet2}}$ cross sections are shown in Figs. 8(c) and 8(d), respectively. The measured cross sections display a maximum at 2--2.5 radians. The NLO QCD predictions give a good description of the data.

The prediction from PYTHIA gives a good description of the measured cross-section $d\sigma/dE_T^\gamma$ up to $E_T^\gamma \sim 750$ GeV (see Fig. 9(a)), whereas the prediction from SHERPA describes well the measured cross-section $d\sigma/dp_T^{\text{jet2}}$ (see Fig. 9(b)). The predictions from SHERPA give a good description of the measured cross-section $d\sigma/d\Delta\phi^{\gamma-jet2}$ and $d\sigma/d\Delta\phi^{\text{jet1-jet2}}$ for the two $E_T^\gamma$ ranges: both cross-section distributions have different shapes for $E_T^\gamma$ below/above 300 GeV. The $d\sigma/d\Delta\phi^{\gamma-jet2}$ cross section is more peaked towards large values of $\Delta\phi^{\gamma-jet2}$ for $E_T^\gamma > 300$ GeV than that for $E_T^\gamma < 300$ GeV; the $d\sigma/d\Delta\phi^{\text{jet1-jet2}}$ cross section peaks at $\Delta\phi^{\text{jet1-jet2}} \sim 0.8$ rad (2.2 rad) for $E_T^\gamma > 300$ GeV ($E_T^\gamma < 300$ GeV). The NLO QCD predictions give a good description of the data and, in particular, reproduce the scale evolution of the measured cross sections. Fig. 11 shows the comparison of the data and the predictions from PYTHIA and SHERPA. The predictions from PYTHIA fail to describe the data whereas those from SHERPA describe well the shape of the measured cross-section distributions and their evolution with the scale.

9.4. Comparison of jet production around the photon and jet1

Fig. 12(a) shows the cross sections for photon plus two-jet production as functions of $\beta^{\text{jet1}}$ and $\beta^\gamma$. The two measured cross sections have different shapes: the measured cross-section $d\sigma/d\beta^{\text{jet1}}$ increases monotonically as $\beta^{\text{jet1}}$ increases, whereas the measured cross-section $d\sigma/d\beta^\gamma$ increases up to $\beta^\gamma \approx 1.8$ rad and then remains approximately constant. The predictions from SHERPA give a good description of the measured cross sections. To quantify the differences in the patterns of jet production around the photon and jet1, the ratio of the measured cross-sections $d\sigma/d\beta^{\text{jet1}}$ and $d\sigma/d\beta^\gamma$ is made. In the estimation of the systematic uncertainties of the ratio of the cross sections, the correlations between numerator and denominator are fully taken into account leading to complete or partial cancellations depending on the source of uncertainty. The ratio $(d\sigma/d\beta^{\text{jet1}})/(d\sigma/d\beta^\gamma)$, shown in Fig. 12(b), is enhanced at $\beta = 0$ and $\pi$ rad.
Fig. 9. Measured cross sections for isolated-photon plus two-jet production (dots) as functions of (a) $E_T^\gamma$, (b) $p_T^{\text{jet}2}$, (c) $\Delta \phi^{\gamma - \text{jet}2}$ and (d) $\Delta \phi^{\text{jet}1 - \text{jet}2}$. For comparison, the predictions from PYTHIA (dashed lines) and SHERPA (solid lines) normalised to the integrated measured cross sections (using the factors indicated in parentheses) are also shown. The bottom part of each figure shows the ratios of the MC predictions to the measured cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.

with respect to the value of the ratio at $\beta = \pi/2$ rad. The measured ratio is tested against the hypothesis of being independent of $\beta$ and the resulting $p$-value is 1.3%. Thus, it is observed, for the first time, that the patterns of QCD radiation around the photon and jet1 are different.

9.5. Cross sections for isolated-photon plus three-jet production

The measured cross-section $d\sigma/dE_T^\gamma$ ($d\sigma/dp_T^{\text{jet}3}$), shown in Fig. 13(a) (Fig. 13(b)), decreases by approximately five (three) orders of magnitude within the measured range. The measured
cross-section $d\sigma/d\Delta\phi_{\gamma-jet3}$ (Fig. 13(c)) increases as $\Delta\phi_{\gamma-jet3}$ increases whereas the measured cross sections as functions of $\Delta\phi_{jet1-jet3}$ (Fig. 13(d)) and $\Delta\phi_{jet2-jet3}$ (Fig. 13(e)) are approximately constant for $\Delta\phi_{jet1-jet3}, \Delta\phi_{jet2-jet3} > 1$ rad. The NLO QCD predictions from BLACKHAT give an adequate description of the data within the experimental and theoretical uncertainties; the predictions have a tendency to be systematically above the data.

The prediction from PYTHIA gives a good description of the measured cross-section $d\sigma/dE_T^\gamma$, whereas the prediction from SHERPA describes well the measured cross-section $d\sigma/dp_T^{jet3}$ (see Fig. 14). The predictions from SHERPA and PYTHIA give a good description of the measured cross sections as functions of $\Delta\phi_{\gamma-jet3}, \Delta\phi_{jet1-jet3}$ and $\Delta\phi_{jet2-jet3}$.

The scale evolution of the photon plus three-jet production is tested by measuring the distributions of the azimuthal angle between jet3 and the photon, jet1 or jet2 for $E_T^\gamma$ below/above 300 GeV. Fig. 15 shows the cross sections as functions of $\Delta\phi_{\gamma-jet3}, \Delta\phi_{jet1-jet3}$ and $\Delta\phi_{jet2-jet3}$ for the two $E_T^\gamma$ ranges: the shape of the cross-section distributions is different for $E_T^\gamma$ below/above 300 GeV. The $d\sigma/d\Delta\phi_{\gamma-jet3}$ cross section is more peaked towards large values of $\Delta\phi_{\gamma-jet3}$ for $E_T^\gamma > 300$ GeV than that for $E_T^\gamma < 300$ GeV; the $d\sigma/d\Delta\phi_{jet1-jet3}$ ($d\sigma/d\Delta\phi_{jet2-jet3}$) cross section
Fig. 11. Measured cross sections for isolated-photon plus two-jet production (dots) as functions of (a, b) $\Delta \phi^{\gamma-jet2}$ and (c, d) $\Delta \phi^{jet1-jet2}$ for (a, c) $E_T^{\gamma} < 300$ GeV and (b, d) $E_T^{\gamma} > 300$ GeV. For comparison, the predictions from PYTHIA (dashed lines) and SHERPA (solid lines) are also shown. The predictions are normalised to the data by a global factor, which is indicated in parentheses. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.

...decreases beyond the peak as $\Delta \phi^{jet1-jet3}$ ($\Delta \phi^{jet2-jet3}$) increases for $E_T^{\gamma} > 300$ GeV whereas it stays approximately constant for $E_T^{\gamma} < 300$ GeV. The NLO QCD predictions provide an adequate description of the measured cross sections and, thereby, of the observed scale evolution of the angular correlations. The predictions from PYTHIA and SHERPA, shown in Fig. 16, give an adequate description of the shape of the measured cross sections.

10. Summary

Measurements of the cross sections for the production of an isolated photon in association with one, two or three jets in proton–proton collisions at $\sqrt{s} = 8$ TeV, $pp \rightarrow \gamma +$ jet(s) + X, using a data set with an integrated luminosity of 20.2 fb$^{-1}$ recorded by the ATLAS detector at the LHC are presented. The photon is required to have $E_T^{\gamma} > 130$ GeV and $|\eta^{\gamma}| < 1.56$, excluding the region 1.37 < $|\eta^{\gamma}| < 1.56$, and to be isolated with $E_{iso}^{\gamma} < 10$ GeV. The jets are reconstructed using the anti-$k_t$ algorithm with radius parameter $R = 0.6$. 

...
The cross sections for photon plus one-jet are measured as functions of $E_T^\gamma$ and $p_T^{\text{jet1}}$ with $p_T^{\text{jet1}} > 100$ GeV; the measurements extend up to values of $E_T^\gamma (p_T^{\text{jet1}})$ of 1.1 TeV (1.2 TeV). The dependence on $m^{\gamma-\text{jet1}}$ and $|\cos \theta^*|$ is also measured for $m^{\gamma-\text{jet1}} > 467$ GeV and extends up to $m^{\gamma-\text{jet1}}$ of 2.45 TeV. The NLO QCD predictions from JETPHOX, corrected for hadronisation and underlying-event effects, give a good description of the measured cross-section distributions in both shape and normalisation. In particular, the measured dependence on $|\cos \theta^*|$ and its scale dependence is consistent with the dominance of processes in which a quark is being exchanged; the experimental (theoretical) uncertainty in $d\sigma/d|\cos \theta^*|$ amounts to $\approx 3\%$ (10%).

Photon plus two-jet production is investigated by measuring cross sections as functions of $E_T^\gamma$ and $p_T^{\text{jet2}}$ and angular correlations between the final-state objects for $p_T^{\text{jet1}} > 100$ GeV and $p_T^{\text{jet2}} > 65$ GeV. The NLO QCD predictions from BLACKHAT provide a good description of the measurements except for $E_T^\gamma > 750$ GeV. The predictions from SHERPA, which include higher-order tree-level matrix elements, are found to be superior to those from PYTHIA, based on $2 \rightarrow 2$ processes, in describing the distributions in $p_T^{\text{jet2}}$ and the angular correlations.

The patterns of QCD radiation around the photon and the leading jet are compared by measuring the production of the subleading jet in an annular region centred on the given final-state object. The cross sections as functions of $\beta^\gamma$ and $\beta^{\text{jet1}}$ are observed to be different. The ratio of the cross sections shows enhancements in the directions towards the beams, $\beta = 0$ and $\pi$ rad.

![Fig. 12. (a) Measured cross sections for isolated-photon plus two-jet production as functions of $\beta^{\text{jet1}}$ (dots) and $\beta^\gamma$ (open circles). For comparison, the predictions from SHERPA (blue solid and dashed lines) and PYTHIA (pink dash-dotted and dotted lines) normalised to the integrated measured cross sections (using the factors indicated in parentheses) are also shown. The bottom parts of the figure show the ratios of the MC predictions to the measured cross sections. (b) Ratio of the measured cross-section $d\sigma/d\beta^{\text{jet1}}$ and $d\sigma/d\beta^\gamma$ (dots); the ratios for the SHERPA and PYTHIA predictions are shown as solid and dashed lines, respectively. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature). For some of the points, the inner error bars are smaller than the marker size and, thus, not visible.](image-url)
Fig. 13. Measured cross sections for isolated-photon plus three-jet production (dots) as functions of (a) $E_T^{\gamma}$, (b) $p_T^{\text{jet}3}$, (c) $\Delta \phi^{\gamma-\text{jet}3}$, (d) $\Delta \phi^{\text{jet}1-\text{jet}3}$ and (e) $\Delta \phi^{\text{jet}2-\text{jet}3}$. The NLO QCD predictions from BLACKHAT corrected for hadronisation and underlying-event effects and using the CT10 PDF set (solid lines) are also shown. These predictions include only the direct contribution (D). The bottom part of each figure shows the ratio of the NLO QCD prediction to the measured cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature) and the shaded band represents the theoretical uncertainty. For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.
Fig. 14. Measured cross sections for isolated-photon plus three-jet production (dots) as functions of (a) $E_{T}^{\gamma}$, (b) $p_{T}^{\text{jet3}}$, (c) $\Delta\phi^{\gamma-\text{jet3}}$, (d) $\Delta\phi^{\text{jet1-jet3}}$ and (e) $\Delta\phi^{\text{jet2-jet3}}$. For comparison, the predictions from SHERPA (solid lines) and PYTHIA (dashed lines) normalised to the integrated measured cross sections (using the factors indicated in parentheses) are also shown. The bottom part of each figure shows the ratios of the MC predictions to the measured cross section. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.
Fig. 15. Measured cross sections for isolated-photon plus three-jet production (dots) as functions of (a, b) $\Delta \phi^{\gamma,jet1}$, (c, d) $\Delta \phi^{jet1-jet3}$ and (e, f) $\Delta \phi^{jet2-jet3}$ for (a, c, e) $E_T^\gamma < 300$ GeV and (b, d, f) $E_T^\gamma > 300$ GeV. The NLO QCD predictions from BLACKHAT corrected for hadronisation and underlying-event effects and using the CT10 PDF set are also shown as solid lines. These predictions include only the direct contribution (D). The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature) and the shaded band represents the theoretical uncertainty. For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.
Fig. 16. Measured cross sections for isolated-photon plus three-jet production (dots) as functions of (a, b) $\Delta \phi^{3\text{-jet}}$, (c, d) $\Delta \phi^{\gamma\text{-jet}1\text{-jet}3}$ and (e, f) $\Delta \phi^{\gamma\text{-jet}2\text{-jet}3}$ for (a, c, e) $E_\gamma^{\text{T}} < 300$ GeV and (b, d, f) $E_\gamma^{\text{T}} > 300$ GeV. For comparison, the predictions from PYTHIA (dashed lines) and SHERPA (solid lines) are also shown. The predictions are normalised to the data by a global factor, which is indicated in parentheses. The inner (outer) error bars represent the statistical uncertainties (the statistical and systematic uncertainties added in quadrature). For most of the points, the inner error bars are smaller than the marker size and, thus, not visible.
Photon plus three-jet production is characterised by measurements of cross sections as functions of $E_T^{γ}$, $p_T^{jet3}$ and angular correlations for $p_T^{jet1} > 100$ GeV, $p_T^{jet2} > 65$ GeV and $p_T^{jet3} > 50$ GeV. The NLO QCD predictions from BLACKHAT provide an adequate description of the measurements. Whereas the prediction from SHERPA for $p_T^{jet3}$ is superior to that from PYTHIA, both give adequate descriptions of the angular correlations.

All these studies provide stringent tests of pQCD and scrutinise the description of the dynamics of isolated-photon plus jets production in $pp$ collisions up to $\mathcal{O}(α emα_s^3)$.

Acknowledgements

We thank CERN for the very successful operation of the LHC, as well as the support staff from our institutions without whom ATLAS could not be operated efficiently.

We acknowledge the support of ANPCyT, Argentina; YerPhI, Armenia; ARC, Australia; BMWFW and FWF, Austria; ANAS, Azerbaijan; SNU, Belarus; CNPq and FAPESP, Brazil; NSERC, NRC and CFI, Canada; CERN; CONICYT, Chile; CAS, MOST and NSFC, China; COLCIENCIAS, Colombia; MZMT CR, MPO CR and VSC CR, Czech Republic; DNRF and DNSRC, Denmark; IN2P3-CNRS, CEA-DSM/IRFU, France; SRNSF, Georgia; BMBF, HGF, and MPG, Germany; GSRT, Greece; RGC, Hong Kong SAR, China; ISF, I-CORE and Benoziyo Center, Israel; INFN, Italy; MEXT and JSPS, Japan; CNRST, Morocco; FOM and NWO, Netherlands; RCN, Norway; MNiSW and NCN, Poland; FCT, Portugal; MNE/IFA, Romania; MES of Russia and NRC KI, Russian Federation; JINR; MESTD, Serbia; MSSR, Slovakia; ARRS and MIZŠ, Slovenia; DST/NRF, South Africa; MINECO, Spain; SRC and Wallenberg Foundation, Sweden; SERI, SNSF and Cantons of Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, United Kingdom; DOE and NSF, United States of America. In addition, individual groups and members have received support from BCKDF, the Canada Council, Canarie, CRC, Compute Canada, FQRNT, and the Ontario Innovation Trust, Canada; EPLANET, ERC, ERDF, FP7, Horizon 2020 and Marie Skłodowska-Curie Actions, European Union; Investissements d’Avenir Labex and Idex, ANR, Région Auvergne and Fondation Partager le Savoir, France; DFG and AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-financed by EU-ESF and the Greek NSRF; BSF, GIF and Minerva, Israel; BRF, Norway; CERCA Programme Generalitat de Catalunya, Generalitat Valenciana, Spain; the Royal Society and Leverhulme Trust, United Kingdom.

The crucial computing support from all WLCG partners is acknowledged gratefully, in particular from CERN, the ATLAS Tier-1 facilities at TRIUMF (Canada), NDGF (Denmark, Norway, Sweden), CC-IN2P3 (France), KIT/GridKA (Germany), INFN-CNAF (Italy), NL-T1 (Netherlands), PIC (Spain), ASGC (Taiwan), RAL (UK) and BNL (USA), the Tier-2 facilities worldwide and large non-WLCG resource providers. Major contributors of computing resources are listed in Ref. [51].

References

The ATLAS Collaboration

L. Franconi\textsuperscript{121}, M. Franklin\textsuperscript{59}, M. Frate\textsuperscript{166}, M. Fraternali\textsuperscript{123a,123b}, D. Freeborn\textsuperscript{81}, S.M. Fressard-Batranceanu\textsuperscript{32}, F. Friedrich\textsuperscript{47}, D. Froidevaux\textsuperscript{32}, J.A. Frost\textsuperscript{122}, C. Fukunaga\textsuperscript{158}, E. Fullana Torregrosa\textsuperscript{86}, T. Fusayasu\textsuperscript{104}, J. Fuster\textsuperscript{170}, C. Gabaldon\textsuperscript{58}, O. Gabizon\textsuperscript{154}, A. Gabrielli\textsuperscript{22a,22b}, A. Gabrielli\textsuperscript{16}, G.P. Gach\textsuperscript{41a}, S. Gadatsch\textsuperscript{32}, G. Gagliardi\textsuperscript{53a,53b}, L.G. Gagnon\textsuperscript{97}, P. Gagnon\textsuperscript{64}, C. Galea\textsuperscript{108}, B. Galhardo\textsuperscript{128a,128c}, E.J. Gallas\textsuperscript{122}, B.J. Gallop\textsuperscript{133}, P. Gallus\textsuperscript{49}, G. Galster\textsuperscript{39}, K.K. Gan\textsuperscript{113}, S. Ganguly\textsuperscript{37}, J. Gao\textsuperscript{36a}, Y. Gao\textsuperscript{49}, Y.S. Gao\textsuperscript{145,g}, F.M. Garay Walls\textsuperscript{49}, C. García\textsuperscript{170}, J.E. García Navarro\textsuperscript{170}, M. Garcia-Sciveres\textsuperscript{16}, R.W. Gardner\textsuperscript{33}, N. Garelli\textsuperscript{145}, V. Garonne\textsuperscript{121}, A. Gascon Bravo\textsuperscript{45}, K. Gasnikova\textsuperscript{45}, C. Gatti\textsuperscript{50}, A. Gaudiello\textsuperscript{53a,53b}, G. Gaudio\textsuperscript{123a}, L. Gauthier\textsuperscript{97}, I.L. Gavrilenko\textsuperscript{98}, C. Gay\textsuperscript{171}, G. Gaycken\textsuperscript{23}, E.N. Gazis\textsuperscript{10}, Z. Gecse\textsuperscript{171}, C.N.P. Gee\textsuperscript{133}, Ch. Geich-Gimbel\textsuperscript{23}, M. Geisen\textsuperscript{86}, M.P. Geisler\textsuperscript{50a}, K. Gellerstedt\textsuperscript{148a,148b}, C. Gemme\textsuperscript{53a}, M.H. Genest\textsuperscript{58}, C. Geng\textsuperscript{36a,q}, S. Gentile\textsuperscript{134a,134b}, C. Gentsos\textsuperscript{156}, S. George\textsuperscript{80}, D. Gerbaudo\textsuperscript{13}, A. Gershon\textsuperscript{155}, T.P.S. Gillam\textsuperscript{30}, D. Gillberg\textsuperscript{31}, G. Gilles\textsuperscript{178}, D.M. Gingrich\textsuperscript{3,d}, N. Giokaris\textsuperscript{9,*}, M.P. Giordani\textsuperscript{167a,167c}, F.M. Giorgi\textsuperscript{22a}, P.F. Giraud\textsuperscript{138}, P. Giromini\textsuperscript{59}, D. Giugni\textsuperscript{94a}, F. Giulì\textsuperscript{122}, C. Giuliani\textsuperscript{103}, M. Giulini\textsuperscript{60b}, B.K. Gjelsten\textsuperscript{121}, S. Gkaitatzis\textsuperscript{156}, I. Gkialas\textsuperscript{9}, E.L. Gkougkousis\textsuperscript{139}, L.K. Gladilin\textsuperscript{101}, C. Glasman\textsuperscript{85}, J. Glazier\textsuperscript{13}, P.C.F. Glaysher\textsuperscript{49}, A. Glazov\textsuperscript{45}, M. Gobbi\textsuperscript{25}, J. Godlewski\textsuperscript{42}, S. Goldfarb\textsuperscript{91}, T. Golling\textsuperscript{52}, D. Golubkov\textsuperscript{132}, A. Gomes\textsuperscript{128a,128b,128d}, R. Gonçalo\textsuperscript{128a}, J. Goncalves Pinto Firmino Da Costa\textsuperscript{138}, G. Gonella\textsuperscript{51}, L. Gonella\textsuperscript{19}, A. Gongadze\textsuperscript{68}, S. González de la Hoz\textsuperscript{170}, S. Gonzalez-Sevilla\textsuperscript{52}, L. Goossens\textsuperscript{32}, P.A. Gorbounov\textsuperscript{99}, H.A. Gordon\textsuperscript{27}, I. Gorelov\textsuperscript{107}, B. Gorini\textsuperscript{32}, E. Gorini\textsuperscript{76a,76b}, A. Gorišek\textsuperscript{78}, A.T. Goshaw\textsuperscript{48}, C. Gösslö\textsuperscript{46}, M.I. Gostkin\textsuperscript{68}, C.R. Goudet\textsuperscript{119}, D. Goujdami\textsuperscript{137c}, A.G. Goussiou\textsuperscript{140}, N. Govender\textsuperscript{147b,r}, E. Gozani\textsuperscript{154}, L. Graber\textsuperscript{57}, I. Grabowska-Bold\textsuperscript{41a}, P.O.J. Gradin\textsuperscript{58}, P. Grafström\textsuperscript{22a,22b}, J. Gramling\textsuperscript{52}, E. Gramstad\textsuperscript{121}, S. Grancagnolo\textsuperscript{17}, V. Gratchev\textsuperscript{125}, P.M. Gravila\textsuperscript{28e}, H.M. Gray\textsuperscript{32}, E. Graziani\textsuperscript{136a}, Z.D. Greenwood\textsuperscript{82,s}, C. Grefe\textsuperscript{23}, K. Gregersen\textsuperscript{81}, I.M. Gregor\textsuperscript{45}, P. Grenier\textsuperscript{145}, K. Grevtsov\textsuperscript{5}, J. Griffiths\textsuperscript{8}, A.A. Grillo\textsuperscript{139}, K. Grimm\textsuperscript{75}, S. Grinstein\textsuperscript{13,t}, Ph. Gris\textsuperscript{37}, J.-F. Grivaz\textsuperscript{19}, S. Groh\textsuperscript{86}, E. Gross\textsuperscript{175}, J. Grosse-Knetter\textsuperscript{57}, G.C. Grossi\textsuperscript{82}, Z.J. Grout\textsuperscript{81},

1 Department of Physics, University of Adelaide, Adelaide, Australia
2 Physics Department, SUNY Albany, Albany NY, United States
3 Department of Physics, University of Alberta, Edmonton AB, Canada
4 (a) Department of Physics, Ankara University, Ankara; (b) Istanbul Aydin University, Istanbul; (c) Division of Physics, TOBB University of Economics and Technology, Ankara, Turkey
5 LAPP, CNRS/IN2P3 and Université Savoie Mont Blanc, Annecy-le-Vieux, France
6 High Energy Physics Division, Argonne National Laboratory, Argonne IL, United States
7 Department of Physics, University of Arizona, Tucson AZ, United States
8 Department of Physics, The University of Texas at Arlington, Arlington TX, United States
9 Physics Department, National and Kapodistrian University of Athens, Athens, Greece
10 Physics Department, National Technical University of Athens, Zografou, Greece
11 Department of Physics, The University of Texas at Austin, Austin TX, United States
12 Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan
13 Institut de Física d’Altes Energies (IFAE), The Barcelona Institute of Science and Technology, Barcelona, Spain
14 Institute of Physics, University of Belgrade, Belgrade, Serbia
15 Department for Physics and Technology, University of Bergen, Bergen, Norway
16 Physics Division, Lawrence Berkeley National Laboratory and University of California, Berkeley CA, United States
17 Department of Physics, Humboldt University, Berlin, Germany
18 Albert Einstein Center for Fundamental Physics and Laboratory for High Energy Physics, University of Bern, Bern, Switzerland
19 School of Physics and Astronomy, University of Birmingham, Birmingham, United Kingdom
20 (a) Department of Physics, Bogazici University, Istanbul; (b) Department of Physics Engineering, Gaziantep University, Gaziantepe; (c) Istanbul Bilgi University, Faculty of Engineering and Natural Sciences, Istanbul, Turkey;
21 (d) Bahcesehir University, Faculty of Engineering and Natural Sciences, Istanbul, Turkey;
22 Centro de Investigaciones, Universidad Antonio Narino, Bogota, Colombia
23 (e) INFN Sezione di Bologna; (f) Dipartimento di Fisica e Astronomia, Università di Bologna, Bologna, Italy
24 Physikalisches Institut, University of Bonn, Bonn, Germany
25 Department of Physics, Boston University, Boston MA, United States
26 Department of Physics, Brandeis University, Waltham MA, United States
27 (a) Universidade Federal do Rio de Janeiro COPPE/EE/IF, Rio de Janeiro; (b) Electrical Circuits Department, Federal University of Juiz de Fora (UFJF), Juiz de Fora; (c) Federal University of Sao Joao del Rei (UFSJ), Sao Joao del Rei; (d) Instituto de Física, Universidade de Sao Paulo, Sao Paulo, Brazil
28 Physics Department, Brookhaven National Laboratory, Upton NY, United States
29 (a) Transilvania University of Brasov, Brasov, Romania; (b) Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest; (c) National Institute for Research and Development of Isotopic and Molecular Technologies, Physics Department, Cluj Napoca; (d) University Politehnica Bucharest, Bucharest; (e) West University in Timisoara, Timisoara, Romania
30 Departamento de Física, Universidad de Buenos Aires, Buenos Aires, Argentina
31 Cavendish Laboratory, University of Cambridge, Cambridge, United Kingdom
32 Department of Physics, Carleton University, Ottawa ON, Canada
33 CERN, Geneva, Switzerland
34 Enrico Fermi Institute, University of Chicago, Chicago IL, United States
35 (a) Departamento de Física, Pontificia Universidad Católica de Chile, Santiago; (b) Departamento de Física, Universidad Técnica Federico Santa María, Valparaiso, Chile
36 (a) Institute of High Energy Physics, Chinese Academy of Sciences, Beijing; (b) Department of Physics, Nanjing University, Jiangsu; (c) Physics Department, Tsinghua University, Beijing 100084, China
37 (a) Department of Modern Physics, University of Science and Technology of China, Anhui; (b) School of Physics, Shandong University, Shandong; (c) Department of Physics and Astronomy, Key Laboratory for Particle Physics, Astrophysics and Cosmology, Ministry of Education, Shanghai Key Laboratory for Particle Physics and Cosmology (SKLPPC), Shanghai Jiao Tong University, Shanghai, China
38 Laboratoire de Physique Corpusculaire, Université Clermont Auvergne, Université Blaise Pascal, CNRS/IN2P3, Clermont-Ferrand, France
39 Névis Laboratory, Columbia University, Irvington NY, United States
40 Niels Bohr Institute, University of Copenhagen, Kobenhavn, Denmark

86 Institut für Physik, Universität Mainz, Mainz, Germany
87 School of Physics and Astronomy, University of Manchester, Manchester, United Kingdom
88 CPPM, Aix-Marseille Université et CNRS/IN2P3, Marseille, France
89 Department of Physics, University of Massachusetts, Amherst MA, United States
90 Department of Physics, McGill University, Montreal QC, Canada
91 School of Physics, University of Melbourne, Victoria, Australia
92 Department of Physics, The University of Michigan, Ann Arbor MI, United States
93 Department of Physics and Astronomy, Michigan State University, East Lansing MI, United States
94 (a) INFN Sezione di Milano; (b) Dipartimento di Fisica, Università di Milano, Milano, Italy
95 B.I. Stepanov Institute of Physics, National Academy of Sciences of Belarus, Minsk, Belarus
96 Research Institute for Nuclear Problems of Byelorussian State University, Minsk, Belarus
97 Group of Particle Physics, University of Montreal, Montreal QC, Canada
98 P.N. Lebedev Physical Institute of the Russian Academy of Sciences, Moscow, Russia
99 Institute for Theoretical and Experimental Physics (ITEP), Moscow, Russia
100 National Research Nuclear University MEPhI, Moscow, Russia
101 D.V. Skobeltsyn Institute of Nuclear Physics, M.V. Lomonosov Moscow State University, Moscow, Russia
102 Fakultät für Physik, Ludwig-Maximilians-Universität München, München, Germany
103 Max-Planck-Institut für Physik (Werner-Heisenberg-Institut), München, Germany
104 Nagasaki Institute of Applied Science, Nagasaki, Japan
105 Graduate School of Science and Kobayashi-Maskawa Institute, Nagoya University, Nagoya, Japan
106 (a) INFN Sezione di Napoli; (b) Dipartimento di Fisica, Università di Napoli, Napoli, Italy
107 Department of Physics and Astronomy, University of New Mexico, Albuquerque NM, United States
108 Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen, Netherlands
109 Nikhef National Institute for Subatomic Physics and University of Amsterdam, Amsterdam, Netherlands
110 Department of Physics, Northern Illinois University, DeKalb IL, United States
111 Budker Institute of Nuclear Physics, SB RAS, Novosibirsk, Russia
112 Department of Physics, New York University, New York NY, United States
113 Ohio State University, Columbus OH, United States
114 Faculty of Science, Okayama University, Okayama, Japan
115 Homer L. Dodge Department of Physics and Astronomy, University of Oklahoma, Norman OK, United States
116 Department of Physics, Oklahoma State University, Stillwater OK, United States
117 Palacký University, RCPSTM, Olomouc, Czech Republic
118 Center for High Energy Physics, University of Oregon, Eugene OR, United States
119 LAL, Univ. Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France
120 Graduate School of Science, Osaka University, Osaka, Japan
121 Department of Physics, University of Oslo, Oslo, Norway
122 Department of Physics, Oxford University, Oxford, United Kingdom
123 (a) INFN Sezione di Pavia; (b) Dipartimento di Fisica, Università di Pavia, Pavia, Italy
124 Department of Physics, University of Pennsylvania, Philadelphia PA, United States
125 National Research Centre “Kurchatov Institute” B.P.Konstantinov Petersburg Nuclear Physics Institute, St. Petersburg, Russia
126 (a) INFN Sezione di Pisa; (b) Dipartimento di Fisica E. Fermi, Università di Pisa, Pisa, Italy
127 Department of Physics and Astronomy, University of Pittsburgh, Pittsburgh PA, United States
128 (a) Laboratório de Instrumentação e Física Experimental de Partículas – LIP, Lisboa; (b) Faculdade de Ciências, Universidade de Lisboa, Lisboa; (c) Departamento de Física, University of Coimbra, Coimbra; (d) Centro de Física Nuclear da Universidade de Lisboa, Lisboa; (e) Departamento de Física, Universidade do Minho, Braga; (f) Departamento de Física Teórica y del Cosmos and CAFPE, Universidad de Granada, Granada (Spain); (g) Dep Física and CEFITEC de Faculdade de Ciencias e Tecnologia, Universidade Nova de Lisboa, Caparica, Portugal
129 Institute of Physics, Academy of Sciences of the Czech Republic, Praha, Czech Republic
130 Czech Technical University in Prague, Praha, Czech Republic
131 Charles University, Faculty of Mathematics and Physics, Prague, Czech Republic
132 State Research Center Institute for High Energy Physics (Protvino), NRC KI, Russia
133 Particle Physics Department, Rutherford Appleton Laboratory, Didcot, United Kingdom
134 (a) INFN Sezione di Roma; (b) Dipartimento di Fisica, Sapienza Università di Roma, Roma, Italy
135 (a) INFN Sezione di Roma Tor Vergata; (b) Dipartamento di Fisica, Università di Roma Tor Vergata, Roma, Italy
Yerevan Physics Institute, Yerevan, Armenia
Centre de Calcul de l'Institut National de Physique Nucléaire et de Physique des Particules (IN2P3), Villeurbanne, France

\(^{a}\) Also at Department of Physics, King's College London, London, United Kingdom.
\(^{b}\) Also at Institute of Physics, Azerbaijan Academy of Sciences, Baku, Azerbaijan.
\(^{c}\) Also at Novosibirsk State University, Novosibirsk, Russia.
\(^{d}\) Also at TRIUMF, Vancouver BC, Canada.
\(^{e}\) Also at Department of Physics & Astronomy, University of Louisville, Louisville, KY, United States of America.
\(^{f}\) Also at Physics Department, An-Najah National University, Nablus, Palestine.
\(^{g}\) Also at Department of Physics, California State University, Fresno CA, United States of America.
\(^{h}\) Also at Department of Physics, University of Fribourg, Fribourg, Switzerland.
\(^{i}\) Also at Departament de Física de la Universitat Autonoma de Barcelona, Barcelona, Spain.
\(^{j}\) Also at Departamento de Física e Astronomía, Faculdade de Ciencias, Universidade do Porto, Portugal.
\(^{k}\) Also at Tomsk State University, Tomsk, Russia.
\(^{l}\) Also at The Collaborative Innovation Center of Quantum Matter (CICQM), Beijing, China.
\(^{m}\) Also at Universita di Napoli Parthenope, Napoli, Italy.
\(^{n}\) Also at Institute of Particle Physics (IPP), Canada.
\(^{o}\) Also at Horia Hulubei National Institute of Physics and Nuclear Engineering, Bucharest, Romania.
\(^{p}\) Also at Department of Physics, St. Petersbug State Polytechnical University, St. Petersburg, Russia.
\(^{q}\) Also at Department of Physics, The University of Michigan, Ann Arbor MI, United States of America.
\(^{r}\) Also at Centre for High Performance Computing, CSIR Campus, Rosebank, Cape Town, South Africa.
\(^{s}\) Also at Louisiana Tech University, Ruston LA, United States of America.
\(^{t}\) Also at Instituto Catalana de Recerca i Estudis Avancats, ICREA, Barcelona, Spain.
\(^{u}\) Also at Graduate School of Science, Osaka University, Osaka, Japan.
\(^{v}\) Also at Fakultät für Mathematik und Physik, Albert-Ludwigs-Universität, Freiburg, Germany.
\(^{w}\) Also at Institute for Mathematics, Astrophysics and Particle Physics, Radboud University Nijmegen/Nikhef, Nijmegen, Netherlands.
\(^{x}\) Also at Department of Physics, The University of Texas at Austin, Austin TX, United States of America.
\(^{y}\) Also at Institute of Theoretical Physics, Ilia State University, Tbilisi, Georgia.
\(^{z}\) Also at CERN, Geneva, Switzerland.
\(^{aa}\) Also at Georgian Technical University (GTU), Tbilisi, Georgia.
\(^{ab}\) Also at Ochadai Academic Production, Ochanomizu University, Tokyo, Japan.
\(^{ac}\) Also at Manhattan College, New York NY, United States of America.
\(^{ad}\) Also at Academia Sinica Grid Computing, Institute of Physics, Academia Sinica, Taipei, Taiwan.
\(^{ae}\) Also at School of Physics, Shandong University, Shandong, China.
\(^{af}\) Also at Departamento de Física Teorica y del Cosmos and CAFPE, Universidad de Granada, Granada (Spain), Portugal.
\(^{ag}\) Also at Department of Physics, California State University, Sacramento CA, United States of America.
\(^{ah}\) Also at Moscow Institute of Physics and Technology State University, Dolgoprudny, Russia.
\(^{ai}\) Also at Département de Physique Nucleaire et Corpusculaire, Université de Genève, Geneva, Switzerland.
\(^{aj}\) Also at Eotvos Lorand University, Budapest, Hungary.
\(^{ak}\) Also at Departments of Physics & Astronomy and Chemistry, Stony Brook University, Stony Brook NY, United States of America.
\(^{al}\) Also at International School for Advanced Studies (SISSA), Trieste, Italy.
\(^{am}\) Also at Department of Physics and Astronomy, University of South Carolina, Columbia SC, United States of America.
\(^{an}\) Also at Institut de Física d’Altes Energies (IFAE), The Barcelona Institute of Science and Technology, Barcelona, Spain.
\(^{ao}\) Also at School of Physics, Sun Yat-sen University, Guangzhou, China.
\(^{ap}\) Also at Institute for Nuclear Research and Nuclear Energy (INRNE) of the Bulgarian Academy of Sciences, Sofia, Bulgaria.
\(^{aq}\) Also at Faculty of Physics, M.V. Lomonosov Moscow State University, Moscow, Russia.
Also at Institute of Physics, Academia Sinica, Taipei, Taiwan.

Also at National Research Nuclear University MEPhI, Moscow, Russia.

Also at Department of Physics, Stanford University, Stanford CA, United States of America.

Also at Institute for Particle and Nuclear Physics, Wigner Research Centre for Physics, Budapest, Hungary.

Also at Giresun University, Faculty of Engineering, Turkey.

Also at Flensburg University of Applied Sciences, Flensburg, Germany.

Also at CPPM, Aix-Marseille Université and CNRS/IN2P3, Marseille, France.

Also at University of Malaya, Department of Physics, Kuala Lumpur, Malaysia.

Also at LAL, Univ. Paris-Sud, CNRS/IN2P3, Université Paris-Saclay, Orsay, France.

* Deceased.