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Measurement of total and differential $W^+W^-$ production cross sections in proton-proton collisions at $\sqrt{s} = 8$ TeV with the ATLAS detector and limits on anomalous triple-gauge-boson couplings

The ATLAS Collaboration

Abstract

The production of $W$ boson pairs in proton-proton collisions at $\sqrt{s} = 8$ TeV is studied using data corresponding to 20.3 fb$^{-1}$ of integrated luminosity collected by the ATLAS detector during 2012 at the CERN Large Hadron Collider. The $W$ bosons are reconstructed using their leptonic decays into electrons or muons and neutrinos. Events with reconstructed jets are not included in the candidate event sample. A total of 6636 $WW$ candidate events are observed. Measurements are performed in fiducial regions closely approximating the detector acceptance. The integrated measurement is corrected for all acceptance effects and for the $W$ branching fractions to leptons in order to obtain the total $WW$ production cross section, which is found to be $71.1 \pm 1.1$(stat) $^{+5.7}_{-3.2}$(syst) $\pm 1.4$(lumi) pb. This agrees with the next-to-next-to-leading-order Standard Model prediction of $63.2^{+1.6}_{-1.3}$(scale)$\pm 1.2$(PDF) pb. Fiducial differential cross sections are measured as a function of each of six kinematic variables. The distribution of the transverse momentum of the leading lepton is used to set limits on anomalous triple-gauge-boson couplings.
The measurement of the production of pairs of electroweak gauge bosons plays a central role in tests of the Standard Model (SM) and in searches for new physics at the TeV scale [1]. The $WW$ production cross...
section would grow arbitrarily large as a function of the centre-of-mass energy of the production process, \(\sqrt{s}\), were it not for the cancellations of \(s\)- and \(t\)-channel \(W^+W^-\) (henceforth denoted \(WW\)) processes. New physics phenomena can occur as deviations from the gauge structure of the Standard Model in the triple-gauge-boson couplings \(ZWW\) or \(\gamma WW\) [2], termed anomalous triple-gauge-boson couplings (aTGCs). As the cross section for \(WW\) production is one of the largest among those involving a triple-gauge-boson vertex, it allows tests of the self-interaction of the gauge bosons to be made with high precision through measurements of differential kinematic distributions. Studies of the \(WW\) production process are particularly important as it constitutes a large irreducible background to searches for physics beyond the SM as well as to resonant \(H \rightarrow W^+W^-\) production.

A precise measurement of \(WW\) production also tests the validity of the theoretical calculations. Perturbative quantum chromodynamics (pQCD) is the essential ingredient in all these calculations and a recent calculation of non-resonant \(WW\) production has been performed up to next-to-next-to-leading order (NNLO) [3]. However, fixed-order calculations may fail to describe effects that arise from restrictions imposed on the phase space of the measurement. In this analysis, it is required that there be no jets above a certain transverse momentum threshold, which introduces an additional momentum scale in the theoretical calculation. Resumming the resulting large logarithms can improve the accuracy of the prediction. Several calculations including resummation effects up to next-to-next-to-leading logarithms (NNLL) have appeared recently in the literature [4–6]. Both the fixed-order and resummed predictions are compared to the measurements in this paper.

The existence of a non-zero self-coupling of the Standard Model gauge bosons has been proved by measurements of \(WW\) production in electron–positron collisions at LEP [7]. The first measurement of the production of \(W\) boson pairs at a hadron collider was conducted by the CDF experiment using Tevatron Run I data [8]. Since then, more precise results have been published by the CDF [9] and DØ experiments [10]. The \(WW\) production cross sections have already been measured at the LHC for a centre-of-mass energy of \(\sqrt{s} = 7\) TeV by the ATLAS Collaboration [11] and for centre-of-mass energies of \(\sqrt{s} = 7\) TeV and 8 TeV by the CMS Collaboration [12, 13]. Limits on anomalous couplings have been reported in these publications as well and, in several cases, are comparable to the most stringent aTGC limits set by the LEP experiments [7].

The present analysis uses a data sample with an integrated luminosity of 20.3 fb\(^{-1}\) at a centre-of-mass energy of \(\sqrt{s} = 8\) TeV. The total and fiducial \(WW\) production cross sections are measured using \(W \rightarrow e\nu\) and \(W \rightarrow \mu\nu\) decays. Furthermore, measurements of differential cross sections are presented and limits on anomalous triple-gauge-boson couplings are reported.

2 Analysis overview

The production of \(WW\) signal events takes place dominantly through quark–antiquark \(t\)-channel scattering and \(s\)-channel annihilation, denoted by \(q\bar{q} \rightarrow W^+W^-\),\(^1\) and are shown in Figures 1(a) and 1(b), where the latter process involves a triple-gauge-boson vertex. In addition, \(W\) boson pairs can be produced via gluon fusion through a quark loop; these are the non-resonant \(gg \rightarrow W^+W^-\) and the resonant Higgs boson \(gg \rightarrow H \rightarrow W^+W^-\) production processes in Figures 1(c) and 1(d). All of these are considered as signal processes in this analysis.

\(^1\) In the following, \(q\bar{q} \rightarrow W^+W^-\) is taken to also include \(qqg\) initial states contributing to \(t\)-channel and \(s\)-channel \(WW\) production.
The $WW$ candidate events are selected in fully leptonic decay channels, resulting in final states of $e^+\nu_e\mu^-\bar{\nu}_\mu$, $e^+e^-\bar{\nu}_e\bar{\nu}_e$ and $\mu^+\nu_\mu\mu^-\bar{\nu}_\mu$. In the following, the different final states are referred to as $e\mu$, $ee$ and $\mu\mu$.

Backgrounds to these final states originate from a variety of processes. Top-quark production ($t\bar{t}$ and the associated production of a single top quark and a $W$ boson) also results in events with $W$ pairs. In this case, the $W$ bosons are, however, accompanied by $b$-quarks that hadronise into jets. To enhance the purity of the signal candidates, events are rejected if any jets above a certain transverse momentum threshold are present in the final state. The Drell–Yan background is suppressed by requirements on missing transverse momentum, caused in $WW$ events by final-state neutrinos. For final states with same-flavour leptons, a veto on dilepton invariant masses close to the $Z$ pole mass is used. Other backgrounds stem from the $W$+jets or multijet production processes where one or more jets are misidentified as leptons. Diboson processes such as production of a heavy boson with an off- or on-shell photon or a $Z$ boson, $WZ(\gamma^*)$, $W/Z+\gamma$ and $ZZ$ production, where one of the leptons falls outside the acceptance of the detector or a photon converts to an electron–positron pair, are additional sources of backgrounds. Backgrounds stemming from top-quark, Drell–Yan, $W$+jets and multijet production are evaluated using partially data-driven methods, where simulated event samples are only used to describe the shape of kinematic distributions or to validate the methods. The background from diboson production processes is modelled using Monte Carlo samples normalised to the expected production cross section using theoretical calculations at the highest available order. Other processes, such as double parton interactions, vector-boson fusion processes or associated $WH$ production, resulting in $e\mu$, $ee$ and $\mu\mu$ final states are not considered explicitly in the analysis as their contribution to the selected event sample is expected to be negligible ($<0.6\%$).

The $e\mu$, $ee$ and $\mu\mu$ measurements of the total $WW$ production cross section are combined using a likelihood fit that includes the branching fractions into electrons or muons, whereas the fiducial cross sections are calculated per final state. Contributions from leptonic $\tau$-decays are not included in the definitions of the fiducial cross sections in order to allow comparisons with existing theoretical predictions. Because of its larger signal acceptance and smaller background, only the $e\mu$ final state is used to measure differential cross sections and to set limits on anomalous triple-gauge-boson-couplings.

The differential cross sections are reported as a function of the transverse momentum of the leading lepton, $p_T^{\text{lead}}$, the transverse momentum of the dilepton system, $p_T(\ell\ell)$, and the dilepton invariant mass, $m_{\ell\ell}$, all of which are correlated with the centre-of-mass energy of the interaction and thus sensitive to contributions from new physics processes at high values of $\sqrt{s}$. Differential cross sections are also reported as a
function of the azimuthal angle between the decay leptons, $\Delta \phi_{\ell\ell}$, which is correlated with the polarisation of the $W$ bosons and plays a special role in the extraction of the scalar Higgs boson signal. Additional measurements are presented as a function of the rapidity of the dilepton system, $|y_{\ell\ell}|$, and the observable $|\cos(\theta^*)|$, which is defined using the difference between the pseudorapidities of the leptons, $\Delta \eta_{\ell\ell}$, as follows:

$$|\cos(\theta^*)| = |\tanh\left(\frac{\Delta \eta_{\ell\ell}}{2}\right)|,$$

where the pseudorapidity is defined as $\eta = -\ln \tan(\theta/2)$ with $\theta$ being the polar angle.\footnote{The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal $pp$ interaction point at the centre of the detector. The positive $x$-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive $y$-axis pointing upwards, while the beam direction defines the $z$-axis. The azimuthal angle $\phi$ is measured around the beam axis and the polar angle $\theta$ is the angle from the $z$-axis. The distance in $\eta - \phi$ space between two objects is defined as $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$. Transverse energy is computed as $E_T = E \cdot \sin \theta$.}

These variables are correlated with the rapidity and the boost of the $WW$ system along the $z$-axis. The $|\cos(\theta^*)|$ variable has been suggested for searches for new physics in $WW$ production in the low-$p_T$ regime\cite{14}.\footnote{The ATLAS detector is a general-purpose detector that is used to study collisions at the Large Hadron Collider (LHC). A detailed description can be found in Ref.\cite{15}.}

3 The ATLAS detector

The ATLAS detector is a general-purpose detector that is used to study collisions at the LHC. A detailed description can be found in Ref. [15].

The inner detector (ID) is used to measure trajectories and momenta of charged particles within the central region of the ATLAS detector with pseudorapidities of $|\eta| < 2.5$. The ID is located inside a solenoid that provides a 2 T axial magnetic field. The ID consists of three sub-detector systems: a three-layer silicon-pixel tracker, a four-layer silicon-strip detector built of modules with pairs of single-sided sensors glued back-to-back, and a transition radiation tracker consisting of straw tubes. In the central region these sub-detectors are constructed in the shape of cylinders, while in the forward and backward regions, they take the form of disks. The innermost pixel layer of the ID is located just outside the beam-pipe.

Electromagnetic (EM) energy deposits are measured using a liquid-argon calorimeter with accordion-shaped electrodes and lead absorbers. The EM calorimeter is divided into a barrel part ($|\eta| < 1.475$) and two end-cap components ($1.375 < |\eta| < 3.2$). The transition region between the barrel and the end-caps of the calorimeter, $1.37 < |\eta| < 1.52$, has a large amount of material in front of the first active calorimeter layer; therefore electromagnetic objects measured in this region suffer from worse energy resolution and are not considered in this analysis.

For hadronic calorimetry, three different technologies are used. In the barrel region ($|\eta| < 1.7$), scintillator tiles with steel absorbers are used. Liquid argon with copper absorber plates are used in the end-cap region ($1.5 < |\eta| < 3.2$). The forward calorimeter ($3.1 < |\eta| < 4.9$) consists of liquid argon with tungsten and copper absorbers and has separate electromagnetic and hadronic sections.

The muon spectrometer (MS) provides precise measurements of the momentum of muons within $|\eta| < 2.7$ using three layers of precision tracking stations, consisting of drift tubes and cathode strip chambers. Resistive plate and thin-gap chambers are used to trigger on muons in the region $|\eta| < 2.4$. The magnetic fields for the MS are produced by one barrel and two end-cap air-core toroid magnets surrounding the calorimeter. Each magnet consists of eight superconducting coils arranged symmetrically in $\phi$.\footnote{The ATLAS experiment uses a right-handed coordinate system with its origin at the nominal $pp$ interaction point at the centre of the detector. The positive $x$-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive $y$-axis pointing upwards, while the beam direction defines the $z$-axis. The azimuthal angle $\phi$ is measured around the beam axis and the polar angle $\theta$ is the angle from the $z$-axis. The distance in $\eta - \phi$ space between two objects is defined as $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$. Transverse energy is computed as $E_T = E \cdot \sin \theta$.}
The ATLAS trigger system uses three consecutive stages to decide whether an event is selected to be read out for permanent storage. The first level of the trigger is implemented using custom-made electronics and operates at a design rate of at most 75 kHz. It is complemented by two software-based high-level triggers (HLT). The second level consists of fast online algorithms to inspect regions of interest flagged by the first trigger level. At the third level, the full event is reconstructed using algorithms similar to those in the offline event selection.

4 Data and Monte Carlo samples

The analysis is based on data collected by the ATLAS experiment during the 2012 data-taking period. Only runs with stable proton–proton (pp) beam collisions at $\sqrt{s} = 8$ TeV in which all relevant detector components were operating normally are used. This data sample corresponds to an integrated luminosity of $L = 20.3 \text{ fb}^{-1}$, determined with an uncertainty of $\pm 1.9\%$ following the same methodology as that detailed in Ref. [16] and derived from beam-separation scans performed in November 2012.

The kinematic distributions of both the signal and background processes are modelled using Monte Carlo (MC) samples. The additional pp collisions accompanying the hard-scatter interactions (pile-up) are modelled by overlaying minimum-bias events generated using PYTHIA 8 [17]. To simulate the detector response, the MC events are passed through a detailed simulation of the ATLAS detector [18] based on GEANT4 [19].

For the $WW$ signal events, three different MC samples are generated. The $q\bar{q} \to W^+W^-$ events are generated using the Powheg-Box 1.0 generator (referred to as Powheg below) [20–23]. It is interfaced to PYTHIA 8.170 for the simulation of parton shower and hadronisation processes. The non-resonant $gg$-induced $WW$ signal events are generated using the gg2ww program (version 3.1.3) [24] interfaced to HERWIG 6.5 and JIMMY 4.31 [25, 26] for parton showering, hadronisation and underlying event simulation. The resonant $WW$ production via a Higgs boson with a mass of $m_H = 125$ GeV is modelled using Powheg+PYTHIA 8.170. For these three samples, the CT10 NLO [27] parton distribution function (PDF) is employed in the event generation. PHOTOS [28] is used to model the radiation of photons, and AU2 [29] and AUET2 [30] are used as the parameter tunes for the underlying event in the Powheg+PYTHIA and the HERWIG+JIMMY samples, respectively. To calculate acceptances (see Section 8.2) or make differential predictions for the WW signal process, these samples are combined according to their respective cross sections as listed in Table 1. Next-to-leading-order electroweak (EW) contributions of $O(\alpha_3^{\text{EW}})$ are described in Refs. [31–34] and the corrections derived in Ref. [35] are applied as scale factors to $q\bar{q} \to W^+W^-$ production in the acceptance calculation and in the setting of limits on anomalous triple-gauge-couplings (see Section 10), but not for any other purpose or distribution shown in this paper.

The $t\bar{t}$ background is modelled with MC@NLO 4.03 [36] using the CT10 NLO PDF interfaced with HERWIG 6.5+JIMMY 4.31 with the AUET2 tune. The same generators and settings are used to simulate $s$-channel single-top production and the associated production of a top quark with a $W$ boson, while the AcerMC 3.7 [37] MC generator interfaced to PYTHIA 6 [38] with the AUET2B tune [39] and the CTEQ6L1 PDF [40] is employed for the single-top-$t$-channel process. Alternative samples employing Powheg+PYTHIA 8 and Powheg+HERWIG 6.5+JIMMY 4.31 are used to determine systematic uncertainties in the data-driven estimate.

Drell–Yan and $W$+jets events are modelled using ALPGEN 2.14 [41] which is either interfaced to PYTHIA 6 ($W$+jets and $Z \to ee/\mu\mu$ samples with $m_{\ell\ell} > 60$ GeV) or to HERWIG 6.5 [25] and JIMMY 4.31 ($Z \to \tau\tau$ and
remaining $Z \to ee/\mu\mu$ samples) for the simulation of parton showering, hadronisation and the underlying event modelling. The AUET2 tune is used for the underlying event. The CTEQ6L1 PDF is employed in the event generation and for the parton shower. The MLM [42] matching scheme is used to remove overlaps between events with the same parton multiplicity generated by the matrix element and the parton shower.

The ZZ and WZ($\gamma^*$) diboson background processes are generated with Powheg interfaced to Pythia 8 using the AU2CT10 tune with the CT10 NLO PDF. The lower limit on the invariant mass of the decay leptons of the $Z(\gamma^*)$ in the ZZ sample is set to $m_{\ell\ell} > 4$ GeV, while for the WZ($\gamma^*$) it is $m_{\ell\ell} > 7$ GeV. For $\gamma^*$ masses below 7 GeV, dedicated $W\gamma^*$ samples are produced using the Sherpa 1.4.2 generator [43] with its built-in parton shower and hadronisation using the CT10 NLO PDF. Events from $W\gamma$ production can also mimic the WW signature when the photon is misidentified as an electron. These events are generated using Alpgen interfaced to Herwig++. The CTEQ6L1 PDF and the AUET2 tune are used for this sample.

The MC samples used in this analysis are summarised in Table 1, where the total cross sections, $\sigma_{\text{total}}$, times the branching fractions, $B$, into leptons are reported. The total cross sections are taken from theoretical calculations and the perturbative order of each calculation is also given in the table. The total cross sections are used to normalize the MC samples, which are essential for the modelling of kinematic distributions.

5 Object reconstruction and event selection

5.1 Pre-selection of events

Fast selection algorithms based on the detection of electrons or muons are used to trigger the readout of the events [51, 52]. The trigger selection algorithms are based on the transverse momentum of the leptons and use certain object quality criteria. These object quality criteria vary for the different triggers and are generally looser and more efficient for dilepton triggers as opposed to single-lepton triggers, which are designed to yield larger rate reductions. Another important consideration is the coverage of the first-level muon trigger, which is only about 80% in the central region ($|\eta| < 1.05$) of the detector [52]. In the $ee$ and $\mu\mu$ final states, highly efficient dilepton triggers are used, which impose loose identification criteria on both electrons for the dielectron trigger and for the dimuon trigger only a single muon in the first trigger level. In the $e\mu$ final state the optimal signal yield is achieved by combining single-lepton triggers with the $e\mu$ dilepton trigger, as the latter is affected by the limited coverage for muons at the first trigger level and, due also to the trigger requirements on the electrons, yields a low efficiency.

For the single-electron trigger, the HLT criterion for the transverse momentum is either $p_T^e > 24$ GeV, accompanied by track-based isolation requirements, or $p_T^e > 60$ GeV. The single-muon trigger has a transverse momentum threshold of $p_T^\mu = 24$ GeV when a loose track-based isolation requirement is satisfied, or a transverse momentum threshold of $p_T^\mu = 36$ GeV. The combined electron–muon trigger requires $p_T^e > 8$ GeV for the muon and $p_T^e > 12$ GeV for the electron. The dielectron trigger requires two electrons with a transverse momentum of $p_T^e > 12$ GeV while the dimuon trigger applies a transverse momentum requirement of $p_T^\mu > 18$ GeV for one and $p_T^\mu > 8$ GeV for the second muon. With the chosen trigger scheme, the trigger efficiency defined with respect to the offline selection criteria is 99-100% for all three channels.
<table>
<thead>
<tr>
<th>Process</th>
<th>MC generator</th>
<th>Calculation</th>
<th>$\sigma_{\text{total}}B$ [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>WW Signal</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q\bar{q} \rightarrow W^+ W^-$</td>
<td>POWHEG+PYTHIA 8</td>
<td>NLO [44]</td>
<td>5.58</td>
</tr>
<tr>
<td>$gg \rightarrow W^+ W^-$ (non-resonant)</td>
<td>gg2ww+HERWIG</td>
<td>LO† [24]</td>
<td>0.153</td>
</tr>
<tr>
<td>$gg \rightarrow H \rightarrow W^+ W^-$</td>
<td>POWHEG+PYTHIA 8</td>
<td>NNLO [45]</td>
<td>0.435</td>
</tr>
<tr>
<td><strong>Top quark</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>MC@NLO+HERWIG</td>
<td>NNLO+NNLL [46]</td>
<td>26.6</td>
</tr>
<tr>
<td>$Wt$</td>
<td>MC@NLO+HERWIG</td>
<td>NNLO+NNLL [47]</td>
<td>2.35</td>
</tr>
<tr>
<td>Single top $t$-channel</td>
<td>AcErMC+PYTHIA 6</td>
<td>NNLO+NNLL [48]</td>
<td>28.4</td>
</tr>
<tr>
<td>Single top $s$-channel</td>
<td>MC@NLO+HERWIG</td>
<td>NNLO+NNLL [49]</td>
<td>1.82</td>
</tr>
<tr>
<td><strong>Drell–Yan</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z \rightarrow \ell\ell/\mu\mu$ (m$_{\ell\ell} &gt; 60$ GeV)</td>
<td>ALPGEN +PYTHIA 6</td>
<td></td>
<td>16500</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$ (m$_{\ell\ell} &gt; 60$ GeV)</td>
<td>ALPGEN +HERWIG</td>
<td>NNLO [50]</td>
<td></td>
</tr>
<tr>
<td>$Z \rightarrow \ell\ell$ (10 GeV &lt; m$_{\ell\ell} &lt; 60$ GeV)</td>
<td>ALPGEN +HERWIG</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Other dibosons (VV)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$W^+\gamma$ (p$_T^\gamma &gt; 8$ GeV)</td>
<td>ALPGEN +HERWIG</td>
<td>NLO [44]</td>
<td>369.0</td>
</tr>
<tr>
<td>$W^+Z/\gamma^*$ (m$_{\ell\ell} &gt; 7$ GeV)</td>
<td>POWHEG+PYTHIA 8</td>
<td>NLO [44]</td>
<td>12.7</td>
</tr>
<tr>
<td>$W^+Z/\gamma^*$ (m$_{\ell\ell} &lt; 7$ GeV)</td>
<td>SHERPA</td>
<td>NLO [44]</td>
<td>12.9</td>
</tr>
<tr>
<td>$ZZ \rightarrow 4\ell$ (m$_{\ell\ell} &gt; 4$ GeV)</td>
<td>POWHEG+PYTHIA 8</td>
<td>NLO [44]</td>
<td>0.733</td>
</tr>
<tr>
<td>$ZZ \rightarrow \ell\ell\nu\nu$ (m$_{\ell\ell} &gt; 4$ GeV)</td>
<td>POWHEG+PYTHIA 8</td>
<td>NLO [44]</td>
<td>0.504</td>
</tr>
</tbody>
</table>

Table 1: Monte Carlo samples used to model the signal and background processes. The total cross sections times branching fractions, $\sigma_{\text{total}}B$, are quoted at $\sqrt{s} = 8$ TeV using higher-order calculations. The branching fractions $B$ include the decays $t\rightarrow Wq$, $W \rightarrow \ell\nu$, and $Z\rightarrow \ell\ell$, while the decay of one $Z$ boson to neutrinos is considered for the process $ZZ\rightarrow \ell\ell\nu\nu$. Here, $\ell$ refers to $e$, $\mu$, or $\tau$ for signal and background processes, and all three lepton flavors are considered in $B$. The $q\bar{q} \rightarrow W^+ W^-$ process also includes $gg$ initial states contributing to $t$-channel and $s$-channel WW production. The Higgs mass is taken to be $m_H = 125$ GeV.

†The process itself is calculated at LO, however it contributes only at NNLO to the total WW cross section.

5.2 Lepton selection

Electrons are reconstructed from energy deposits in the EM calorimeter with an associated track. Electrons must satisfy $|\eta^e| < 2.47$, excluding the calorimeter transition region $1.37 < |\eta^e| < 1.52$. To efficiently reject multijet background, they are required to pass a very tight likelihood-based identification criterion [53] that uses discriminating variables based on calorimetric shower shapes and track parameters of the electron candidates. Electrons are required to be unaffected by known instrumental problems such as coherent noise in the calorimeters. Stringent requirements are placed on track impact parameters and electron isolation to reject electrons from multijet background events. These isolation and tracking requirements are the same as those utilised in Ref. [54]. To reject electrons reconstructed from a bremsstrahlung photon emitted by a muon traversing the calorimeter, any electron candidate reconstructed at a distance $\Delta R < 0.1$ from a selected muon is removed.

Muons are reconstructed by combining tracks reconstructed separately in the ID and the MS. Muons are required to be within the pseudorapidity region $|\eta^\mu| < 2.4$. To reject backgrounds, quality criteria are
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applied to the muon candidates as described in detail in Ref. [55]. As in the case of electrons, the track parameter and isolation selection criteria applied to muons follow that in Ref. [54]. For the rejection of muons from heavy-flavour decays, muons are removed if they are found within a cone of \( \Delta R = 0.3 \) to a selected jet.

5.3 Jet selection

Jets are reconstructed using the anti-\( k_T \) algorithm [56] with radius parameter \( R = 0.4 \) implemented in the FastJet package [57]. The inputs to the jet-finding algorithm are calibrated topological clusters [58]. The calibration of topological clusters to the hadronic energy scale depends on their local energy density and total energy [59]. A jet-area-dependent correction is applied to correct the jet energy for contributions from additional \( pp \) collisions based on an estimate of the pile-up activity in a given event using the method proposed in Ref. [60]. The reconstructed jets are further calibrated using jet-energy-scale corrections from simulation. Their calibration is refined using data-driven corrections to account for residual differences between data and MC simulation [61, 62].

Jets are required to have a transverse momentum of \( p_T^{\text{jet}} > 25 \) GeV and pseudorapidity \( |\eta^{\text{jet}}| < 4.5 \). Jets are removed if they are found within a cone of \( \Delta R = 0.3 \) around a selected electron. For jets with \( p_T^{\text{jet}} < 50 \) GeV and \( |\eta^{\text{jet}}| < 2.4 \), an additional requirement is applied to reject jets from pile-up interactions in the event. The scalar sum of the transverse momenta of the tracks associated with both the primary vertex and the jet must be larger than one-half of the scalar sum of the momenta of all the tracks associated with the jet; jets with no associated tracks are also removed [63]. This selection criteria is henceforth denoted as requirement on the jet vertex fraction (JVF).

Selected \( b \)-jets are used in the estimation of the top-quark background described in Section 6.1. Jets containing \( b \)-hadrons are identified within the central region of the detector, \( |\eta^{\text{jet}}| < 2.5 \), using a multivariate approach based on track impact-parameter significance, secondary vertex reconstruction and other tracking variables described in Refs. [64, 65]. In this analysis the requirement on the multivariate discriminant is chosen to have a \( b \)-jet identification efficiency of 85\%, which has been verified using a \( t\bar{t} \) data sample. This corresponds to a rejection factor of 10 for light-flavour jets [65].

5.4 Reconstruction of missing transverse momentum

The reconstruction of missing transverse momentum is optimised to reject backgrounds without neutrinos in the final state.

Calorimeter-based missing transverse momentum, \( E_T^{\text{miss}} \), is reconstructed as the magnitude of the negative vectorial sum of all measured and identified physics objects, denoted as \( E_T^{\text{miss}} \), where the bold notation indicates a vector throughout this paper. Additionally, energy deposits in the calorimeter not associated with any high-\( p_T \) objects are also included as described in Ref. [66].

The relative missing transverse momentum, \( E_T^{\text{miss, Rel}} \), is defined as

\[
E_T^{\text{miss, Rel}} = \begin{cases} 
E_T^{\text{miss}} \times \sin (\Delta \phi_t) & \text{if } \Delta \phi_t < \pi/2 \\
E_T^{\text{miss}} & \text{if } \Delta \phi_t \geq \pi/2,
\end{cases}
\] (2)
where $\Delta \phi_\ell$ is the difference in azimuthal angle $\phi$ between $E_\ell^{\text{miss}}$ and the nearest lepton. With this definition, $E_\ell^{\text{miss}}$, Rel is less affected by the mis-measurement of the energy of a lepton leading to spurious large calorimeter-based missing transverse momentum.

Additionally, track-based $p_T^{\text{miss}}$ is used, which is the magnitude of the negative vectorial sum ($p_T^{\text{miss}}$) of all identified and calibrated leptons and all tracks not associated with any lepton in the event. These tracks are required to have $p_T > 0.5$ GeV and be associated to the reconstructed primary vertex, which makes $p_T^{\text{miss}}$ robust against additional pile-up interactions in the same bunch-crossing. A more detailed description of the $p_T^{\text{miss}}$ reconstruction can be found in Ref. [67].

In events with genuine missing transverse momentum due to undetected neutrinos, $E_\ell^{\text{miss}}$ and $p_T^{\text{miss}}$ are complementary estimators of the total missing transverse momentum vector. A large difference between $E_\ell^{\text{miss}}$ and $p_T^{\text{miss}}$ indicates a mis-reconstruction of either of these two quantities in the context of this analysis.

### 5.5 WW selection

The $WW$ candidate events are required to contain two oppositely charged leptons fulfilling the identification criteria, isolation and track impact-parameter requirements specified earlier. The leading and sub-leading leptons have to satisfy transverse momentum requirements of $p_T^{\ell} > 25$ GeV and $p_T^{\ell} > 20$ GeV, respectively. To suppress other diboson backgrounds, events are rejected if additional leptons with $p_T^{\ell} > 7$ GeV fulfilling the above described selection criteria are present.

The event selection criteria are optimised to enhance the $WW$ signal purity. The invariant mass of the dilepton pair is required to be greater than 15 GeV for $ee/\mu\mu$ final states to reject $J/\psi, \Upsilon$ and other low-mass resonances, while $e\mu$ final states are required to have an invariant mass above 10 GeV to remove multijet events. Figure 2 shows the invariant mass distributions of these selected dilepton events for the same-flavour and $e\mu$ final states. The backgrounds shown here are based purely on MC predictions, which are normalised to $L = 20.3 \text{ fb}^{-1}$ using the cross section times branching fractions shown in Table 1. In Figure 2, Drell–Yan production is the largest background for the $ee$ and $\mu\mu$ final states, and it is therefore further suppressed by rejecting events that are reconstructed with an invariant mass closer than 15 GeV to the $Z$ boson mass $m_Z$ [68].

The Drell–Yan background in the same-flavour channel is still significant after this more restrictive invariant mass requirement, so stringent conditions are imposed using selection criteria related to missing transverse momentum. The requirements are less strict for $e\mu$ final states, where Drell–Yan production contributes only through $Z/\gamma^* \rightarrow \tau\tau$. The selection requirements are as follows. The relative missing transverse momentum, $E^{\text{miss}} / L$, is required to be less than 15 GeV for the $e\mu$ and larger than 45 GeV for the $ee$ and $\mu\mu$ final states. Track-based missing transverse momentum, $p_T^{\text{miss}}$, is further required to be larger than 20 GeV for the $e\mu$ and larger than 45 GeV for the $ee$ and $\mu\mu$ final states. The azimuthal angle between $E^{\text{miss}} / L$ and $p_T^{\text{miss}}$ is calculated and the condition $\Delta \phi(E^{\text{miss}} / L, p_T^{\text{miss}}) < 0.6$ must be met in the $e\mu$ final state, while $\Delta \phi(E^{\text{miss}} / L, p_T^{\text{miss}}) < 0.3$ must be satisfied for the $ee$ and $\mu\mu$ final states.

The jet multiplicity distributions for data, the signal MC simulation and the different background contributions after applying these requirements are shown in Figure 3. In order to suppress the dominant top-quark background, events are required to contain no selected jets. This requirement is referred to as the jet-veto requirement. The visible excess of events without selected jets at this stage is still subject to
Figure 2: The invariant mass distributions are shown for dilepton pairs in selected events for $e\mu$ (left) and $ee + \mu\mu$ (right) final states after the dilepton selection and the $m_{\ell\ell}$ requirements described in the text. The points represent data and the stacked histograms are the MC predictions, which are normalised to $L = 20.3 \text{ fb}^{-1}$ using the cross section times branching fractions shown in Table 1. The last bin is an overflow bin. Only statistical uncertainties are shown.

Changes from data-driven refinements in the background estimate as discussed in Section 6. Furthermore, there is a significant uncertainty in $WW$ signal predictions as discussed in Section 9.

A summary of all applied selection criteria is given in Table 2.

Figure 3: Jet multiplicity distributions for $e\mu$ (left) and $ee + \mu\mu$ (right) events before the jet-veto requirement is applied. The points represent data and the stacked histograms are the MC predictions, which are normalised to $L = 20.3 \text{ fb}^{-1}$ using the cross section times branching fractions shown in Table 1. For the $t\bar{t}$ production process the NNLO+NNLL theoretical calculation from Ref. [46] is used. Only statistical uncertainties are shown.
Table 2: Criteria used to select $WW$ candidate events in data.

<table>
<thead>
<tr>
<th>$p_T^\ell$ (leading/sub-leading)</th>
<th>$e\mu$</th>
<th>$ee/\mu\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\eta^\ell</td>
<td>$</td>
</tr>
<tr>
<td>Number of additional leptons with $p_T &gt; 7$ GeV</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$m_{\ell\ell}$</td>
<td>$&gt; 10$ GeV</td>
<td>$&gt; 15$ GeV</td>
</tr>
<tr>
<td>$</td>
<td>m_Z - m_{\ell\ell}</td>
<td>$</td>
</tr>
<tr>
<td>$E_{T,\text{Rel}}^\text{miss}$</td>
<td>$&gt; 15$ GeV</td>
<td>$&gt; 45$ GeV</td>
</tr>
<tr>
<td>$p_T^\text{miss}$</td>
<td>$&gt; 20$ GeV</td>
<td>$&gt; 45$ GeV</td>
</tr>
<tr>
<td>$\Delta\phi(E_{T,\text{rel}}^\text{miss}, p_T^\text{miss})$</td>
<td>$&lt; 0.6$</td>
<td>$&lt; 0.3$</td>
</tr>
<tr>
<td>Number of jets with $p_T &gt; 25$ GeV, $</td>
<td>\eta</td>
<td>&lt; 4.5$</td>
</tr>
</tbody>
</table>

6 Determination of backgrounds

After applying all selection requirements, the resulting $WW$ candidate sample has significant background contributions from top-quark ($t\bar{t}$ and single top) production, which is the dominant background. In the $e\mu$ final state, $W$+jets production and Drell–Yan production of $\tau$-leptons have similar contributions. Drell–Yan production is much larger than $W$+jets for the same-flavour final states. Diboson ($WZ(\gamma^*)$, $ZZ$, $W\gamma$) production constitutes a smaller background contribution for all final states.

6.1 Background from top-quark production

The dominant background contribution to the selected $WW$ candidate events originates from top-quark ($t\bar{t}$ and single top) production. Top quarks decay into a real $W$ boson and a $b$ quark, such that top-quark events contain a pair of $W$-bosons accompanied by typically two jets. Even after rejecting events with reconstructed jets with $p_T > 25$ GeV, a small fraction of top-quark events remains if the jets fall outside the acceptance. This small fraction however still constitutes the largest background to the selected $WW$ candidate events. Background from top-quark production is estimated using a data-driven method first suggested in Ref. [69], in which the top-quark contribution is extrapolated from a control region (CR) to the signal region (SR). The method does not rely on the possibly imperfect theoretical modelling of the low-$p_T$ spectrum of jets in top-quark production, reducing significantly the uncertainty in the top-quark background estimate compared to MC-driven estimates.

The CR is selected by applying the $WW$ signal selection with the sole exception of the jet-veto requirement, hence the SR is a subsample of the CR. The majority of events in the CR stem from top-quark production, while the dominant non-top-quark contribution originates from the $WW$ signal process. In order to reduce the signal contamination and to reduce the overlap between the SR and CR, an additional control region, $CR + H_T$ is selected by requiring the scalar sum of the transverse momenta of leptons and
jets, $H_T > 130$ GeV. In the resulting sample, the signal contamination is only about 9%, while top-quark events contribute about 90%. The number of top-quark events in the CR, $N_{CR}^{top}$, is calculated as the number of data events in the CR + $H_T$ region from which the non-top-quark contribution, estimated using MC, is subtracted, $N_{CR}^{data} - N_{CR}^{non-top}$. Then $(N_{CR}^{data} - N_{CR}^{non-top})/N_{CR}^{data}$ is corrected for the $H_T$ cut efficiency $\epsilon_H$ estimated from top-quark MC samples. With the efficiency $\epsilon_{jet-veto}$ for top-quark events to pass the jet-veto requirement, the top-quark background contribution in the SR can be calculated as:

$$N_{SR}^{top} = \frac{(N_{CR}^{data} - N_{CR}^{non-top})}{\epsilon_H} \times \epsilon_{jet-veto}. \quad (3)$$

The jet-veto efficiency $\epsilon_{jet-veto}$ is calculated as the MC efficiency $\epsilon_{jet-veto}^{MC}$ multiplied by a correction factor defined in Eq. (4) and obtained from events with two leptons, the same requirements on missing transverse momentum, $E_{T,\text{miss}}$ and $p_T^{miss}$, as for the signal selection, and at least one $b$-tagged jet in the central region of the detector, $|p_T^{b\ell}| < 2.5$. This $b$-tagged sample has a high purity of top-quark events and the small contribution from non-top-quark processes is subtracted. The probability $p$ that a jet in a top-quark event fails the jet-selection requirements can be evaluated as the fraction of top-quark events that contain no jets other than the $b$-tagged jet. The correction factor takes into account the difference between $p^{data}$ and $p^{MC}$, and the square of the ratio of data to MC probabilities accounts for the presence of on average two $b$-jets within the acceptance for the selected top-quark events. The jet-veto efficiency can be calculated as

$$\epsilon_{jet-veto} = \epsilon_{jet-veto}^{MC} \times \left(\frac{p^{data}}{p^{MC}}\right)^2. \quad (4)$$

The systematic uncertainty in $N_{SR}^{top}$ in Eq. 3 is studied using MC simulation. The largest contribution to the total uncertainty in the top-quark background estimate arises from the MC ratio $\epsilon_{jet-veto}^{MC}/(p^{MC})^2$. The uncertainty from the reconstruction of objects and events for the MC ratio is about $\pm 5\%$, dominated by the systematic uncertainties in the determination of jet energy scale, jet energy resolution and $b$-tagging efficiency. The modelling uncertainty for the MC ratio is around $\pm 7\%$ and the dominant contribution comes from comparing the estimates from different parton shower and hadronisation models and different generators, while the PDF uncertainty and QCD scale variations have smaller effects. Further effects have been studied, but were found to be negligible. Among these effects is the uncertainty on the fraction due to single-top production which accounts for almost 40% of the total top-quark background contribution after the jet-veto requirement. To account for potential differences between the single-top and $t\bar{t}$ processes, additional uncertainties are assigned by scaling the single-top cross section by a conservative 30% (measurements of this cross-section at the LHC have uncertainties just below 20% [70]). However, the resulting effect on the MC ratio and consequently on the top-quark background estimate are very small. Interference effects between $Wt$ and $t\bar{t}$ have also been considered and similarly to the variations of the single-top cross section, the impact is found to be minor. An additional cross-check is performed by changing the exponent in the correction factor $\left(\frac{p^{data}}{p^{MC}}\right)^2$ to be 1.5 or 2.5, which reflects the average jet multiplicity in top-quark background events (see Figure 3). The resulting change in the estimated yield of top-quark background is found to be less than 1%. This indicates that the result does not strongly depend on how one assumes the correction factor should account for the two jets in the final state. The value of $\left(\frac{p^{data}}{p^{MC}}\right)$ ranges between 0.982 and 1.009 with an uncertainty of 1.5--5% for the
different final states, thus indicating good modelling of top-quark events in MC simulation. The uncertainty on this ratio is propagated to the total uncertainty on the top-quark background estimate. Apart from the MC ratio, further terms play a role in Eq. 3 and need to be studied: The $H_T$ cut efficiency $\epsilon_{H_T}$ is 95% with about $\pm 1\%$ uncertainty taken as the difference between the efficiencies determined in data and MC simulation. Uncertainties that range from $\pm 15\%$ (diboson production) to $\pm 50\%$ ($Z/W$+jets) are assigned to the subtracted non-top-quark contributions in the CR, $N_{\text{CR}+H_T}^{\text{non-top}}$. The systematic effect on $N_{\text{SR}}$ resulting from $N_{\text{CR}+H_T}^{\text{non-top}}$ and $\epsilon_{H_T}$ is found to be about 2%, and the statistical uncertainties of $N_{\text{CR}+H_T}^{\text{data}}$ and $p_T^{\text{data}}$ are negligible.

While the normalisation of the top-quark background is determined from data, the shape information used in the differential measurements relies on MC modelling. The bin-by-bin uncertainties in the differential distributions are evaluated by propagating (1) the uncertainties of the jet energy scale and resolution, (2) the uncertainties determining by taking the difference in the differential distributions found with different MC generators and parton shower models and (3) the uncertainties due to the QCD scale and parton distribution functions. All these uncertainties are added in quadrature and are treated as uncorrelated with the uncertainties for the top-quark background normalisation.

### 6.2 Background from $W$+jets production

In this paper, the $W$+jets background contribution also includes backgrounds from multijet production since they are determined together as explained below. The determination of background from $W$+jets production relies on comparing in data the number of events with leptons satisfying either of two alternative sets of selection requirements, namely the so-called loose (L) and tight (T) selection criteria, where the tight sample is a subset of the loose sample. The tight selection criteria are the same as those used for the signal selection. Loose electrons are selected by relaxing some of the particle identification criteria placed on tracking variables and calorimetric shower shapes and also by removing the requirements made on the electron isolation and impact parameters in the tight selection. For loose muons, the requirements on isolation and impact parameters are removed. Leptons satisfying the tight selection criteria can originate from real prompt leptons or fake background leptons, which are either due to non-prompt leptons from semileptonic decays of heavy-flavour hadrons, hadrons misidentified as electrons, or photon conversions producing electrons. The same applies to leptons satisfying the loose selection criteria. The total number of events with two leptons satisfying different combinations of loose and tight criteria is the sum of four terms:

\[
\begin{align*}
N_{\text{LL}} &= N_{\text{fake,fake}}^{\text{LL}} + N_{\text{real,real}}^{\text{LL}} + N_{\text{fake,real}}^{\text{LL}} + N_{\text{real,fake}}^{\text{LL}} \\
N_{\text{LT}} &= \epsilon_{\text{fake}} N_{\text{fake,fake}}^{\text{LL}} + \epsilon_{\text{fake}} N_{\text{real,real}}^{\text{LL}} + \epsilon_{\text{real}} N_{\text{fake,real}}^{\text{LL}} + \epsilon_{\text{real}} N_{\text{real,fake}}^{\text{LL}} \\
N_{\text{TL}} &= \epsilon_{\text{fake}} N_{\text{fake,fake}}^{\text{LL}} + \epsilon_{\text{real}} N_{\text{real,real}}^{\text{LL}} + \epsilon_{\text{fake}} N_{\text{fake,real}}^{\text{LL}} + \epsilon_{\text{real}} N_{\text{real,fake}}^{\text{LL}} \\
N_{\text{TT}} &= \epsilon_{\text{fake}}^2 N_{\text{fake,fake}}^{\text{LL}} + \epsilon_{\text{real}}\epsilon_{\text{fake}} N_{\text{real,real}}^{\text{LL}} + \epsilon_{\text{fake}}\epsilon_{\text{real}} N_{\text{fake,real}}^{\text{LL}} + \epsilon_{\text{real}}^2 N_{\text{real,fake}}^{\text{LL}}. \tag{5}
\end{align*}
\]

Here, the number of events that have exactly one loose lepton and one tight lepton ($N_{\text{LT}}$ and $N_{\text{TL}}$), two loose leptons ($N_{\text{LL}}$), or two tight leptons ($N_{\text{TT}}$) are used. The first and second indices correspond to the qualities of the highest-$p_T$ lepton and the lepton sub-leading in $p_T$ respectively; $\epsilon_{\text{real}}$ and $\epsilon_{\text{fake}}$ in the above formulae are the probabilities for prompt and fake background leptons selected with the loose criteria to satisfy the tight selection criteria. The sample with two tight leptons, described by Eq. (5), consists of
contributions from multijet events with two fake leptons, $W$+jets events with one fake and one prompt lepton and finally events with two prompt leptons including the $WW$ signal events. If the numbers of events with loose and tight leptons as well as the efficiencies $\epsilon_{\text{real}}$ and $\epsilon_{\text{fake}}$ are known, the numbers of events with one prompt and one fake lepton ($N_{\text{LL, real,fake}}$) and two fake leptons ($N_{\text{LL, fake,fake}}$) for the loose selection criteria can be obtained by solving the above system of equations. The numbers of $W$+jets and multijet events in the signal region, which are selected using the tight criteria, can then be extracted using the following relations:

\begin{align}
N_{W+\text{jets}} &= \epsilon_{\text{real}}\epsilon_{\text{fake}}N_{\text{real,fake}} + \epsilon_{\text{fake}}\epsilon_{\text{real}}N_{\text{fake,real}} \\
N_{\text{multijet}} &= \epsilon_{\text{fake}}^2N_{\text{fake,fake}}
\end{align}

The efficiency for real prompt leptons, $\epsilon_{\text{real}}$, is evaluated using MC simulation, where data-to-MC correction factors extracted from $Z \to \ell\ell$ events [53, 55] are applied. The efficiency for fake leptons, $\epsilon_{\text{fake}}$, is measured using a data control region enriched with fake leptons from multijet production. This control sample is selected using a lepton trigger which does not bias the loose selection. The sample must contain a jet that is opposite in azimuthal angle ($\Delta\phi > 2.0$) to a lepton satisfying the loose selection criteria to enhance the contribution of multijet events. The fraction of these selected loose leptons that satisfy the tight selection criteria is $\epsilon_{\text{fake}}$. Prompt leptons from $W$ and $Z$ decay contaminate this multijet sample. To remove these prompt leptons, which would bias the determination of $\epsilon_{\text{fake}}$, it is required that the missing transverse momentum is small, $E_{\text{miss}}^T < 25$ GeV, and that the transverse mass of the lepton and $E_{\text{miss}}^T$ is below 40 GeV, $m_W^T < 40$ GeV. Only one lepton is allowed in the event. Up to 35% of the selected multijet control sample consists of prompt leptons from $W$+jets and Drell–Yan events, which are subtracted using MC simulation.

Both $\epsilon_{\text{real}}$ and $\epsilon_{\text{fake}}$ are determined separately for muons and electrons and also differentially as functions of $p_T$ and $\eta$ of the lepton. The main uncertainty in the fake-lepton efficiency comes from the fact that the composition of the various sources of fake leptons, e.g. heavy flavour decays, charged hadrons or conversions, might not be the same in the sample used to measure the fake-lepton efficiency as in the sample these fake-lepton efficiencies are applied to. The effect is estimated using a comparison between the fake-lepton efficiency predicted using the above described $W$+jets MC sample and a simulated multijet MC sample, generated and showered using PYTHIA 8. The sample-dependence uncertainty is determined to be $\sim 30–50\%$, depending on the lepton flavour and the event kinematics. Furthermore, systematic uncertainties from the prompt lepton subtraction and statistical uncertainties are propagated to the $W$+jets background estimate. The total $W$+jets and multijet contribution to the final selected $WW$ candidate sample is summarised in Table 3. A qualitative check of the estimated $W$+jets background and multijet yield is performed using events with two leptons of the same charge, as described in Section 6.3 below.

The differential $W$+jets distributions needed for a differential cross-section measurement are also determined in a fully data-driven way, by evaluating the system of linear equations Eqs. (5) in each bin of the differential distributions.

### 6.3 Other diboson processes and validation of diboson and $W$+jets backgrounds

All backgrounds from diboson production are estimated using MC simulation. The main systematic uncertainties are due to the theoretical uncertainties of predicted cross sections used for normalisation and the description of the jet-veto requirement.
The predicted contributions for backgrounds from diboson production, \(W+\)jets and multijets are validated using a data control sample in which the two selected leptons are required to have the same electric charge (same-sign) and satisfy all the other selection requirements. The electron pseudorapidity is restricted to lie within \(|\eta| < 2.1\) to suppress contributions from \(WW\) signal events where the electron is reconstructed with a wrong charge assignment, which become significant for the high-\(|\eta|\) region due to the increase in material in the inner tracking detector. Since the rate of charge-misidentification is negligible for muons, they are accepted if \(|\eta| < 2.4\). This selection only yields a sufficient number of events for comparisons in the \(e\mu\) channel. Figure 4 shows the \(E_T^{\text{miss}}\) and \(m_{\ell\ell}\) distributions for this same-sign control sample, which is dominated by \(WZ(\gamma^*)\) production, that is estimated using the simulated MC samples described above, and \(W+\)jets events that are estimated from data, as described in Section 6.2. Both statistical and systematic uncertainties are shown for the \(W+\)jets estimate. For the diboson samples the theoretical uncertainty in the cross-section predictions are included but their experimental uncertainties have not been evaluated in this control region. The predictions and the data agree well.

![Figure 4: Distributions of \(E_T^{\text{miss}}\) and \(m_{\ell\ell}\) for the same-sign control sample in the \(e\mu\) channel. The last bin is an overflow bin. The selected leptons are required to have the same electric charge. The uncertainties shown include statistical and systematic uncertainties in the \(W+\)jets estimate as well as statistical uncertainties in all MC predictions. For the diboson contributions, the theoretical uncertainties in the cross-section predictions are also included. The experimental systematic uncertainties for the diboson production processes are not included. Contributions from processes with two opposite-sign final-state leptons, where one of them is reconstructed with a wrong charge assignment, are denoted by "charge mis-ID".](image)

### 6.4 Background from Drell–Yan production

The Drell–Yan background normalisation is constrained by an auxiliary fit. It is based on a profile likelihood approach where the numbers of signal and background events in signal and control regions are described by a Poisson probability density function. For the \(W+\)jets and multijet backgrounds, the normalisation and shape from the data-driven estimates described above are used. Similarly, the top-quark and diboson contributions are obtained as described above. The input template shapes for signal and Drell–Yan events are obtained from MC simulation. The different sources of experimental and theoretical systematic uncertainties are included as nuisance parameters in the fit. Both the \(WW\) signal and Drell–Yan normalisation factors are fitted, but only the Drell–Yan background normalisation is used further for...
the cross-section determination. The WW cross section measured in Section 9 is fully compatible with the WW normalisation factor extracted here.

For the fit, a control region dominated by Drell–Yan events is defined by inverting the \( p_T^{\text{miss}} \) requirement of \( 5 < p_T^{\text{miss}} < 20(45) \) GeV for the \( e\mu (ee+\mu\mu) \) final states, where the minimum requirement of 5 GeV ensures that there is a well-defined \( p_T^{\text{miss}} \) direction, and removing the \( \Delta \phi(E_T^{\text{miss}}, p_T^{\text{miss}}) \) requirement. The fit is performed on the \( \Delta \phi(E_T^{\text{miss}}, p_T^{\text{miss}}) \) distribution in five bins of equal size for both the control region and the signal region simultaneously. In addition, a validation region dominated by Drell–Yan events is defined by inverting both the calorimetric and the track-based missing transverse momentum requirements but keeping the requirement on \( \Delta \phi(E_T^{\text{miss}}, p_T^{\text{miss}}) \). The result of the fit is extrapolated to this validation region where good data–MC agreement is observed.

In addition to the experimental uncertainties, theoretical uncertainties (QCD scale, PDF, parton-shower modelling in the simulation) are considered. For the uncertainties in the differential distributions of background events from Drell–Yan production, the constraints on the nuisance parameters from the likelihood fit are used. This information is propagated to the MC simulation, and predictions for Drell–Yan events are extracted for each bin with their uncertainties.

The largest uncertainties arise from the description of the jet and \( E_T^{\text{miss}} \) energy scale and resolution in the MC simulation and from the MC parton shower modelling. The latter is estimated by the difference between using the Herwig/JIMMY and PyTHIA approaches in the MC simulation.

Figure 5 shows the \( \Delta \phi(E_T^{\text{miss}}, p_T^{\text{miss}}) \) distributions for \( e\mu \) final states in the control and validation regions before and after the profile likelihood fit of the Drell–Yan background. Good agreement between the data and the post-fit prediction is seen.

![Figure 5: Distributions of \( \Delta \phi(E_T^{\text{miss}}, p_T^{\text{miss}}) \) are shown for data and MC predictions for the Drell–Yan control region (left) and the validation region (right). The MC predictions for Drell–Yan and WW signal have been scaled from the pre-fit predictions to reflect the results of the fit. The fit improves the description of the data by the simulated Drell–Yan events as compared to the MC pre-fit prediction.](image)

### 6.5 Other background contributions

The background contributed by WW pairs from vector-boson scattering, Higgs boson production via vector-boson fusion, as well as \( WH \) and \( ZH \) associated production with \( H \to WW \) is evaluated using
MC simulation. The sum of these processes contributes typically 0.3–0.6% to each final state at detector level for the selection considered in this analysis and is therefore neglected. The contributions from these processes are neither subtracted as backgrounds nor included explicitly as signal in the calculation of the cross section.

The background contributed by $W$ pair production in double parton interactions is evaluated using a Pythia 8 MC sample scaled to a theoretical cross section obtained by combining the NNLO prediction for single $W$ boson production and the measured effective-area parameter for double parton interactions [71]. The contribution in the signal region is found to be around 0.3%. To increase the impact of double parton interactions on the dominant $e\mu$ channel beyond the percent level would require an increase of the effective cross section by more than ten times its uncertainty. This background contribution is neglected.

6.6 WW candidate events and estimated background yields

The data event yields and the estimated background contributions are summarised in Table 3. The MC predicts that 93% of all signal events selected in the sample are produced via the $q\bar{q} \rightarrow W^+W^-$ process, while 4% stem from non-resonant $gg \rightarrow W^+W^-$ and 3% from resonant $H \rightarrow WW$ production. Kinematic distributions comparing the selected data to the signal and backgrounds are shown in Figures 6 and 7. The $W$+jets and multijet backgrounds are determined using fully data-driven methods, while for top-quark and Drell–Yan production the normalisation is determined from data, but their differential shapes are taken from MC predictions. The diboson background and the $WW$ signal are taken from MC simulation.

The signal contribution is normalised to the integrated luminosity using the nNLO cross-section prediction, which is defined in Section 9.1. The transverse momentum of the leading lepton, $p_T^{\text{lead}}$, invariant mass of the dilepton system, $m_{\ell\ell}$, and its transverse momentum, $p_T(\ell\ell)$, the difference in azimuthal angle between the decay leptons, $\Delta\phi_{\ell\ell}$, their combined rapidity, $|y_{\ell\ell}|$, as well as the observable $|\cos(\theta^*)|$, defined in Eq. (1), are shown. For all distributions, an excess of the data over the signal and background is observed, and this is discussed in more detail in Section 9.

7 Cross-section determination

7.1 Fiducial and total cross sections

After determining the background-subtracted number of signal candidate yields, $N_{\text{data}} - N_{\text{bkg}}$, the fiducial $WW$ production cross section is extracted using a likelihood fit based on the following equation:

$$\sigma_{\text{fid}}^{ll'}(WW) = \frac{N_{\text{data}} - N_{\text{bkg}}}{C_{WW} \times L},$$

where $L$ is the integrated luminosity. The correction factor $C_{WW}$ is determined from MC simulation and accounts for detector efficiency, resolution effects and contributions from $\tau$-lepton decays. It is defined as the ratio of the number of reconstructed $WW$ events after the final selection with electrons or muons in the final state (including electrons or muons from $\tau$ decays) to the number of $WW$ events generated in the fiducial region where only direct decays of $W$ bosons to electrons and muons are allowed. The measured fiducial cross section $\sigma_{\text{fid}}^{ll'}$ thus describes $WW$ production with only prompt decays into $e\mu$, $ee$...
Figure 6: Kinematic distributions of the selected data events after the full event selection for the $e\mu$ final state. Data are shown together with the predictions of the signal and background production processes. The transverse momentum of the leading lepton, $p_T^{\text{lead}}$, the invariant mass, $m_{ll}$, and the transverse momentum of the dilepton system, $p_T(\ell\ell)$, as well as the difference in azimuthal angle between the decay leptons, $\Delta \phi_{ll}$, the dilepton rapidity, $|y_{ll}|$, and the observable $|\cos(\theta^*)|$ are shown (from left to right and top to bottom). The last bin of the $p_T^{\text{lead}}, m_{ll}$ and $p_T(\ell\ell)$ distributions is an overflow bin. Statistical and systematic uncertainties in the predictions are shown as bands in hatched style.
Figure 7: Kinematic distributions of the selected data events after the full event selection for the combined $ee$ and $\mu\mu$ final states. Data are shown together with the predictions of the signal and background production processes. The transverse momentum of the leading lepton, $p_T^{lead}$, the invariant mass, $m_{ll}$, and the transverse momentum of the dilepton system, $p_T(ll)$, as well as the difference in azimuthal angle between the decay leptons, $\Delta \phi_{ll}$, their combined rapidity, $|y_{ll}|$, and the observable $|\cos(\theta^*)|$ are shown (from left to right and top to bottom). The last bin of the $p_T^{lead}$, $m_{ll}$ and $p_T(ll)$ distributions is an overflow bin. Statistical and systematic uncertainties in the predictions are shown as bands in hatched style.
Table 3: Summary of observed events and expected signal and background contributions in three dilepton channels.

The first uncertainty is statistical, the second one corresponds to the systematic uncertainty and includes the uncertainty due to the integrated luminosity (where used in the normalisation). The systematic uncertainties in the total background and total expectation are calculated as the sum in quadrature of the uncertainties of the individual components. The MC simulation of the $WW$ signal predicts that 93% of the events are produced via the $q\bar{q} \rightarrow W^+W^-$ process, while 4% stem from non-resonant $gg \rightarrow W^+W^-$ and 3% from resonant $H \rightarrow WW$ production.

<table>
<thead>
<tr>
<th>Final state</th>
<th>$e\mu$</th>
<th>$ee$</th>
<th>$\mu\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed events</td>
<td>5067</td>
<td>594</td>
<td>975</td>
</tr>
<tr>
<td>Total expected events</td>
<td>4420 $\pm$ 30 $\pm$ 320</td>
<td>507 $\pm$ 9 $\pm$ 39</td>
<td>820 $\pm$ 10 $\pm$ 65</td>
</tr>
<tr>
<td>(Signal + background)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$WW$ signal (MC)</td>
<td>3240 $\pm$ 10 $\pm$ 280</td>
<td>346 $\pm$ 3 $\pm$ 33</td>
<td>613 $\pm$ 5 $\pm$ 60</td>
</tr>
<tr>
<td>Top quark (data-driven)</td>
<td>609 $\pm$ 18 $\pm$ 52</td>
<td>92 $\pm$ 7 $\pm$ 8</td>
<td>127 $\pm$ 9 $\pm$ 11</td>
</tr>
<tr>
<td>$W^+$-jets (data-driven)</td>
<td>250 $\pm$ 20 $\pm$ 140</td>
<td>14 $\pm$ 5 $\pm$ 14</td>
<td>6 $\pm$ 5 $\pm$ 12</td>
</tr>
<tr>
<td>Drell–Yan (data-driven)</td>
<td>175 $\pm$ 3 $\pm$ 18</td>
<td>28 $\pm$ 0 $\pm$ 13</td>
<td>33 $\pm$ 0 $\pm$ 17</td>
</tr>
<tr>
<td>Other dibosons (MC)</td>
<td>150 $\pm$ 4 $\pm$ 30</td>
<td>27 $\pm$ 1 $\pm$ 5</td>
<td>38 $\pm$ 1 $\pm$ 5</td>
</tr>
<tr>
<td>Total background</td>
<td>1180 $\pm$ 30 $\pm$ 150</td>
<td>161 $\pm$ 9 $\pm$ 21</td>
<td>205 $\pm$ 11 $\pm$ 24</td>
</tr>
</tbody>
</table>

Table 4: Definitions of the respective fiducial regions used in the calculation of $\sigma_{e\mu}^{fid}(WW)$, $\sigma_{ee}^{fid}(WW)$ and $\sigma_{\mu\mu}^{fid}(WW)$. In these definitions, $\ell$ is the charged lepton from the decays $W \rightarrow e\nu$ and $W \rightarrow \mu\nu$, and $\sin(\Delta \phi_\ell)$ is the minimum difference in azimuthal angle between the vector sum of the momenta of the neutrinos and any of the selected generator-level charged leptons.

<table>
<thead>
<tr>
<th>$p_T^\ell$ (leading/sub-leading)</th>
<th>$e\mu$</th>
<th>$ee/\mu\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>\eta^\ell</td>
<td>$</td>
</tr>
<tr>
<td>$m_{\ell\ell}$</td>
<td>$&gt; 10$ GeV</td>
<td>$&gt; 15$ GeV</td>
</tr>
<tr>
<td>$</td>
<td>m_Z - m_{\ell\ell}</td>
<td>$</td>
</tr>
<tr>
<td>Number of jets with $p_T &gt; 25$ GeV, $</td>
<td>\eta</td>
<td>&lt; 4.5$</td>
</tr>
<tr>
<td>$</td>
<td>\Sigma p_T^{\nu}</td>
<td>$ if $\Delta \phi_\ell &gt; \pi/2$</td>
</tr>
<tr>
<td>$</td>
<td>\Sigma p_T^{\nu}</td>
<td>\times \sin(\Delta \phi_\ell)$ if $\Delta \phi_\ell &lt; \pi/2$ ($E_T^{\text{miss}}$, Rel)</td>
</tr>
<tr>
<td>Transverse magnitude of the vectorial sum of all neutrinos, $</td>
<td>\Sigma p_T^{\nu}</td>
<td>$</td>
</tr>
<tr>
<td>$p_T^{\text{miss}}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and $\mu\mu$ final states. The correction for contributions with intermediate $W \rightarrow \tau\nu$ decays only relies on the correct relative acceptance and the well-known relative branching fractions [68], not on the absolute normalization of the signal cross section.
The fiducial cross sections are measured separately in $e\mu$, $ee$ and $\mu\mu$ final states in regions closely approximating the experimental selection. The fiducial regions are summarised in Table 4.

To define the fiducial region, the following selection is applied to events from the MC generator before passing them through the detector simulation. Leptons are required to originate directly from $W$ decays and be oppositely charged. They are recombined with any final-state photons from QED radiation that fall within $\Delta R = 0.1$ of the respective lepton to form so-called ‘dressed-leptons’. The lepton kinematic requirements are imposed on these dressed leptons. Particle-level jets are constructed from stable particles with a lifetime of $\tau > 30$ ps, excluding muons and neutrinos, using the anti-$k_t$ algorithm with a radius parameter of 0.4. To remove jets reconstructed from signal electrons, jets lying a distance $\Delta R < 0.3$ from any signal electrons are removed. The four-momentum sum of the neutrinos stemming from the $W$ boson decays is used for the calculation of both $p_T^{\text{miss}}$ and $E_T^{\text{miss}, \text{rel}}$.

The total cross section of $WW$ production is defined to include all decay modes of the $W$ bosons and all jet multiplicities. It is obtained by extrapolating the fiducial cross section for the effects of all acceptance cuts listed in Table 4 with an additional acceptance factor, $A_{WW}$, and correcting for the leptonic branching fraction of $W$ bosons $\mathcal{B}(W \to \ell \nu) = 0.108$ [68]:

$$
\sigma_{\text{tot}}(pp \to WW) = \frac{\sigma_{\text{fid}}^{ee}(pp \to WW)}{A_{WW} \times \mathcal{B}^2(W \to \ell \nu)} = \frac{N_{\text{data}} - N_{\text{bkg}}}{C_{WW} \times A_{WW} \times \mathcal{B}^2(W \to \ell \nu) \times L},
$$

where $A_{WW}$ is defined as the ratio of the MC signal event yield within the fiducial region to the total number of generated signal MC events. The numerical values for the different final states are given in Table 5. For the $e\mu$ final state, the right-hand side of Eq. (9) contains an additional combinatorial factor of $1/2$.

The total cross sections for the individual final states, $e\mu$, $ee$ and $\mu\mu$, are then combined. The combination procedure is based on a likelihood fit where the systematic uncertainties, including the uncertainties due to backgrounds, are included as nuisance parameters. The minimisation of the negative log-likelihood function and the error calculation are performed using the Minuit package [72]. Several independent sources of systematic uncertainty are treated as correlated among the different final states, while the statistical uncertainties in the background estimates are treated as uncorrelated.

The numerical values of the correction factors $C_{WW}$ and $A_{WW}$ are shown in Table 5, while the uncertainties are listed in Table 7. These values are derived by adding the samples for all the $WW$ production processes according to their cross sections as detailed in Section 4. The same holds for the determination of their uncertainties. Table 5 also gives the values of the correction factors for the different $WW$ production processes. The value for $C_{WW}$ is largest for the $e\mu$ final state because events with $W$ decays to $\tau$-leptons, which only contribute to the numerator, make up a larger fraction of events in the $e\mu$ channel. This is due to less stringent requirements on $E_T^{\text{miss}}$. The difference in the $C_{WW}$ values between $ee$ and $\mu\mu$ is due to the different lepton identification efficiencies.

### 7.2 Measurement of the differential cross sections

Differential cross sections are defined in the fiducial regions and are measured as a function of the kinematic variables described in Section 2. The measurement is carried out in the $e\mu$ final state, which has a larger signal acceptance and lower relative background contamination compared to the same-flavour channels. The reconstructed spectra are corrected for background contributions and then unfolded to the
Table 5: Central values of $C_{WW}$, $A_{WW}$ and $C_{WW} \times A_{WW}$ used in the calculation of the cross section. The numbers are derived using the weighted average of the numbers for the different $WW$ production processes which are weighted according to their cross sections as detailed in Section 4.

<table>
<thead>
<tr>
<th>Process</th>
<th>$C_{WW} %$</th>
<th>$A_{WW} %$</th>
<th>$C_{WW} \times A_{WW} %$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$e\mu$ $ee$ $\mu\mu$</td>
<td>$e\mu$ $ee$ $\mu\mu$</td>
<td>$e\mu$ $ee$ $\mu\mu$</td>
</tr>
<tr>
<td>Total</td>
<td>51.2 29.1 47.4</td>
<td>22.8 8.6 9.3</td>
<td>11.7 2.5 4.4</td>
</tr>
<tr>
<td>$q\bar{q} \to W^+ W^-$</td>
<td>51.4 29.2 47.7</td>
<td>23.5 8.7 9.5</td>
<td>12.1 2.6 4.5</td>
</tr>
<tr>
<td>$gg \to W^+ W^-$ (non-resonant)</td>
<td>53.6 33.4 48.2</td>
<td>30.6 14.7 16.3</td>
<td>16.4 4.9 7.8</td>
</tr>
<tr>
<td>$gg \to H \to W^+ W^-$</td>
<td>43.5 21.8 39.3</td>
<td>10.4 4.1 4.6</td>
<td>4.5 0.9 1.8</td>
</tr>
</tbody>
</table>

fiducial phase space by correcting for detector resolution and reconstruction efficiencies. The iterative Bayesian approach [73, 74] with three iterations is employed in this analysis. The choice of three iterations is optimised to minimise the statistical uncertainties and the dependence on the prior Monte Carlo distribution in the unfolded spectra.

The measured differential cross sections are calculated from the unfolded signal spectra divided by the integrated luminosity and the corresponding bin widths. For the measurement, statistical uncertainties and the same systematic uncertainties as for the fiducial cross-section measurements are considered. In addition, the uncertainty due to the theoretical modelling is evaluated using a data-driven method that was introduced in Ref. [75], in which the kinematic distributions of the MC signal events are corrected to match those from data and the uncertainty is considered as the difference between the unfolded data spectra derived with the modified MC distributions and those using the original MC simulation. The modelling uncertainty is found to be small (±1%) for most variables.

8 Systematic uncertainties

Systematic uncertainties in the measured $WW$ cross section arise from the object reconstruction, the background determination, the procedures used to correct for detector effects, and the usage of theory predictions in correction and extrapolation procedures.

8.1 Experimental uncertainties

The relative systematic uncertainties from the reconstruction of the events in the detector and the background subtraction are summarised in Table 6 for the fiducial and total cross-section measurements. The dominant systematic uncertainties in the combined measurement are the uncertainties due to the jet energy scale (~4%), the $W$+jets background (~3%) and the luminosity (~2%).

The uncertainties due to pile-up are estimated by varying the reweighting procedure for the MC samples used to reproduce the distributions of the number of primary vertices in data. The uncertainties in the correction factors to match the simulated efficiencies to the measured ones for the electron and muon trigger requirements [51, 52] as well as for the reconstruction, identification and isolation requirements [53, 55, 76, 77] are propagated to the measurement. A similar procedure is used to assess the uncertainty due to the lepton momentum scale and resolution [55, 78].
Uncertainties related to the selection and measurement of jets affect the measurement primarily via the definition of jets for the jet-veto requirement, but also via the $E_T^{\text{miss}}$ reconstruction. The impact on the cross-section measurements is evaluated by varying each of these in the simulation within their respective uncertainties as determined from data [61]. The main sources of uncertainty for jets are the jet energy scale (JES) and the jet energy resolution (JER). Uncertainties of the lepton and jet momentum scales and resolutions are propagated to the $E_T^{\text{miss}}$ reconstruction. Additional uncertainties in the $E_T^{\text{miss}}$ due to jets reconstructed with momenta below $p_T < 20$ GeV and calorimeter cells not associated with any reconstructed objects are accounted for separately and denoted “soft terms” in Table 6. An uncertainty in the $p_T^{\text{miss}}$ scale and resolution is estimated from a comparison between data and MC simulation in Z boson events with muonic decays.

Backgrounds are determined as discussed in Section 6, and the uncertainties from the background subtraction are also given in Table 6. For each of the top-quark and Drell–Yan background estimates, and the $W$+jets and the multijet background estimate, the total systematic uncertainty is given. The statistical uncertainties stem from the limited size of the MC samples used for the background estimates of the diboson production processes and from the limited size of the data samples used for data-driven estimations. The uncertainty in the integrated luminosity is $\pm 1.9\%$ and affects the cross-section determination through Eqs. (8) and (9) and the normalisation of background from other diboson processes.

8.2 Modelling uncertainties

The modelling uncertainty in the $WW$ signal enters the cross-section determination through the calculation of the correction factor $C_{WW}$ and the acceptance correction factor $A_{WW}$. The dominant uncertainties in $A_{WW}$ stem from the jet-veto requirement (3.4%), the parton shower model and the choice of generators (\sim 2.5%), while the uncertainties due to other sources (PDF choice, NLO electroweak correction, residual QCD scale dependence) are found to be small (<1%). In contrast to $A_{WW}$, which has a sizeable theory dependence, $C_{WW}$ is mainly affected by the detector resolution and only has a small theoretical uncertainty (~1%). The product of $C_{WW} \times A_{WW}$ and its corresponding uncertainties are evaluated taking into account correlations between the uncertainties in $C_{WW}$ and $A_{WW}$. Table 7 gives an overview of the theoretical uncertainties used in the cross-section calculation. They are determined independently for the different $WW$ signal processes as detailed below and added according to the respective contribution of $q\bar{q} \rightarrow W^+W^-$ and resonant and non-resonant $gg$-induced $W^+W^-$ production.

The PDF uncertainty is estimated as the envelope of the CT10 [27] prediction and the predictions obtained using MSTW2008 [79] and NNPDF2.3 [80] and their respective PDF uncertainties at 68% confidence level following Ref. [81]. The PDF uncertainties for $q\bar{q}$ and $gg$-induced WW production are combined assuming full correlation.

The effect of the next-to-leading-order EWK contributions of $O(\alpha^3_{\text{EW}})$ is considered for the $q\bar{q} \rightarrow W^+W^-$ process only, but the resulting uncertainty in $C_{WW}$ and $A_{WW}$ is minor.

The uncertainties of the perturbative calculations can be estimated by varying the choice of renormalisation and factorisation scales and quoting the maximum difference between results from the central value and the alternative scale choices. However, it is suggested in Ref. [82] that this approach may underestimate the uncertainty in the case a jet-veto requirement is applied and therefore a more conservative approach is proposed. In this approach, the scale variation uncertainties are treated as uncorrelated between cross sections for different inclusive jet multiplicities and predictions for exclusive jet multiplicities are obtained from the difference between the inclusive predictions. The uncertainty in the difference
Sources of uncertainty

<table>
<thead>
<tr>
<th>Experimental uncertainties in fiducial and total cross sections [%]</th>
<th>$e\mu$</th>
<th>$ee$</th>
<th>$\mu\mu$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated luminosity</td>
<td>±2.0</td>
<td>±2.0</td>
<td>±2.0</td>
<td>±2.0</td>
</tr>
<tr>
<td>Pile-up</td>
<td>±1.4</td>
<td>±2.0</td>
<td>±2.0</td>
<td>±1.5</td>
</tr>
<tr>
<td>Trigger</td>
<td>±0.4</td>
<td>±2.8</td>
<td>±3.0</td>
<td>±0.8</td>
</tr>
<tr>
<td>Electron energy scale</td>
<td>±0.4</td>
<td>±1.5</td>
<td>—</td>
<td>±0.4</td>
</tr>
<tr>
<td>Electron energy resolution</td>
<td>±0.0</td>
<td>±0.2</td>
<td>—</td>
<td>±0.1</td>
</tr>
<tr>
<td>Electron identification and reconstruction</td>
<td>±1.0</td>
<td>±2.2</td>
<td>—</td>
<td>±0.9</td>
</tr>
<tr>
<td>Electron isolation</td>
<td>±0.2</td>
<td>±0.5</td>
<td>—</td>
<td>±0.2</td>
</tr>
<tr>
<td>Muon momentum scale</td>
<td>±0.1</td>
<td>—</td>
<td>±0.4</td>
<td>±0.1</td>
</tr>
<tr>
<td>Muon momentum resolution (ID)</td>
<td>±0.6</td>
<td>—</td>
<td>±1.7</td>
<td>±0.7</td>
</tr>
<tr>
<td>Muon momentum resolution (MS)</td>
<td>±0.1</td>
<td>—</td>
<td>±0.2</td>
<td>±0.1</td>
</tr>
<tr>
<td>Muon identification and reconstruction</td>
<td>±0.4</td>
<td>—</td>
<td>±0.8</td>
<td>±0.4</td>
</tr>
<tr>
<td>Muon isolation</td>
<td>±0.6</td>
<td>—</td>
<td>±1.2</td>
<td>±0.6</td>
</tr>
<tr>
<td>Jet vertex fraction (JVF)</td>
<td>±0.2</td>
<td>±0.3</td>
<td>±0.2</td>
<td>±0.2</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>±4.1</td>
<td>±3.9</td>
<td>±4.4</td>
<td>±4.1</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>±1.4</td>
<td>±1.3</td>
<td>±1.5</td>
<td>±1.4</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$ scale soft terms</td>
<td>±1.1</td>
<td>±2.1</td>
<td>±1.9</td>
<td>±1.3</td>
</tr>
<tr>
<td>$E_T^{\text{miss}}$ resolution soft terms</td>
<td>±0.3</td>
<td>±0.4</td>
<td>±0.5</td>
<td>±0.4</td>
</tr>
<tr>
<td>$p_T^{\text{miss}}$ scale soft terms</td>
<td>±0.2</td>
<td>±0.4</td>
<td>±0.4</td>
<td>±0.3</td>
</tr>
<tr>
<td>$p_T^{\text{miss}}$ resolution soft terms</td>
<td>±0.1</td>
<td>±0.2</td>
<td>±0.1</td>
<td>±0.1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Background uncertainties in fiducial and total cross sections [%]</th>
<th>$e\mu$</th>
<th>$ee$</th>
<th>$\mu\mu$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top-quark background</td>
<td>±1.4</td>
<td>±1.8</td>
<td>±1.4</td>
<td>±1.4</td>
</tr>
<tr>
<td>W+jets &amp; multijet background</td>
<td>±3.6</td>
<td>±3.1</td>
<td>±2.0</td>
<td>±2.7</td>
</tr>
<tr>
<td>Drell–Yan background</td>
<td>±0.5</td>
<td>±3.0</td>
<td>±2.3</td>
<td>±0.9</td>
</tr>
<tr>
<td>MC statistics (top-quark, W+jets, Drell–Yan)</td>
<td>±0.6</td>
<td>±2.0</td>
<td>±1.4</td>
<td>±0.5</td>
</tr>
<tr>
<td>Other diboson cross sections</td>
<td>±0.7</td>
<td>±1.0</td>
<td>±0.6</td>
<td>±0.7</td>
</tr>
<tr>
<td>MC statistics (other diboson)</td>
<td>±0.1</td>
<td>±0.3</td>
<td>±0.2</td>
<td>±0.1</td>
</tr>
</tbody>
</table>

Table 6: Uncertainty sources and associated relative systematic uncertainties for the reconstruction and background subtraction for the WW cross sections measured in the $e\mu$, $ee$ and $\mu\mu$ final states as well as for the combined cross section. The uncertainties apply to both the fiducial and total cross sections. In cases where no uncertainties are quoted they do not affect the specific final state (e.g. electron energy scale uncertainties for muon final states).

is then used to estimate the perturbative uncertainty due to the jet-veto requirement. This uncertainty is found to be about ±2.9% for the $q\bar{q} \rightarrow W^+W^-$ process when using the NNLO predictions [3]. The uncertainty due to the jet-veto requirement for the $H \rightarrow W^+W^-$ production process has been determined to be ±11% [54] and the same uncertainty is assumed for the non-resonant $gg \rightarrow W^+W^-$ process. The combined uncertainty due to the jet-veto requirement for the WW signal is about ±3.4%, assuming full correlation of the $q\bar{q}$- and $gg$-induced processes. Without the jet-veto requirement, the residual perturbative uncertainty in $A_{WW}$ due to the scale choice for the perturbative calculations is estimated using an
approach in which the renormalisation ($\mu_R$) and factorisation ($\mu_F$) scales are varied independently by a factor of two or one-half. The uncertainty in $A_{WW}$ due to the scale choice is calculated when not applying the jet-veto requirement to avoid double counting with the above described perturbative uncertainty due to the jet-veto requirement. It is found to be $\pm 0.2\%$. The uncertainty in $C_{WW}$ due to the perturbative calculations, including the jet-veto requirement, is found to be about $\pm 0.6\%$.

Parton shower, hadronisation and underlying-event uncertainties (collectively called “soft QCD” in the following), and generator uncertainties, have effects that are estimated by comparing various MC signal samples. For $q\bar{q} \to W^+W^-$ production, the generator uncertainty is evaluated by comparing samples generated using Powheg and MC@NLO both interfaced with Herwig+Jimmy, whilst the soft QCD uncertainties are calculated using two samples generated with Powheg and interfaced with Herwig+Jimmy and Pythia 8, respectively. This yields an uncertainty of $1.3\%$ dominated by the uncertainty in $A_{WW}$ due to the choice of generator. The $C_{WW}$ uncertainties are estimated to be $0.4–0.9\%$ for the $q\bar{q} \to W^+W^-$ process and are applied to all production channels. The uncertainties in $A_{WW}$ for non-resonant $gg \to W^+W^-$ production due to soft QCD effects and the choice of the generator are evaluated by comparing the results obtained from samples generated with gg2ww and MCFM both interfaced to Herwig+Jimmy, and two samples generated with MCFM interfaced either to Herwig+Jimmy or Pythia 8. This gives an uncertainty of about $30\%$ in $A_{WW}$, which is dominated by a $28–29\%$ uncertainty coming from the parton shower. Uncertainties in the modelling of resonant $H \to W^+W^-$ production are taken from Ref. [54] and amount to $6.9\%$ for $A_{WW}$.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma(C_{WW})$ [%]</th>
<th>$\sigma(A_{WW})$ [%]</th>
<th>$\sigma(C_{WW} \times A_{WW})$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu\mu$ $ee$ $\mu\mu$</td>
<td>$\mu\mu$ $ee$ $\mu\mu$</td>
<td>$\mu\mu$ $ee$ $\mu\mu$</td>
</tr>
<tr>
<td>PDF</td>
<td>0.10 0.34 0.13</td>
<td>0.81 0.94 0.93</td>
<td>0.85 1.3 0.98</td>
</tr>
<tr>
<td>EWK corrections (SF$_{EW}$)</td>
<td>0.01 0.06 0.04</td>
<td>0.46 0.41 0.43</td>
<td>0.47 0.34 0.40</td>
</tr>
<tr>
<td>Jet veto</td>
<td>— — —</td>
<td>3.4 3.4 3.4</td>
<td>3.4 3.4 3.4</td>
</tr>
<tr>
<td>Scale</td>
<td>0.62 0.62 0.62</td>
<td>0.22 0.22 0.22</td>
<td>0.66 0.66 0.66</td>
</tr>
<tr>
<td>Soft QCD</td>
<td>0.35 0.92 0.80</td>
<td>2.5 2.6 2.7</td>
<td>2.5 3.0 2.9</td>
</tr>
<tr>
<td>Total</td>
<td>0.70 1.2 1.0</td>
<td>4.3 4.4 4.5</td>
<td>4.4 4.8 4.6</td>
</tr>
</tbody>
</table>

Table 7: Relative uncertainties of $C_{WW}$, $A_{WW}$ and $C_{WW} \times A_{WW}$, due to the theoretical modelling of the WW signal processes, which include $q\bar{q} \to W^+W^-$ and non-resonant and resonant $gg \to W^+W^-$ production. The total uncertainties are calculated as the quadratic sum of the uncertainties from each source. The combined $C_{WW} \times A_{WW}$ uncertainties take into account the correlation between $C_{WW}$ and $A_{WW}$.
9 Cross-section results

9.1 Theoretical predictions

Various calculations for WW diboson production, involving higher loop QCD corrections, electroweak corrections, or involving resummation of soft gluon terms are available, with different approaches taken to approximate these effects [3, 4, 6]. Hence, when comparing experimental results with theoretical predictions, these corrections play a relevant role.

Figure 1 illustrates the diagrams of the leading processes for WW production. The cross section of the $q\bar{q} \rightarrow W^+W^-$ process is known to $O(\alpha_s^2)$ [3]. The loop-induced $gg$ processes that include the non-resonant $gg$ and resonant Higgs boson production processes start contributing at $O(\alpha_s^2)$. The non-resonant $gg$ process is only predicted at lowest order, $O(\alpha_s^2)$. The non-resonant $gg$ process is only predicted at lowest order, $O(\alpha_s^2)$, while the Higgs boson production cross section has been calculated to $O(\alpha_s^4)$ [45]. Neither of the loop processes interferes at $O(\alpha_s^2)$ with the $q\bar{q} \rightarrow W^+W^-$ process and the interference between the $gg$-induced processes is small and can be neglected. The resonant Higgs boson production process makes up 6.6% of the total cross section, while non-resonant $gg$ production contributes 2.2%.

The combination of the above processes calculated to $O(\alpha_s^2)$ for the $q\bar{q}$ and non-resonant $gg$ processes and to $O(\alpha_s^4)$ for the resonant $gg$ contribution yields a prediction for the total WW production that is valid to NNLO accuracy in perturbative QCD.

These theoretical calculations are available only for the total production cross section; the kinematic distributions for the $q\bar{q} \rightarrow W^+W^-$ process are predicted only at order $O(\alpha_s)$ [44]. Therefore, fiducial cross sections are estimated by applying the acceptance correction $A_{WW}$ as calculated from the MC samples described in Section 4 to the total cross sections. The first prediction for the fiducial cross section is that for WW production predicted partially at NNLO in $\alpha_s$ (nNLO) neglecting $O(\alpha_s^2)$ contributions to the $q\bar{q}$ process. The nNLO prediction for the total cross section is about 8% lower than the NNLO prediction, and as a consequence, the nNLO fiducial cross section, $\sigma(nNLO_{fid})$, is also lowered by the same amount.

An approximate NNLO fiducial cross section, $\sigma(\text{approx. NNLO}_{fid})$, can be derived by using the total NNLO prediction [3, 45] and multiplying it by the fiducial acceptance and the branching fractions, $\sigma_{\text{tot}}^{\text{NNLO}} \times A_{WW} \times B^2$.

These calculations can be refined by considering further effects. Logarithmic contributions from soft gluon emission from the initial state can be resummed at next-to-next-to-leading logarithmic (NNLL) accuracy, yielding a theoretical prediction with reduced scale uncertainties and a more accurate description of the transverse momentum of the WW system, $p_T^{WW}$, and the jet multiplicity.

An approximate NNLO+NNLL prediction of fiducial cross sections, $\sigma(\text{approx. NNLO} + \text{NNLL}_{fid})$, is provided in Ref. [6], and is about 15–18% higher than the nNLO prediction and around 7–10% higher than the approximate NNLO prediction.

The use of resummation calculations also affects the calculation of the acceptance $A_{WW}$ and this effect was investigated in Ref. [4]. Based on Ref. [4] an alternative approximation for the fiducial cross section including NNLL effects, $\sigma(\text{NNLO } p_T\text{-Resum}_{fid})$, is calculated as the product of $\sigma(\text{NNLO}_{tot})$, the branching fraction, and a corrected fiducial acceptance factor $A_{p_T\text{-Resum}_{WW}}$. The corrected $A_{p_T\text{-Resum}_{WW}}$ is

\[3\] A more recent 3-loop calculation of the theoretical prediction for the resonant $gg$ process to $O(\alpha_s^5)$ [83] yields a 0.15% increase of the total WW production cross section with respect to the calculation to $O(\alpha_s^4)$ but it is not considered here.
derived by reweighting the shape of the $p_T^{WW}$ distribution in the MC samples described in Section 4 to the predicted NLO+NNLL shape given in Ref. [4].

The uncertainty in the NNLO calculation of the total cross section accounts for the effects of QCD scale and PDF uncertainties, which are added linearly, while the theoretical uncertainties of the fiducial cross sections include the parton shower uncertainty in addition to the QCD scale and PDF uncertainties, the effects of which are again added linearly.

9.2 Cross-section measurements and comparisons with theoretical predictions

The measured fiducial and total cross sections are compared to theoretical calculations evaluated at different orders in $\alpha_s$, as summarised in Tables 8 and 9, respectively.

The cross-section measurements in their fiducial phase spaces, defined in Table 4, are minimally dependent on theory corrections, since the fiducial volumes correspond closely to the detector-level selection. The measured fiducial cross sections are summarised in Table 8, including statistical and systematic uncertainties. They are about two standard deviations higher than the nNLO prediction, and about 1.4 standard deviations larger than $\sigma$(approx. NNLO$_{fid}$), while they are found to be compatible with the predictions that consider resummation corrections. A graphical comparison between the fiducial cross-section measurements and various theoretical predictions is shown in Figure 8.

The total cross sections are measured separately in the three different final states and then combined. The results for the individual measurements and the combined cross section are summarised in Table 9. The combined cross section is found to be compatible with the NNLO prediction within about 1.4 standard deviations. A graphical comparison between the individual measurements and their combination is shown in Figure 9. The result is fully compatible with the recently published measurement by the CMS Collaboration [13].

The measured unfolded differential cross sections are shown in Figure 10. They are compared to predictions obtained using POWHEG+PYTHIA for the $q\bar{q} \to W^+W^-$ and $gg \to H \to W^+W^-$ production processes and gg2ww+HERWIG+JIMMY for non-resonant $gg$-induced $WW$ production. These predictions are added as described in Section 4. The data are also compared to an alternative prediction, where the $q\bar{q} \to W^+W^-$ contribution is reweighted using the approximated resummed calculation from Ref. [4] described above. For a third prediction, the $q\bar{q} \to W^+W^-$ contribution is replaced using MC@NLO+HERWIG+JIMMY. All three predictions are normalised to the NNLO theoretical prediction for the total cross section.

The predictions generally undershoot the data, except for high $p_T$ of the leading lepton, at high $m_{\ell\ell}$ and for high values of $\Delta\phi_{\ell\ell}$, where there is a small deficit in data compared to the expectation from either MC prediction. A small discrepancy between the MC predictions and the data is visible for the unfolded differential distribution of the transverse momentum of the leading lepton, $p_{T\text{lead}}$, which differs between POWHEG and MC@NLO. The full difference between the two MC predictions is accounted for in Section 10, when limits on anomalous couplings are extracted. The differences between data and MC simulation for the unfolded differential distributions in $|y_{\ell\ell}|$ and $|\cos(\theta^*)|$ are mostly constant as a function of these variables.

In general, the shapes of the unfolded data distributions agree with either prediction at the level of ±15%. The $H \to W^+W^-$ contribution to the differential predictions is typically 2% to at most 8.5% per bin, and therefore has a small impact on the comparison.
Table 8: Measured cross sections in the fiducial region for each channel as defined in Table 4, compared with various theoretical predictions described in the text of Section 9.1.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Fiducial cross section $pp \rightarrow WW \rightarrow \ell\ell\nu\nu$ [fb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured $\sigma^\text{ef}_{\text{fid}}(WW)$</td>
<td>$374 \pm 7\text{(stat)} \pm 25\text{(syst)} \pm 8\text{(lumi)}$</td>
</tr>
<tr>
<td>$\sigma(\text{nNLO}_{\text{fid,ee}})$</td>
<td>$(\sigma_{\text{tot}}^{\text{nNLO}} \times A_{WW} \times B^2)$ [44]+[45] $311 \pm 15$</td>
</tr>
<tr>
<td>$\sigma(\text{approx. NNLO}_{\text{fid,ee}})$</td>
<td>$(\sigma_{\text{tot}}^{\text{NNLO}} \times A_{WW} \times B^2)$ [3]+[45] $335 \pm 18$</td>
</tr>
<tr>
<td>$\sigma(\text{approx. (NNLO + NNLL)}_{\text{fid,ee}})$</td>
<td>$358 \pm 14$</td>
</tr>
<tr>
<td>$\sigma(\text{NNLO } p_T-\text{Resum}_{\text{fid,ee}})$</td>
<td>$(\sigma_{\text{tot}}^{\text{NNLO}} \times A_{p_T-\text{Resum}_{WW}} \times B^2)$ [4] $349 \pm 19$</td>
</tr>
</tbody>
</table>

| Measured $\sigma^\text{ee}_{\text{fid}}(WW)$ | $73.4^{+4.2}_{-4.1}(\text{stat}) \pm 6.5(\text{syst}) \pm 1.5(\text{lumi})$ |
| $\sigma(\text{nNLO}_{\text{fid,ee}})$ | [44]+[45] $58.5 \pm 2.8$ |
| $\sigma(\text{approx. NNLO}_{\text{fid,ee}})$ | [3]+[45] $63.0 \pm 3.4$ |
| $\sigma(\text{approx. (NNLO + NNLL)}_{\text{fid,ee}})$ | [6] $69.0 \pm 2.7$ |
| $\sigma(\text{NNLO } p_T-\text{Resum}_{\text{fid,ee}})$ | [4] $65.5 \pm 3.6$ |

| Measured $\sigma^\text{e\mu}_{\text{fid}}(WW)$ | $80.2^{+3.3}_{-3.2}(\text{stat}) \pm 6.4(\text{syst}) \pm 1.6(\text{lumi})$ |
| $\sigma(\text{nNLO}_{\text{fid,e\mu}})$ | [44]+[45] $63.7 \pm 3.1$ |
| $\sigma(\text{approx. NNLO}_{\text{fid,e\mu}})$ | [3]+[45] $68.6 \pm 3.7$ |
| $\sigma(\text{approx. (NNLO + NNLL)}_{\text{fid,e\mu}})$ | [6] $75.1 \pm 3.0$ |
| $\sigma(\text{NNLO } p_T-\text{Resum}_{\text{fid,e\mu}})$ | [4] $71.2 \pm 4.0$ |

Table 9: Measured total $WW$ production cross sections in each final state together with the combined value, compared to the $\sigma(\text{NNLO}_{\text{tot}})$ theory prediction.

<table>
<thead>
<tr>
<th>Final state</th>
<th>Total cross section $pp \rightarrow WW$ [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e\mu$</td>
<td>$70.6\pm1.3(\text{stat})^{+5.8}_{-5.1}(\text{syst}) \pm 1.4(\text{lumi})$</td>
</tr>
<tr>
<td>$ee$</td>
<td>$73.6^{+4.2}<em>{-4.1}(\text{stat})^{+7.5}</em>{-6.4}(\text{syst}) \pm 1.5(\text{lumi})$</td>
</tr>
<tr>
<td>$\mu\mu$</td>
<td>$74.0\pm3.0(\text{stat})^{+3.1}_{-3.0}(\text{syst}) \pm 1.5(\text{lumi})$</td>
</tr>
<tr>
<td>Combined</td>
<td>$71.1\pm1.1(\text{stat})^{+5.7}_{-5.0}(\text{syst}) \pm 1.4(\text{lumi})$</td>
</tr>
<tr>
<td>$\sigma(\text{NNLO}_{\text{tot}})$ theory prediction [3]+[45]</td>
<td>$63.2^{+1.6}_{-1.4}(\text{scale}) \pm 1.2(\text{PDF})$</td>
</tr>
</tbody>
</table>

Tables ?? to ?? in the appendix give an overview of the measured unfolded differential cross sections and the statistical, experimental and background uncertainties in the measurement. The bin-to-bin correlations are preserved for each source of systematic uncertainty and the correlation matrices are made available in the appendix. The systematic uncertainties are treated as fully correlated. This includes the background uncertainties, except the uncertainties due to the limited statistics of the MC simulation and the uncertainties related to the $W^+\text{jets}$ estimate, specifically the uncertainties on the measured fake lepton efficiencies and the sample dependence, since both these uncertainties have a large statistical component. The background uncertainties are added in quadrature to the statistical and experimental uncertainties to
obtain the total uncertainty in each bin. The total uncertainties range from 10% to 30%. Normalised unfolded differential cross-section distributions are also measured, as these are more suited to analysis of the shapes of differential distributions. Results and tables are made available in the appendix.
Figure 8: Comparison of the measured fiducial cross sections with various theoretical predictions. The comparison is made for all final states, $e\mu$ (top left), $ee$ (top right) and $\mu\mu$ (bottom left). The bottom right figure shows the measured and predicted fiducial cross sections normalised to the respective measured values for all final states. Theoretical predictions are indicated as black markers with grey error bands, while the central value of the measured cross sections is indicated by a blue line with red lines showing the statistical uncertainty and blue bands for the total uncertainty including statistical and systematic uncertainties.
Figure 9: The $WW$ cross sections measured at $\sqrt{s} = 8$ TeV compared to the NNLO prediction. The uncertainties in the measurement show the statistical as well as the total uncertainty including the luminosity uncertainty.
Figure 10: Measured unfolded differential cross sections of WW production in the $e\mu$ final state for the transverse momentum of the leading lepton, $p_{T}^{\text{had}}$, the invariant mass, $m_{\ell\ell}$, and the transverse momentum of the dilepton system, $p_{T}(\ell \ell)$, as well as the difference in azimuthal angle between the decay leptons, $\Delta \phi_{\ell \ell}$, their combined rapidity, $|y_{\ell \ell}|$, and the observable $|\cos(\theta^{*})|$. The measured cross-section values are shown as markers with error bars giving the statistical uncertainty and blue bands indicating the size of the total uncertainty. The MC predictions are shown as red lines. The solid lines give the nNLO predictions that are derived using MC samples, while the dashed lines represent the approximate NNLO predictions that are calculated as $\sigma_{\text{nNLO}} \times A_{WW} \times B^{2}$. For the top three histograms, double red lines indicate changes in the x-axis scale.
10 Limits on anomalous triple-gauge-boson couplings

10.1 Theoretical parameterisation

The non-Abelian self-couplings of $W$ and $Z$ bosons and photons can be probed via the $WWV$ vertex, where $V = Z$ or $\gamma$, present when the bosons are produced via the $s$-channel exchange of a $Z$ or $\gamma$ as shown in Figure 1(b). The SM, with its $SU(2) \times U(1)$ structure, makes definite predictions for these triple-gauge-boson couplings \[84\]. The SM Lagrangian can be extended with additional degrees of freedom that modify the couplings. Considering only terms that conserve charge conjugation ($C$) and parity ($P$) separately, the modified Lagrangian can be written as:

\[
\mathcal{L} = ig_{WWV} \left[ g_1^V(W^+_{\mu\nu} W^{-\mu} - W^{+\mu} W^-_{\mu\nu})V^{\nu} + k^V W^+_{\mu} W^-_{\nu} V^{\mu\nu} + \frac{\lambda^V}{m_W^2} W^+_{\mu\nu} W^-_{\mu\nu} V^{\rho\sigma} \right],
\]

where $V = Z$ or $\gamma$; $W^+_{\mu\nu} = \partial_{\mu} W^+_{\nu} - \partial_{\nu} W^+_{\mu}$; $V_{\mu\nu} = \partial_{\mu} V_{\nu} - \partial_{\nu} V_{\mu}$. The overall coupling constants $g_{WWV}$ are given by $g_{WWZ} = -e$ and $g_{WW\gamma} = -e \cot \theta_W$, where $\theta_W$ is the weak mixing angle.

Electromagnetic gauge invariance requires that $g_1^j = 1$. The three other coupling parameters that are non-zero in the SM are $g_2^Z = 1$, $k^Z = 1$, and $k^\gamma = 1$. Deviations from the SM are introduced as:

\[
\Delta g_1^V = 1 - g_1^V; \quad \Delta k^Z = 1 - k^Z; \quad \Delta k^\gamma = 1 - k^\gamma. \tag{11}
\]

The remaining couplings are zero in the SM, $\lambda^V = \lambda^Z = 0$. A significant non-zero value for any of the parameters $\Delta g_1^V$, $\Delta k^Z$, $\Delta k^\gamma$, $\lambda^V$ and $\lambda^Z$ would be evidence of new interactions not included in the SM.

If anomalous couplings occur, these extra terms in the Lagrangian would contribute and would induce a violation of unitarity at sufficiently high energies. Therefore, form factors are introduced to dampen the rise of the $WW$ production cross section so that it takes physical values even at the highest partonic centre-of-mass energies relevant for 8 TeV $pp$ collisions:

\[
\Delta g_1^V \rightarrow \frac{\Delta g_1^V}{1 + \frac{\delta}{\Lambda^2}}, \quad \Delta k^V \rightarrow \frac{\Delta k^V}{1 + \frac{\delta}{\Lambda^2}}, \quad \lambda^V \rightarrow \frac{\lambda^V}{1 + \frac{\delta}{\Lambda^2}}, \tag{12}
\]

where $\delta$ is the square of the invariant mass of the vector boson pair. The form-factor scale, $\Lambda$, is typically taken to be in the TeV range. Upper bounds on the size of the anomalous gauge boson couplings can be derived as a function of $\Lambda$ based on unitarity considerations \[85\].

Several restrictions can be put on the couplings and are explored in this paper in addition to the scenario where none of the couplings is restricted per se: the Equal Couplings constraint assumes the coupling parameters for the $WWZ$ and $WW\gamma$ vertices to be equal. Hence, $g_1^Z = g_1^\gamma = 1$, which leaves only two independent parameters: $\Delta k^\gamma = \Delta k^Z$ and $\lambda^V = \lambda^Z$. The so-called LEP constraint \[86\] reduces the number of free anomalous coupling parameters to three by requiring $SU(2) \times U(1)$ gauge invariance,

\[
\Delta g_1^Z = \Delta k^Z + \tan^2 \theta_W \Delta k^\gamma, \quad \lambda^V = \lambda^Z, \tag{13}
\]
where $\theta_W$ is the weak mixing angle. Assuming the absence of cancellations between tree-level and one-loop contributions, leads to the Hagiwara–Ishihara–Szalapski–Zeppenfeld (HISZ) constraint scenario [2] with three free parameters where the following relations hold:

\[
\Delta g_1^Z = \frac{\Delta k^Z}{\cos^2 \theta_W - \sin^2 \theta_W}, \\
\Delta k^\gamma = 2 \frac{\Delta k^Z}{\cos^2 \theta_W - \sin^2 \theta_W}, \\
\lambda^\gamma = \lambda^Z.
\] (14)

An alternative way to parameterise new physics in diboson production processes is based on effective field theory (EFT) [87]. It removes two complications of the generalised Lagrangian described above: it respects $SU(2) \times U(1)$ gauge invariance and does not introduce arbitrary form factors, though it assumes that higher-dimensional operators are suppressed by the mass scale of new physics. In the effective field theory approach, the effective Lagrangian is an expansion in operators that are $SU(2) \times U(1)$ gauge invariant and conserve charge conjugation and parity. The dimensionless coefficients, $C_i$, parameterise the strength of the coupling between new physics and SM particles:

\[
\mathcal{L} = \mathcal{L}_{SM} + \sum_i \frac{C_i}{\Lambda^2} O_i.
\] (15)

There are five dimension-six operators, $O_i$, but only three of those conserve $C$ and $P$ and are considered in the following:

\[
O_{WWW} = \text{Tr}[W_{\mu} W^{\nu\rho} W^\rho_{\mu'}], \\
O_W = (D_\mu \phi^0)^+ W^{\mu\nu} (D_\nu \phi^0), \\
O_B = (D_\mu \phi^0)^+ B^{\mu\nu} (D_\nu \phi^0),
\] (16)

where $\phi^0$ is the Higgs boson doublet field and

\[
D_\mu = \partial_\mu + \frac{i}{2} g t^I W_\mu^I + \frac{i}{2} g' B_\mu, \\
W_{\mu\nu} = \frac{i}{2} g t^I \left( \partial_\mu W^I_\nu - \partial_\nu W^I_\mu + g \epsilon_{IJK} W^J_\mu W^K_\nu \right), \\
B_{\mu\nu} = \frac{i}{2} g' \left( \partial_\mu B_\nu - \partial_\nu B_\mu \right),
\] (17)

with $I = 1, 2, 3$ and similarly for $J$ and $K$. The free parameters of the effective field theory approach used here are $C_{WWW}/\Lambda^2$, $C_W/\Lambda^2$ and $C_B/\Lambda^2$. The parameter $C_W/\Lambda^2$ also affects the Higgs production processes predicted to contribute at the $3\%$ level in the SM. Possible enhancements of the Higgs production process are neglected in the subtraction of the resonant $gg$-induced $H \rightarrow WW$ production process as background and are fully attributed to the $q\bar{q} \rightarrow W^+ W^-$ process in the limit setting.
10.2 Confidence intervals for the aTGC parameters

Anomalous triple-gauge-boson couplings (aTGCs) can modify the $WW$ production cross section at large $\hat{s}$. A number of variables were investigated, and the transverse momentum of the leading lepton, $p_{T}^{\text{lead}}$, was found to be particularly sensitive to aTGCs and is therefore used to extract limits on the aTGC parameters. The extraction is based on detector-level distributions. A profile-likelihood-ratio test statistic [88] is used to check whether the data and predictions with aTGCs are compatible. Then a frequentist method [89] is used to determine the 95% confidence interval for the aTGC parameters. The $e\mu$ final state constitutes a major fraction of the selected data sample and has a higher signal-to-background ratio than the $ee$ and $\mu\mu$ final states; therefore only the $e\mu$ events are used in the limit extraction.

The likelihood function used in the test statistic is the product of Poissonian probability density functions over the considered $p_{T}^{\text{lead}}$ bins ($150–250$ GeV, $250–350$ GeV and $350–1000$ GeV) that are optimised for maximum sensitivity. The number of observed data events and the prediction for the signal and background processes are used to construct the Poissonian probability density functions, in which systematic uncertainties are considered as nuisance parameters each constrained with a Gaussian distribution. A reweighting procedure implemented in MC@NLO [36] is used to obtain the signal predictions for arbitrary values of aTGCs; therefore in the study of aTGCs the SM $q\bar{q}\rightarrow W^{+}W^{-}$ events are modelled using MC@NLO interfaced to Herwig+JIMMY. Only the $q\bar{q}\rightarrow W^{+}W^{-}$ process is considered as signal. The process $gg\rightarrow WW$, which includes resonant $H\rightarrow W^{+}W^{-}$ production, is considered as background, where the effects of possible anomalous couplings on the $H\rightarrow W^{+}W^{-}$ vertex are neglected.

Next-to-leading-order electroweak corrections to SM $WW$ production are considered in the extraction of aTGC limits [31–34]. The correction is negative and becomes more significant in the high-$p_{T}^{\text{lead}}$ region. Table 10 gives the relative size of the correction and its uncertainty. An additional systematic uncertainty in modelling the shape of the $p_{T}^{\text{lead}}$ distribution for the $q\bar{q}\rightarrow W^{+}W^{-}$ process is estimated by comparing the predictions from MC@NLO and Powheg+Pythia 8. The difference can be as large as 20% in the high $p_{T}^{\text{lead}}$ bins. The shape of the $p_{T}^{\text{lead}}$ distribution is found to be less dependent on other theoretical modelling uncertainties that are described in Section 8. Experimental resolution and background uncertainties are fully accounted for.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SF$_{\text{EW}}$</td>
<td>&lt; 1%</td>
<td>-4%</td>
<td>-10%</td>
<td>-16%</td>
<td>-24%</td>
</tr>
<tr>
<td>$\delta$SF$_{\text{EW}}$</td>
<td>0.1%</td>
<td>&lt; 0.5%</td>
<td>2%</td>
<td>4%</td>
<td>7%</td>
</tr>
</tbody>
</table>

Table 10: Size of the next-to-leading-order EWK correction scale factor [35], SF$_{\text{EW}}$, and its systematic uncertainty ($\delta$SF$_{\text{EW}}$) in each bin of $p_{T}^{\text{lead}}$.

Figure 11 compares the detector-level $p_{T}^{\text{lead}}$ distribution with the SM prediction as well as the predictions for non-zero aTGC parameters, which are defined in the no constraints scenario that assumes no correlation between the parameters. In the left plot the predictions with arbitrarily large aTGC parameters are shown to demonstrate the effect of anomalous-triple-gauge-boson couplings on the distribution. In comparison, the right plot shows the predicted shapes with the values of aTGC parameters corresponding to the upper bounds of the observed 95% confidence interval.

To derive the confidence interval for some specific anomalous coupling parameters in any of the described scenarios, the other parameters are set to their SM values. Table 11 gives the expected and observed 95% confidence interval for each of the anomalous coupling parameters defined in the no constraints, LEP, HISZ and Equal Couplings scenarios. The limits are obtained with both $\Lambda = \infty$ and $\Lambda = 7$ TeV.
form-factor scale of 7 TeV is chosen as the largest value allowed by the unitarity requirement [85] for most aTGC parameters. The confidence intervals for the effective field theory approach are given in Table 12. Figure 12 shows the expected and observed limits at 95% confidence level (C.L.), in red and black respectively, and the theoretical constraint due to the unitarity requirement (shown as blue dashed lines) as a function of form-factor scales from $\Lambda = 2$ TeV to $\Lambda = 10$ TeV. The largest value of form-factor scales that can preserve unitarity is $\sim 7–9$ TeV for most aTGC parameters, while it is only about 3 TeV for $\Delta g_T^Z$. All observed limits are more stringent than the expected limits because the data distribution falls more steeply than expected and a deficit of events is observed for the highest $p_T$ bins.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Parameter</th>
<th>Expected $\Lambda = \infty$</th>
<th>Observed $\Lambda = \infty$</th>
<th>Expected $\Lambda = 7$ TeV</th>
<th>Observed $\Lambda = 7$ TeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>No constraints</td>
<td>$\Delta g_T^Z$</td>
<td>[-0.498, 0.524]</td>
<td>[-0.215, 0.267]</td>
<td>[-0.519, 0.563]</td>
<td>[-0.226, 0.279]</td>
</tr>
<tr>
<td></td>
<td>$\Delta k_Y^Z$</td>
<td>[-0.053, 0.059]</td>
<td>[-0.027, 0.042]</td>
<td>[-0.057, 0.064]</td>
<td>[-0.028, 0.045]</td>
</tr>
<tr>
<td></td>
<td>$\lambda_T^Z$</td>
<td>[-0.039, 0.038]</td>
<td>[-0.024, 0.024]</td>
<td>[-0.043, 0.042]</td>
<td>[-0.026, 0.025]</td>
</tr>
<tr>
<td></td>
<td>$\Delta k_T^Z$</td>
<td>[-0.109, 0.124]</td>
<td>[-0.054, 0.092]</td>
<td>[-0.118, 0.136]</td>
<td>[-0.057, 0.099]</td>
</tr>
<tr>
<td></td>
<td>$\lambda_T^Z$</td>
<td>[-0.081, 0.082]</td>
<td>[-0.051, 0.052]</td>
<td>[-0.088, 0.089]</td>
<td>[-0.055, 0.055]</td>
</tr>
<tr>
<td>LEP</td>
<td>$\Delta g_T^Z$</td>
<td>[-0.033, 0.037]</td>
<td>[-0.016, 0.027]</td>
<td>[-0.035, 0.041]</td>
<td>[-0.017, 0.029]</td>
</tr>
<tr>
<td></td>
<td>$\Delta k_Y^Z$</td>
<td>[-0.037, 0.035]</td>
<td>[-0.025, 0.020]</td>
<td>[-0.041, 0.038]</td>
<td>[-0.027, 0.021]</td>
</tr>
<tr>
<td></td>
<td>$\lambda_T^Z$</td>
<td>[-0.031, 0.031]</td>
<td>[-0.019, 0.019]</td>
<td>[-0.033, 0.033]</td>
<td>[-0.020, 0.020]</td>
</tr>
<tr>
<td>HISZ</td>
<td>$\Delta k_T^Z$</td>
<td>[-0.026, 0.030]</td>
<td>[-0.012, 0.022]</td>
<td>[-0.028, 0.033]</td>
<td>[-0.013, 0.024]</td>
</tr>
<tr>
<td></td>
<td>$\lambda_T^Z$</td>
<td>[-0.031, 0.031]</td>
<td>[-0.019, 0.019]</td>
<td>[-0.033, 0.034]</td>
<td>[-0.020, 0.020]</td>
</tr>
<tr>
<td>Equal Couplings</td>
<td>$\Delta k_T^Z$</td>
<td>[-0.041, 0.048]</td>
<td>[-0.020, 0.035]</td>
<td>[-0.045, 0.052]</td>
<td>[-0.021, 0.037]</td>
</tr>
<tr>
<td></td>
<td>$\lambda_T^Z$</td>
<td>[-0.030, 0.030]</td>
<td>[-0.019, 0.019]</td>
<td>[-0.034, 0.033]</td>
<td>[-0.020, 0.020]</td>
</tr>
</tbody>
</table>

Table 11: The expected and observed 95% confidence intervals for the anomalous coupling parameters defined in the no constraints scenario, LEP, HISZ and Equal Couplings scenarios. The results are shown with $\Lambda = \infty$ and $\Lambda = 7$ TeV.
Table 12: The expected and observed 95% confidence intervals for the EFT approach.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Parameter</th>
<th>Expected [TeV$^{-2}$]</th>
<th>Observed [TeV$^{-2}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFT</td>
<td>$C_{WWW}/\Lambda^2$</td>
<td>[-7.62, 7.38]</td>
<td>[-4.61, 4.60]</td>
</tr>
<tr>
<td></td>
<td>$C_B/\Lambda^2$</td>
<td>[-35.8, 38.4]</td>
<td>[-20.9, 26.3]</td>
</tr>
<tr>
<td></td>
<td>$C_W/\Lambda^2$</td>
<td>[-12.58, 14.32]</td>
<td>[-5.87, 10.54]</td>
</tr>
</tbody>
</table>

The limits in the plane of two coupling parameters are shown for the no constraints and LEP scenarios in Figure 13 and Figure 14, respectively. Further limits obtained for the Equal Couplings and HISZ scenarios are shown in Figure 15. Finally, the 95% confidence-level contours for linear combinations of aTGC parameters defined in the effective field theory approach are shown in Figure 16.

The new limits are more stringent by up to 50% than those previously published by the ATLAS Collaboration using data taken at $\sqrt{s} = 7$ TeV [11]. The constraints derived in the LEP scenario are similar to the combined results of the LEP experiments and in a few cases the derived limits exceed the bounds placed by LEP. The 95% confidence-level limits on $\Delta q_1^Z$ obtained in this analysis range from $-0.016$ to $0.027$ whilst the limits from LEP cover values from $-0.021$ to $0.054$. The 95% confidence intervals derived in this analysis are similar, or up to 20% more restrictive than those obtained by the CMS Collaboration in Ref. [13].
Figure 12: The expected and observed intervals at 95% confidence level (C.L.), in red and black respectively, and the theoretical constraint [85] due to the unitarity requirement (shown as blue dashed lines) as a function of form-factor scales from $\Lambda = 2$ TeV to $\Lambda = 10$ TeV. The plots are made for the aTGC parameters defined in the no constraints scenario. Except for the anomalous coupling parameter shown, all others are set to zero.
Figure 13: The expected and observed 95% confidence-level contours for limits in the plane of two simultaneously non-zero parameters in the no constraints scenario. Except for the two anomalous coupling parameters under study, all others are set to zero.
Figure 14: The expected and observed 95% confidence-level contours for limits in the plane of two simultaneously non-zero parameters in the LEP scenario. Except for the two anomalous coupling parameters under study, all others are set to zero.
Figure 15: The expected and observed 95% confidence-level contours for limits in the plane of two simultaneously non-zero parameters in the Equal Couplings (left) and the HISZ scenario (right).
Figure 16: The expected and observed 95% confidence-level contours for limits in the plane of two simultaneously non-zero parameters in the effective field theory framework. In each case, only the two effective field theory couplings under study are allowed to differ from zero.
11 Conclusions

The $WW$ production cross section in $pp$ collisions at $\sqrt{s} = 8$ TeV is measured using data corresponding to an integrated luminosity of 20.3 fb$^{-1}$ collected by the ATLAS detector at the LHC during 2012. The measurement is conducted in three dilepton final states ($e\mu$, $ee$ and $\mu\mu$) that are all accompanied by missing transverse momentum due to the neutrinos produced in the leptonic $W$ decays. Fiducial and total cross sections are measured and limits on anomalous triple gauge couplings are derived. The uncertainty of the fiducial cross-section measurement is dominated by systematic uncertainties due to reconstruction and background estimation, while the total cross-section uncertainty is subject to significant contributions from the modelling of the extrapolation from the fiducial to the full phase space.

The measured total $WW$ production cross section is measured to be $71.1^{+1.1}_{-0.7}(\text{stat})^{+5.7}_{-5.0}(\text{syst})^{\pm 1.4(\text{lumi})}$ pb, from the combination of the three analysed final states extrapolated to the full phase space. This is about 1.4 standard deviations higher than the NNLO prediction of $63.2^{+1.6}_{-1.4}(\text{scale})^{\pm 1.2(\text{PDF})}$ pb.

The fiducial cross sections for the three final states are about two standard deviations higher than the partial NLO predictions. However, the difference is reduced by taking into account higher-order effects that increase the cross-section prediction by 5–10%. The measured fiducial cross sections are found to be consistent with predictions that include both the NNLO and resummed QCD corrections up to NNLL accuracy. Differential cross sections are measured in the fiducial region using events in the $e\mu$ final state. The shapes of the measured unfolded differential cross section distributions agree with the predictions at the level of 15%, and the discrepancy is mainly caused by the overall normalization offset. Larger deviations at the 20% level are observed in the unfolded distribution of the leading lepton $p_T$ for large transverse momenta. All measured cross sections are consistent within 1.5-2 standard deviations with the predictions.

The distribution of the transverse momentum of the leading lepton, $p_T^{\text{lead}}$, is used to investigate anomalous triple-gauge-boson coupling parameters. The data show no indications of anomalous couplings and are fully compatible with the SM, hence limits on these parameters are set. Due to the increased integrated luminosity and the higher centre-of-mass energy, the derived limits are more stringent than those previously published by the ATLAS Collaboration using data taken at $\sqrt{s} = 7$ TeV. They are also competitive with the results obtained at the LEP collider [7].
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