Search for heavy long-lived charged \( R \)-hadrons with the ATLAS detector in 3.2 fb\(^{-1} \) of proton–proton collision data at \( \sqrt{s} = 13 \) TeV
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1. Introduction

Heavy long-lived particles (LLP) are predicted in a range of theories extending the Standard Model (SM) in an attempt to address the hierarchy problem [1]. These theories include supersymmetry (SUSY) [2–7], which allows for long-lived charged sleptons (\( \tilde{\ell} \)), squarks (\( \tilde{q} \)), gluinos (\( \tilde{g} \)) and charginos (\( \tilde{\chi}_1^\pm \)) in models that either violate [8–10] or conserve [11–17] \( R \)-parity.

Heavy long-lived charged particles can be produced at the Large Hadron Collider (LHC). A search for composite colourless states of squarks or gluinos together with SM quarks or gluons, called \( R \)-hadrons [11], is presented in this Letter. The search exploits the fact that these particles are expected to propagate with a velocity, \( \beta = v/c \), substantially lower than one and to exhibit a specific ionisation energy loss, \( dE/dx \), larger than that for any charged SM particle. Similar searches have been performed previously by the ATLAS and CMS Collaborations [18,19] using data samples from Run 1 at the LHC. No excesses of events above the expected backgrounds were observed, and lower mass limits were set at 95% confidence level (CL) around 1300 GeV for gluino \( R \)-hadrons.

\( R \)-hadrons can be produced in \( pp \) collision as either charged or neutral states, and can be modified to a state with different charge by interactions with the detector material [20,21], arriving as neutral, charged or doubly charged particles in the muon spectrometer (MS) of the ATLAS detector. This search does not use information from the MS and follows the “MS-agnostic” \( R \)-hadron search approach in Ref. [18]. This strategy avoids assumptions about \( R \)-hadron interactions with the detector, especially in the calorimeters, and is sensitive to scenarios in which \( R \)-hadrons decay or become neutral (via parton exchange with the detector material in hadronic interactions) before reaching the MS.

2. ATLAS detector

The ATLAS detector [22] is a multi-purpose particle-physics detector consisting of an inner detector (ID) immersed in an axial magnetic field to reconstruct trajectories of charged particles, calorimeters to measure the energy of particles that interact electromagnetically or hadronically and a MS within a toroidal magnetic field to provide tracking for muons. With near 4\( \pi \) coverage in solid angle,\(^1 \) the ATLAS detector is able to deduce the missing transverse momentum, \( p_{T}^{miss} \), associated with each event. The components of particular importance to this search are described in more detail below.

The ID consists of two distinct silicon detectors and a straw tracker, which jointly provide good momentum measurements for charged tracks. The innermost part of the ID, a silicon pixel detector, typically provides four or more precision measurements for each track in the region \( |p_T| < 2.5 \) at radial distances \( 3.4 < r < 13 \) cm from the LHC beam line. All pixel layers are similar, except

\(^1 \) ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector and the \( z \)-axis coinciding with the axis of the beam pipe. The \( x \)-axis points from the IP to the centre of the LHC ring, and the \( y \)-axis points upward. Cylindrical coordinates \((r,\phi)\) are used in the transverse plane, \( \phi \) being the azimuthal angle around the beam pipe. The pseudorapidity is defined in terms of the polar angle \( \theta \) as \( \eta = -\ln\tan(\theta/2) \).
the innermost Insertable B-Layer (IBL) [23], which has a smaller pixel size and a reduced thickness, but also 4-bit instead of 8-bit encoding and hence poorer charge resolution than the other pixel layers. The charge released by the passage of a charged particle is rarely contained within a single silicon pixel, and a neural network algorithm [24] is used to form clusters from the single pixel charges. For each cluster in the pixel detector a $dE/dx$ estimate can be provided, from which an overall $dE/dx$ measurement is calculated as a truncated mean to reduce the effect of the tail of the Landau distribution, by disregarding the one or two largest measurements [25]. Radiation sensitivity of the IBL electronics results in the measured $dE/dx$ drifting over time. This effect is corrected by applying a dedicated time-dependent ionisation correction of 1.2% on average. The mean and RMS of the $dE/dx$ measurement for a minimum-ionising particle are 1.12 MeV g$^{-1}$ cm$^2$ and 0.13 MeV g$^{-1}$ cm$^2$, respectively, while the distribution extends to higher $dE/dx$ values, due to the remnants of the Landau tail.

The ATLAS calorimeter in the central detector region consists of an electromagnetic liquid-argon calorimeter followed by a hadronic tile calorimeter. The estimation of $\beta$ from time-of-flight measurements relies on timing and distance information from tile-calorimeter cells crossed by the extrapolated candidate track in three radial layers in the central barrel as well as an extended barrel on each side, as illustrated in Fig. 1. To reduce effects of detector noise, only cells in which the associated particle has deposited a minimum energy $E_{\text{min,cell}} = 500$ MeV are taken into account. The time resolution depends on the energy deposited in the cell and also the layer type and thickness of the cell.

A series of calibration techniques is applied to achieve optimal performance, using a $Z \to \mu\mu$ control sample. Muons on average deposit slightly less energy than expected from signal, but variations sufficiently cover the relevant range. First, a common time shift is applied for each short period of data taking (run) followed by five additional cell-by-cell $\beta$ corrections. A geometry-based cell correction is introduced to minimise the $\eta$ dependence of $\beta$ within each individual cell. This is done by taking into account the actual trajectory ($\eta$ and path length) of the extrapolated track in each calorimeter cell, to recalculate the distance-of-flight, instead of using the centre of the cell, as done in previous ATLAS searches (e.g. in [18]). The effect is most prominent at the edges of the largest cells at high $|\eta|$ with shifts of up to 0.05 in $\beta$, and almost negligible for the cells at low $|\eta|$. An additional correction, linear in $|\eta|$ and only applied in simulation, is added to account for a timing mismodeling due to an imperfect simulation. This correction is again most prominent for the cells at high $|\eta|$ with shifts up to 0.1 in $\beta$. The Optimal Filtering Algorithm (OFA) [26] used for the readout of the tile calorimeter cells is optimised for in-time signals and introduces a bias towards lower values of $\beta$ in the measured cell time of late-arriving particles. To compensate for this bias for late-arriving particles, a correction is estimated from a fit to simulated late signals. Cell times larger than 25 ns are discarded, to limit the size of the required correction. The size of the correction is up to 0.05 in $\beta$. A cell-time smearing is applied to adjust the cell-time resolution in simulation to that observed in data. The uncertainty in the single $\beta$ measurements is scaled up by about 12%, based on the requirement that the pull distribution $(\beta - \beta_{\text{true}})/\sigma_{\beta}$ be a unit Gaussian. Finally the $\beta$ associated with the particle is estimated as a weighted average, using the $\beta$ measurement in each traversed cell and its uncertainty, $\sigma_{\beta}$.

After all calibrations, the single cell-time resolution ranges from 1.3 ns in cells at large radii to 2.5 ns in cells at small radii. The distances from the nominal interaction point (IP) to the cell centres are 2.4 m to 3.6 m (4.2 m to 5.7 m) at $|\eta| \sim 0$ ($|\eta| \sim 1.25$). This in turn results in a resolution of 0.06 to 0.23 in $\beta$, as shown in Fig. 1. The larger cells at large radii have a better resolution due to the higher energy deposits and their increased distance from the IP.

As described in Section 5, the expected $\beta$ distribution for the background is determined from data. However, the $\beta$ distribution for the R-hadron signal is obtained from simulation. Fig. 2 shows the $\beta$ distributions obtained for both data and simulation for a control sample of $Z \to \mu\mu\mu$ events that is used to validate the $\beta$ measurement. Good agreement between data and simulation supports the use of the simulation to predict the behaviour expected for the R-hadron signal.
3. Data and simulated events

The work presented in this Letter is based on 3.2 fb$^{-1}$ of pp collision data collected in 2015 at a centre-of-mass energy √s = 13 TeV. Reconstructed Z → μμ events in data and simulation are used for timing resolution studies. Simulated signal events are used to study the expected signal behaviour.

R-hadron signal events are generated with gluiniso (bottom-squark and top-squark) masses from 600 GeV to 2000 GeV (600 GeV to 1400 GeV). Pair production of gluinos and squarks is simulated in Pythia 6.427 [27] with the AUET2B [28] set of tuned parameters for the underlying event and the CTEQ6L1 [29] parton distribution function (PDF) set, incorporating Pythia-specific specialised hadronisation routines [20,30,31] to produce final states containing R-hadrons. The masses of the other SUSY particles are set to very high values to ensure that their contribution to the production cross section is negligible. For a given particle mass the production cross section for gluino R-hadrons is typically an order of magnitude higher than for bottom-squark and top-squark R-hadrons. The probability for a gluino to form a gluon-gluino bound state is assumed, based on a colour-octet model, to be 10% [12]. The associated hadronic activity produced by the colour field of the sparticle typically only possesses a small fraction of the initial energy of the sparticle [12], which should therefore be reasonably isolated.

To achieve a more accurate description of QCD radiative effects, the Pythia events are reweighted to match the transverse-momentum distribution of the gluino–gluino or squark–squark system to that obtained in dedicated MG5_aMC@NLO v2.2.3.p0 [32] events, as MG5_aMC@NLO can produce additional QCD initial-state radiation (ISR) jets as part of the hard process, while Pythia only includes showering to add jets to the event.

All events pass through a full detector simulation [33], where interactions with matter are handled by dedicated Geant4 [34] routines based on different scattering models: the model used to describe gluino (squark) R-hadron interactions is referred to as the generic (Regge) model [21]. The R-hadrons interact only moderately with the detector material, as most of the R-hadron momentum is carried by the heavy gluino or squark, which has little interaction cross section. Typically, the energy deposit in the calorimeters is less than 10 GeV.

All simulated events include a modelling of contributions from pile-up by overlaying minimum-bias pp interactions from the same (in-time pile-up) and nearby (out-of-time pile-up) bunch crossings, and are reconstructed using the same software used for collision data. Simulated events are reweighted so that the distribution of the expected number of collisions per bunch crossing matches that of the data.

4. Event selection

Events are selected online via a trigger based on the magnitude of the missing transverse momentum, E_T^miss. Large E_T^miss values are produced mainly when QCD initial-state radiation (ISR) boosts the R-hadron system, resulting in an imbalance between ISR and R-hadrons whose momenta are not fully accounted for in the E_T^miss calculation. In particular, the adopted trigger imposes a threshold of 70 GeV on E_T^miss calculated solely from energy deposits in the calorimeters [35]. The signal efficiency of the E_T^miss trigger varies between 32% and 50%, depending on the mass and type of the R-hadron.

The offline event selection requires all relevant detector components to be fully operational; a primary vertex (PV) built from at least two well-reconstructed charged-particle tracks, each with a transverse momentum, p_T, above 400 MeV; and at least one R-hadron candidate track that meets the criteria specified below.

R-hadron candidates are based on ID tracks with p_T > 50 GeV and |η| < 1.65. Candidates must not be within ∆R = √((Δη)^2 + (Δφ)^2) = 0.3 of any jet with p_T > 50 GeV, reconstructed using the anti-k_{T} jet algorithm [36] with radius parameter set to 0.4. Furthermore, the candidates must not have any additional nearby (∆R < 0.2) tracks with p_T > 10 GeV. Tracks reconstructed with p > 6.5 TeV are rejected as unphysical. To ensure a well reconstructed track, a minimum number of seven hits in the silicon detectors is required. Of these, at least two clusters used to measure dE/dx in the pixel detector are required, to ensure a good dE/dx measurement. Candidates with |η|^PV| sin(θ)| > 0.5 mm or |d0| > 2.0 mm are removed, where d0 is the transverse impact parameter at the candidate track’s point of closest approach to the IP and z^PV^ is the z coordinate of this point relative to the PV. To suppress background muons stemming from cosmic-ray interactions, candidates with direction (η, φ) are rejected if an oppositely-charged track with almost specular direction, i.e. with |Δη| < 0.005 and |Δφ| < 0.005 with respect to (−η, π− φ), is identified on the opposite side of the detector. In order to minimise the background from Z → μμ decays, candidates are rejected if they result in an invariant mass closer than 10 GeV to the mass of the Z boson when combined with the highest-p_T muon candidate in the event. In addition to the above mentioned track-quality criteria, candidates must also satisfy observable-quality criteria, defined by an unambiguous βγ determination from the dE/dx value, estimated using an empirical relation (more details can be found in Ref. [37]), determined from low-momentum pions, kaons and protons [37], and a b measurement, with an uncertainty σ_b of less than 0.12. In the following, βγ refers to quantities derived from the dE/dx measurement in the silicon pixel detector and β refers to the time-of-flight-based measurement in the tile calorimeter.

After this initial selection, 226 107 of the approximately 36 million initially triggered data events as well as 10% to 15% of simulated signal events (the percentage increases with hypothesised mass) remain. Only the candidate with the largest p_T is used in events with multiple R-hadron candidates. The final signal selection, requiring a momentum above 200 GeV as well as criteria summarised in Table 1, is based on βγ and β, requiring βγ < 1.35 (≤1.15) for R-hadron masses up to (greater than) 1.4 TeV and β < 0.75 in all cases. The signal region is defined in the m_{βγ}-m_{β} plane for each R-hadron mass point, where m_{βγ} and m_{β} are extracted independently from the measurement of the momentum.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Final selection requirements as a function of the simulated R-hadron mass.</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-hadron mass [GeV]</td>
<td>600</td>
</tr>
<tr>
<td>βγ^max</td>
<td>1.35</td>
</tr>
<tr>
<td>β^max</td>
<td>0.75</td>
</tr>
<tr>
<td>m_{βγ}^min</td>
<td>350</td>
</tr>
<tr>
<td>m_{β}^min</td>
<td>350</td>
</tr>
</tbody>
</table>
as well as $\beta\gamma$ and $\beta$, respectively, via $m = p/\beta\gamma$. The minimum mass requirements, $m_{\beta\gamma}^{\text{min}}$ and $m_{\beta}^{\text{min}}$, are set to correspond to a value about 2$sigma$ below the nominal R-hadron mass value, given the mass resolution expected for the signal.

The total selection efficiency depends on the sparticle mass and varies between 9% and 15% for gluino and top-squark R-hadrons and 6% to 8% for bottom-squark R-hadrons. The lower efficiency for bottom squarks is expected, as R-hadrons are most likely produced in mesonic states, where those with down-type squarks tend to be neutral more often than those with up-type squarks, due to light-quark production ratios of $u:d:s \approx 1:1:0.3$ [12] during hadronisation. The expected signal yield and efficiency, estimated background and observed number of events in data for the full mass range after the final selection are summarised in Table 3.

5. Background estimation

The probability distribution functions (pdf) in the momentum, and also in the $\beta$ and $\beta\gamma$ values, are determined from data. These pdfs are produced from candidates in data, which have passed the initial selection mentioned earlier, but fall in sidebands of the signal region, as described below. Background distributions in $m_{\beta}$ and $m_{\beta\gamma}$ are obtained by randomly sampling the pdfs derived above and then using the equation $m = p/\beta\gamma$. These mass distributions, which are normalised to the data events outside the signal region (i.e. not passing both mass requirements of the hypothesis in question), are shown in Fig. 3 along with the data and expected signal for the 1000 GeV gluino R-hadron mass hypothesis.

Each R-hadron mass hypothesis has a different selection, and therefore corresponding individual background estimates are produced accordingly. The momentum pdf is produced from events that pass the momentum cut, but fail the $\beta$ and $\beta\gamma$ requirements in Table 1 for the chosen R-hadron mass hypothesis, but nonetheless have $\beta < 1$ and $\beta\gamma < 2.5$. The $\beta$ and $\beta\gamma$ pdfs are produced by selecting events which pass the respective $\beta$ and $\beta\gamma$ selection and have momentum in the range 50 GeV < $p$ < 200 GeV. Since momentum is correlated with $|\eta|$, any correlation between $|\eta|$ and $\beta (\beta\gamma)$ will lead to a correlation between momentum and

### Table 2

Summary of all studied systematic uncertainties. Ranges indicate a dependency on the R-hadron mass hypothesis (from low to high masses).

<table>
<thead>
<tr>
<th>Source</th>
<th>Relative uncertainty [±%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical uncertainty on signal</td>
<td>14–57</td>
</tr>
<tr>
<td>Uncertainty on signal efficiency</td>
<td>20–16</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>2</td>
</tr>
<tr>
<td>QCD uncertainty (ISR, FSR)</td>
<td>14</td>
</tr>
<tr>
<td>Pile-up</td>
<td>7–1</td>
</tr>
<tr>
<td>Pixel $\beta\gamma$ measurement</td>
<td>1–3</td>
</tr>
<tr>
<td>Calorimeter $\beta$ measurement</td>
<td>10–2</td>
</tr>
<tr>
<td>Luminosity</td>
<td>5</td>
</tr>
<tr>
<td>Uncertainties on background estimate</td>
<td>30–43</td>
</tr>
</tbody>
</table>

### Table 3

$\beta (\beta\gamma)$, invalidating the background estimate. The size and impact of such correlations are reduced by determining the three pdfs in five equal-width bins of $|\eta|$. This procedure also ensures that different detector regions are treated separately.

6. Systematic uncertainties

The systematic uncertainties are obtained from data, whenever possible. The two major uncertainties for which this is not the case are cross sections and ISR, the latter being folded with the trigger efficiency curve obtained from data to produce the overall $E_{\text{miss}}$ trigger efficiency. The individual contributions are outlined below and summarised in Table 2.

6.1. Theoretical cross sections

Signal cross sections are calculated to next-to-leading order in the strong coupling constant, including the resummation of soft gluon emission at next-to-leading-logarithmic accuracy (NLO + NLL) [38–40]. The nominal cross section and the uncertainty are taken from an envelope of cross-section predictions using different PDF sets and factorisation and renormalisation scales, as described in Ref. [41]. This prescription results in an uncertainty of 14% (at 600 GeV) rising to 24% (at 1600 GeV) and to 32% (at 2000 GeV) for gluino R-hadrons and marginally larger values for squark R-hadrons.
6.2. Signal efficiency

The $E_T^{miss}$ trigger uses only calorimeter information to calculate $E_T^{miss}$, and has very low sensitivity to muons. Hence, $Z \rightarrow \mu \mu$ events can be used for calibration and to study systematic errors. To evaluate the trigger efficiency, the trigger turn-on curve is obtained by fitting the measured efficiency vs. $E_T^{miss}$ in $Z \rightarrow \mu \mu$ events, in both data and simulation. These efficiency turn-on curves are then applied to the $E_T^{miss}$ spectrum from simulated $R$-hadron events. The total uncertainty is estimated from four contributions: the relative difference between the efficiencies obtained using the fitted threshold curves from $Z \rightarrow \mu \mu$ data and simulation, the differences in efficiency obtained from independent ±1σ variations in fit parameters relative to the unchanged turn-on-curve fit for both $Z \rightarrow \mu \mu$ data and simulation and a 10% variation of the $E_T^{miss}$ to assess the scale uncertainty. The $E_T^{miss}$ trigger is estimated to contribute a total uncertainty of 2% to the signal efficiency.

To address a possible mismodelling of ISR, and hence $E_T^{miss}$ in the signal events, half of the difference between the selection efficiency for the Pythia events and those reweighted with MG5_aMC@NLO is taken as an uncertainty in the expected signal and found to be below 14% in all cases.

The uncertainty in the pile-up modelling in simulation is found to affect the signal efficiency by between 7% and 1%, decreasing as a function of the simulated $R$-hadron mass.

The systematic uncertainty in the $\beta$ estimation is assessed by scaling the calorimeter-cell-time smearing of simulated events by ±10%, varying by ±1σ the parameters of the linear fit to correct the remaining $\eta$ dependence of the measured calorimeter time and by removing or doubling the cell-time correction introduced to correct the bias due to the OFA. The uncertainty is calculated as half the maximum variation in signal efficiency in all combinations divided by the average signal efficiency and is found to be between 10% and 2%, decreasing with simulated $R$-hadron mass.

The systematic uncertainty of the pixel $\beta\gamma$ measurement is assessed by taking into account the differences between simulation and data, the remaining variation in the reconstruction of reference masses after a run-by-run correction of an observed drift of $dE/dx$ due to radiation sensitivity of the IBL electronics, and the stability of the $dE/dx$-based proton mass estimate over time. The impact on the signal efficiency is obtained by applying the variations corresponding to the above-listed uncertainties independently and the overall size of these effects is found to be below 3% for any simulated $R$-hadron mass.

The uncertainty of the integrated luminosity is 5%, as derived following a methodology similar to that detailed in Ref. [42], from a calibration of the luminosity scale using $x$–$y$ beam-separation scans performed in August 2015.

6.3. Background estimation

The uncertainty in the background estimate is evaluated by varying both the number of $|\eta|$ bins used when creating the $p$ and $\beta\gamma$ pdfs and the requirements on the background selection region. The nominal number of $|\eta|$ bins is varied between three and eight, while the requirements on observables are set
to a medium ($\beta < 0.975$, $\beta' < 2.45$ and $60\text{ GeV} < p < 190\text{ GeV}$) and a tight ($\beta < 0.95$, $\beta' < 2.4$ and $70\text{ GeV} < p < 180\text{ GeV}$) selection. Uncertainties introduced by statistical fluctuations in the pdfs are estimated by repeating $O(100)$ times the background estimation using pdfs with Poisson variations of the content in each bin.

The correction applied to high values of calorimeter cell times measured with the OFA is found to affect the background estimate by between 5% and 14%. Effects arising from the $dE/dx$ measurement are assessed by using an analytical description to vary the shape of the high-ionisation tail and by changing the IBL ionisation correction by $\pm 1\sigma$ and are found to be between 17% and 6%, decreasing with simulated $R$-hadron mass. The effect of signal contamination in the background estimation is studied by introducing the expected number of signal events into the data before building the background estimate and is found to be 10% at a simulated mass of 600 GeV, while negligible for higher masses, and is included in the overall uncertainty in the background estimate. The overall uncertainty in the background estimate is found to be 30% to 43%, rising with simulated $R$-hadron mass. Since the background is very small for high $R$-hadron masses ($\geq 1400\text{ GeV}$) the relatively large uncertainty does not affect the sensitivity in this region.

7. Results

The resulting mass distributions of events for the 1000 GeV gluino $R$-hadron mass hypothesis can be seen in Fig. 4. Two events with masses above 500 GeV pass the event selection for the 1000 GeV mass hypothesis, while only one of these events passes the event selection for the 1600 GeV mass hypothesis. However, as can be seen in Table 3, at no point in the examined mass range does this search exhibit any statistically significant excess of events above the expected background, which is $1.23 \pm 0.37$ and $0.185 \pm 0.071$ for the two above-mentioned mass hypotheses, respectively. Therefore, 95% CL upper limits are placed on the $R$-hadron production cross section, as shown in Fig. 5. These limits are obtained from the expected signal and the estimated background in the signal region and using a one-bin counting experiment applying the $CL_s$ prescription [43].
Given the predicted theoretical cross sections, also shown in Fig. 5, the cross-section limits are translated into lower limits on R-hadron masses. Expected lower limits at 95% CL on the R-hadron masses of 1655 GeV, 865 GeV and 945 GeV for the production of long-lived gluino, bottom-squark and top-squark R-hadrons are derived, respectively. Corresponding observed lower mass limits at 95% CL for gluino, bottom-squark and top-squark R-hadrons are found to be 1580 GeV, 805 GeV and 890 GeV, respectively.

For comparison, the corresponding ATLAS Run-1 8 TeV lower limits at 95% CL on the mass of gluino, bottom-squark and top-squark R-hadrons [18] are also shown in Fig. 5.

8. Conclusion

A search for heavy long-lived particles in the form of composite colourless states of squarks or gluinos together with SM quarks and gluons, called R-hadrons, and taking advantage of both ionisation and time-of-flight measurements is presented in this Letter. The search uses 3.2 fb$^{-1}$ of pp collisions at $\sqrt{s} = 13$ TeV collected by the ATLAS experiment at the LHC. No statistically significant excess of events above the expected background is found for any R-hadron mass hypothesis. Long-lived R-hadrons containing a gluino, bottom or top squark are excluded at 95% CL for masses up to 1580 GeV, 805 GeV and 890 GeV, respectively. These results substantially extend previous ATLAS and CMS limits from 8 TeV Run-1 data in case of gluino R-hadrons and are complementary to searches for SUSY particles which decay promptly.
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