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Abstract

Measurements of the $W^\pm \rightarrow e^\pm \nu_e$ and $Z \rightarrow e^+e^-$ production cross sections (where $e^\pm = e^+, \mu^\pm$) in proton-proton collisions at $\sqrt{s} = 13$ TeV are presented using data recorded by the ATLAS experiment at the Large Hadron Collider, corresponding to a total integrated luminosity of 81 pb$^{-1}$. The total inclusive $W^\pm$-boson production cross sections times the single-lepton-flavour branching ratios are $\sigma_{W^\pm}^{\text{tot}} = 11.83 \pm 0.02 \text{ (stat)} \pm 0.32 \text{ (sys) } \pm 0.25 \text{ (lumi) } nb$ and $\sigma_{W^\pm}^{\text{tot}} = 8.79 \pm 0.02 \text{ (stat)} \pm 0.24 \text{ (sys) } \pm 0.18 \text{ (lumi) } nb$ for $W^+$ and $W^-$, respectively. The total inclusive $Z$-boson production cross section times leptonic branching ratio, within the invariant mass window $66 < m_{\ell\ell} < 116$ GeV, is $\sigma_{Z}^{\text{tot}} = 1.981 \pm 0.007 \text{ (stat) } \pm 0.038 \text{ (sys) } \pm 0.042 \text{ (lumi) } nb$. The $W^+$, $W^-$, and $Z$-boson production cross sections and cross-section ratios within a fiducial region defined by the detector acceptance are also measured. The cross-section ratios benefit from significant cancellation of experimental uncertainties, resulting in $\sigma_{W^+}^{\text{tot}} / \sigma_{W^-}^{\text{tot}} = 1.295 \pm 0.003 \text{ (stat)} \pm 0.010 \text{ (sys) }$ and $\sigma_{Z}^{\text{tot}} / \sigma_{W^+}^{\text{tot}} = 10.31 \pm 0.04 \text{ (stat)} \pm 0.20 \text{ (sys)}$. Theoretical predictions, based on calculations accurate to next-to-next-to-leading order for quantum chromodynamics and to next-to-leading order for electroweak processes and which employ different parton distribution function sets, are compared to these measurements.
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1. Introduction

Measurements of electroweak vector--boson production at hadron colliders provide a benchmark for the understanding of quantum chromodynamic (QCD) and electroweak (EW) processes. Predictions are available up to next-to-next-to-leading-order (NNLO) accuracy in QCD and include EW corrections at next-to-leading-order (NLO) accuracy [1]. The cross-section predictions depend on the parton distribution functions (PDFs) and are thus sensitive to the underlying dynamics of strongly interacting particles. Therefore, measurements of $W^\pm$ and $Z$-boson$^1$ production offer a unique opportunity to test models of parton dynamics at the Large Hadron Collider’s (LHC) [2] new higher centre-of-mass energy of $\sqrt{s} = 13$ TeV.

This paper describes measurements of the inclusive production cross sections times leptonic branching ratios for the $W^\pm \rightarrow e^\pm \nu_e$, $W^\pm \rightarrow \mu^\pm \nu_\mu$, $Z \rightarrow e^+e^-$, and $Z \rightarrow \mu^+\mu^-$ processes. Measurements of the cross-section ratios of $W^+$ to $W^-$ production and of $W^\pm$ to $Z$ production are also presented. All measurements are performed with proton–proton ($pp$) collision data corresponding to an integrated luminosity of 81 pb$^{-1}$, collected at $\sqrt{s} = 13$ TeV with the ATLAS detector [3]. The data were collected during the period of June 13 to July 16, 2015, at which point the LHC circulated 6.5 TeV beams with 50 ns bunch spacing. The peak delivered instantaneous luminosity was $L = 1.7 \times 10^{33}$ cm$^{-2}$ s$^{-1}$ and the mean number of $pp$ interactions per bunch crossing (hard scattering and pile-up events) was $\langle \mu \rangle = 19$.

2. Methodology of cross-section measurement and predictions

The total production cross section for the $W^\pm$ boson times the branching ratio for decays into a single-lepton flavour $e^\pm = e^+, \mu^\pm$ ($\sigma_{W^\pm}^{\text{tot}}, \sigma_{W^+}^{\text{tot}},$ and $\sigma_{W^-}^{\text{tot}}$) can be expressed as a ratio of the numbers of background-subtracted data events $N$ to the product of the integrated luminosity of the data $\mathcal{L}$, an acceptance factor $A$, and a correction factor $C$:

$$\sigma_{W^\pm}^{\text{tot}} = \frac{N}{\mathcal{L} \cdot A \cdot C}. \quad (1)$$

The cross sections are defined similarly for the $Z$ boson in the dilepton invariant mass range $66 < m_{\ell\ell} < 116$ GeV ($\sigma_{Z}^{\text{tot}}$). The acceptance factor $A$ is expressed as the fraction of decays satisfying the fiducial acceptance (geometric and kinematic requirements) at the Monte Carlo generator level. The correction factor $C$ is the ratio of the total number of generated events which pass the
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$^1$ Throughout this paper, $Z/\gamma^*$-boson production is denoted simply by $Z$-boson production.
final selection requirements after reconstruction to the total number of generated events within the fiducial acceptance. This factor, defined before the decay leptons emit photons via final-state radiation (Born-level FSR), includes the efficiencies for triggering on, reconstructing, and identifying the $W^\pm$ and Z-boson decay products within the acceptance, and also accounts for the slight difference between the fiducial and reconstructed phase spaces. The production cross sections defined without the acceptances factors $(\sigma_{\text{tot}}^A, \sigma_{\text{tot}}^B, \sigma_{\text{tot}}^C, \sigma_{\text{tot}}^D)$. For the $W^\pm$-boson measurement, the fiducial phase space is defined by the lepton transverse momentum $p_T^e > 25$ GeV, the lepton pseudorapidity $|\eta| < 2.5$, the neutrino transverse momentum $p_T^\nu > 25$ GeV, and the $W^\pm$-boson transverse mass $m_T > 50$ GeV. Similarly, Z-boson production is measured in the fiducial phase space defined by $p_T^e > 25$ GeV, $|\eta| < 2.5$, and $66 < m_{\ell\ell} < 116$ GeV.

Theoretical predictions of the fiducial and total cross sections are computed using DYNNLO 1.5 [4,5] for the central value and Feyn 3.1 [1,6–8] for all variations reflecting systematic uncertainties, thereby providing full NNLO QCD calculations. The NLO EW corrections are calculated with Feyn 3.1 for Z bosons and with the Monte Carlo program SANC [9,10] for $W^\pm$ bosons. The calculation is done in the $G_{\mu}$ EW scheme [11]. The cross sections are calculated for vector–boson decays into leptons at Born level, to match the definition of the C factor used in Eq. (1) for the determination of the measured cross sections in the data. Thus, from complete NLO EW corrections the following components are included: virtual QED and weak corrections, initial-state radiation (ISR) and interference between ISR and FSR [12]. For the Z-boson production, all the predictions include the $66 < m_{\ell\ell} < 116$ GeV requirement. The NNLO PDFs CT14nnlo [13], NNPDF3.0, [14], MMTHT14nnlo68CL [15], ABM12 [16], HERAPDF2.0nnlo [17], and ATLAS-epWZ12nnlo [18] are used in the comparisons to data, although CT14nnlo is used as the baseline for the predictions.

The systematic uncertainties in the predictions are dominated by the imperfect knowledge of the proton parton distribution functions. These uncertainties are obtained from the sum in quadrature of the differences between the central PDF values and the eigenvectors of the respective PDF sets. Where appropriate, asymmetric uncertainties are determined using separate sums of negative and positive variations. The CT14nnlo uncertainties (rescaled from 90% to 68% confidence level (CL)) are used in the comparisons to the measured cross sections in Table 3 of Section 7. The QCD scale uncertainties are defined by the symmetrised envelope of variations in which the renormalisation ($\mu_R$) and factorisation ($\mu_F$) scales are changed by factors of two with an additional constraint of $0.5 \leq \mu_F/\mu_R \leq 2$. The dynamic scale $m_{\ell\ell}$ and fixed scale $m_W$ are used as the central values for the Z boson and $W^\pm$ boson predictions, respectively. A significant component of these scale uncertainties originates from the statistical precision of the integration method used to evaluate the variations. The other systematic uncertainties under consideration (labelled as “other” in Table 3) are as follows. The uncertainties due to the strong coupling constant are estimated following the prescription given with the CT14nnlo PDF, varying $\alpha_S$ by $\pm 0.001$ to correspond to 68% CL. The beam energy is assumed to be known to 1% (from Ref. [19], with an additional uncertainty to take into account the extrapolation of this uncertainty to 13 TeV). The limitations of the NNLO calculations are estimated by comparing the predictions calculated with DYNNLO 1.5 and with Feyn 3.1. For the total cross-section predictions, these differences are found to be $< 0.2\%$ per process and hence are negligible. For the fiducial cross-section predictions, these differences are larger due to a feature of the calculations involving leptons with symmetric $p_T$ requirements, resulting in consistently larger values from Feyn. The differences are calculated using the CT14nnlo PDF as a central value in both cases, and are up to 1.3% for the $W^\pm$-boson cross sections and 0.6% for the Z-boson cross section. These differences are however not included in the prediction uncertainties given in Table 3 of Section 7.

Predictions for the fiducial cross-section ratios $\sigma_{nd}^\text{tot}/\sigma_{id}^\text{tot}$ and $\sigma_{nd}^\text{tot}/\sigma_{id}^\text{tot}$ are also calculated, with their corresponding PDF uncertainties considered as fully correlated, eigenvector by eigenvector, in the ratios. The QCD scale variations are not considered for the ratios since the higher-order corrections are expected to affect both the $W^\pm$ and Z bosons in a similar manner but the exact correlation is difficult to evaluate. The differences between Feyn and DYNNLO for $W^+/W^-$ and $W^+/Z$ are 0.4% and 0.6%, respectively, and are not included in the prediction uncertainties of Table 3. The remaining theoretical uncertainties evaluated in the fiducial cross sections mentioned above largely cancel in the ratio and are also neglected.

The acceptance factors $A$ are also calculated with DYNNLO 1.5 for the central value and Feyn 3.1 for variations accounting for systematic uncertainties. Their uncertainties are derived from the envelope of the PDF variations of CT14nnlo, NNPDF3.0, MMTHT14nnlo68CL, and ABM12. Calculations of the acceptance factors obtained from either the signal Monte Carlo simulation used in this analysis (POWHEG + PYTHIA 8 [20–23], fully described in Section 3) or from Feyn fall within this envelope. In addition, uncertainties due to parton showers and the hadronisation description are taken from a previous publication [24], after checking their validity for the 13 TeV result, and were derived as the difference in the acceptances calculated with POWHEG-Box v1 but using different models for parton shower and hadronisation descriptions, namely the HERWIG [25] or PYTHIA [26] programs.

3. Simulation samples

Monte Carlo simulations are used to evaluate the selection efficiency for signal events and the contribution of several background processes to the analysed dataset. All of the samples are processed with the GEANT4-based simulation [27] of the ATLAS detector [28]. Nearly all of the processes of interest, specifically events containing $W^\pm$ or Z bosons [29], are generated with the POWHEG-Box v2 Monte Carlo program interfaced to the PYTHIA 8.186 parton shower model. The CT10 PDF set [30] is used in the matrix element and the AZNLO [31] set of generator-parameter values (tune) is used, with PDF set CTETLEL [32], for the modelling of non-perturbative effects. The EvtGen v1.2.0 program [33] is used for properties of the bottom and charm hadron decays, and PhoRos++ version 3.52 [34,35] is used for QED emissions from electroweak vertices and charged leptons. Samples of top-quark pair ($t\bar{t}$) and single-top-quark production are generated with the POWHEG-Box v2 generator, which uses the four-flavour scheme for the NLO matrix element calculations together with the fixed four-flavour PDF set CT10F4. For all top-quark processes, top-quark spin correlations are preserved. The parton shower, fragmentation, and underlying event are simulated using PYTHIA 6.428 with the CTETLEL PDF sets and the corresponding Perugia 2012 tune (PZ2012) [36]. The top-quark mass is set to 172.5 GeV. The EvtGen v1.2.0 program is used for properties of the bottom and charm hadron decays.
Diboson processes are simulated using the SHERPA v2.1.1 generator [37]. Multiple overlaid pp collisions are simulated with the soft QCD processes of PYTHIA v8.186 using the A2 tune [38] and the MSTW2008LO PDF [39]. The Monte Carlo events are reweighted so that the (μμ) distribution matches the observed pile-up distribution in the data. For the comparison to data in the distributions, the single-boson Monte Carlo simulations are normalised to the cross sections measured by this analysis. In the evaluation of the single-boson EW backgrounds for the cross-section calculations, simulations are instead normalised to the results of higher-order QCD calculations, with uncertainties of 5%. The remaining simulations are also normalised to the predictions of higher-order QCD calculations, with uncertainties of 6% for the diboson and top-quark processes.

4. Event selection

Electron and muon candidate events are selected using triggers which require at least one electron or muon with transverse momentum thresholds of \( p_T = 24 \text{ GeV} \) or \( 20 \text{ GeV} \), respectively, with loose isolation requirements. To recover possible efficiency losses at high momenta, additional electron and muon triggers which do not make any isolation requirements are included with thresholds of \( p_T = 60 \text{ GeV} \) and \( 50 \text{ GeV} \), respectively.

Electron candidates are required to have \( p_T > 25 \text{ GeV} \) and to pass the “medium” likelihood-based identification requirements [40,41] optimised for the 2015 operating conditions, within the fiducial region of \(|\eta| < 2.47\), excluding candidates in the transition region between the barrel and endcap electromagnetic calorimeters, \(1.37 < |\eta| < 1.52\). Muons are reconstructed for \(|\eta| < 2.4\) with \( p_T > 25 \text{ GeV} \) and must pass the “medium” identification requirements [42] also optimised for the 2015 operating conditions. At least one of the lepton candidates is required to match the lepton that triggered the event. The electrons and muons must also satisfy \( p_T \)-dependent cone-based isolation requirements, using both tracking detector and calorimeter information (described in Refs. [43, 44], respectively). The isolation requirements are tuned so that the lepton isolation efficiency is at least 90% for all \( p_T > 25 \text{ GeV} \), increasing to 99% at 60 GeV.

Jets are reconstructed from energy deposits in the calorimeter using the anti-\( k_t \) algorithm [45] with radius parameter \( R = 0.4 \). All jets [46], with energies calibrated at the electromagnetic scale, must have \( p_T > 20 \text{ GeV} \) and \( |\eta| < 4.5 \). The missing transverse momentum (with magnitude \( E_{\text{T}}^{\text{miss}} \)) which in the \( W^\pm \)-boson analysis acts as a proxy for the transverse momentum of the neutrino, is defined as the negative of the global vector sum of all identified physics objects (electrons, muons, jets) as well as specific “soft terms” accounting for unclassified soft tracks and calorimeter energy clusters.

The event selection for the \( W^\pm \)-boson signature requires exactly one identified electron or muon. The event is required to have \( E_{\text{T}}^{\text{miss}} > 25 \text{ GeV} \), and the transverse mass of the \( W^\pm \) boson calculated using the missing transverse momentum vector is required to satisfy \( m_T > 50 \text{ GeV} \). In order for the \( W^\pm \)-boson selection to be consistent with the missing transverse momentum reconstruction methodology, an overlap removal algorithm is applied to the selection for events with jets and leptons found at a distance of \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} < 0.4 \) of each other, removing either one or the other object. After the full \( W^\pm \rightarrow e\nu \) selection, a total of 462,950 \( W^\pm \)-boson candidates (256,858 \( W^+ \) and 206,092 \( W^- \)) pass all requirements in the electron channel, and 475,208 \( W^\pm \)-boson candidates (266,592 \( W^+ \) and 208,616 \( W^- \)) pass the requirements in the muon channel.

Events containing a \( Z \)-boson candidate are selected by requiring exactly two selected leptons of the same flavour but of opposite charge with invariant mass of \( 66 < m_{\ell\ell} < 116 \text{ GeV} \). No overlap removal is applied in the \( Z \)-boson analysis, as missing transverse momentum is not required in the selection. A total of 35,009 candidates pass all requirements in the electron channel and 44,898 candidates in the muon channel.

5. Evaluation of backgrounds

Contributions from the electroweak (single-boson and diboson) and top-quark (single-top and top-quark pair) components of the background are estimated from the Monte Carlo samples described earlier. The \( W \rightarrow \tau \nu \) and \( Z \rightarrow \tau \tau \) processes with the subsequent leptonic decay of the \( \tau \) are treated as background. The dominant contributions, given as percentages of the total number of simulated events passing the signal selection in each analysis, are as follows: the \( W \rightarrow \tau \nu \) and top-quark production contribute approximately 2% and 1%, respectively, in the \( W^\pm \)-boson analyses, the \( Z \rightarrow e^+e^- \) and \( Z \rightarrow \mu^+\mu^- \) processes contribute 1% and 5% in \( W \rightarrow e\nu \) and \( W \rightarrow \mu\nu \), respectively, while the total background in \( Z \rightarrow e^+e^- \) is approximately 0.5%, dominated by \( t\bar{t} \) production (the sum of all electroweak backgrounds is 0.2%).

Events involving semileptonic decays of heavy quarks, hadrons misidentified as leptons, and, in the case of the electron channel, electrons from photon conversions (all referred to collectively as “multijet events”) are a sizeable source of background in the \( W^\pm \)-boson analysis. The multijet background in the \( Z \)-boson analysis is estimated from simulation to be \(< 0.1\% \) and is therefore neglected.

The multijet contribution to the electron and muon channels of the \( W^\pm \)-boson analysis is estimated with a data-driven approach, performing maximum-likelihood fits on the data with template distributions to exploit the discriminating power between signal and background in certain kinematic distributions. The discriminant variables used in the multijet evaluation are \( m_T, E_{\text{T}}^{\text{miss}}, p_T^\ell, \) and \( \Delta \phi \) between the lepton and transverse missing momentum. Two fit regions are used to extract the multijet normalisation. The first fit region is defined as the full event selection but removing the \( m_T \) requirement, and the second one is defined as the full event selection but removing the \( E_{\text{T}}^{\text{miss}} \) requirement. Several multijet-enriched data samples (multijet templates) are built from events passing all selection requirements in each fit region except lepton isolation. Mutually exclusive requirements (“intervals”) in either tracking- or calorimeter-based isolation variables are chosen to create statistically independent multijet templates. These samples are designed to be progressively closer to the signal-candidate selection by fixing one of the isolation criteria to that of the signal region and varying the other one; four such samples are built for each isolation type in the electron channel and four (for tracking-based isolation) or six (for calorimeter-based isolation) in the muon channel. Templates are similarly constructed from simulation for \( W^\pm \) signal and electroweak and top-quark backgrounds, to account for potential contaminations in the multijet template. For each isolation interval, the normalisation of the multijet template is extracted with a maximum-likelihood fit to the data in the two fit regions and separately for each one of the discriminant variables and charged lepton samples. In each fit region, the normalisation of the signal template derived from simulation is left free to float while the remaining background templates are normalised to their expected values, based on the measured integrated luminosity and the predicted cross sections (but are permitted to vary within 5% of their expected values, as described in Section 3). It was verified that the value of the signal normalisation extracted from this fit has no significant impact on the multijet estimate.


Fig. 1. The number of multijet events versus the isolation variable for the \( W \to e\nu \) (left) and \( W \to \mu\nu \) (right) analysis is shown. The plots illustrate the multijet-evaluation methodology for the \( W^+ \) analysis. The results obtained for two of the four discriminant variables used to evaluate the multijet yields are shown for both types of isolation: \( m_T \) (circles) and \( p_T^f \) (squares) with calorimeter-based isolation and \( m_T \) (triangles) and \( p_T^f \) (stars) with track-based isolation. Open markers represent the yields obtained with the \( E_T^{\text{miss}} \) fit region while closed markers are those with the \( m_T \) fit region. The points represent the extracted multijet fraction from the fit of the variables, in the isolation intervals represented on the x-axis for the template selection. The lines represent the linear extrapolation of the points to the signal region. The definition of the signal region is \( p_T \) and isolation-flavour dependent but corresponds approximately to the region of isolation below 0.1 in these plots. The error bar in each bin represents the uncertainty from the fit of the variable rescaled by the square root of the reduced \( \chi^2 \) of the fit.

Table 1
Relative systematic uncertainties (%) in the correction factors \( C \) in the different channels.

<table>
<thead>
<tr>
<th>SC/C [%]</th>
<th>( Z \to e^+e^- )</th>
<th>( W^+ \to e^+\nu )</th>
<th>( W^- \to e^-\bar{\nu} )</th>
<th>( Z \to \mu^+\mu^- )</th>
<th>( W^+ \to \mu^+\nu )</th>
<th>( W^- \to \mu^-\bar{\nu} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lepton trigger</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Lepton reconstruction, identification</td>
<td>0.9</td>
<td>0.5</td>
<td>0.6</td>
<td>0.9</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Lepton isolation</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.5</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Lepton scale and resolution</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Charge identification</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>JES and JER</td>
<td>–</td>
<td>1.7</td>
<td>1.7</td>
<td>–</td>
<td>1.6</td>
<td>1.7</td>
</tr>
<tr>
<td>( E_T^{\text{miss}} )</td>
<td>–</td>
<td>0.1</td>
<td>0.1</td>
<td>–</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Pile-up modelling</td>
<td>&lt;0.1</td>
<td>0.4</td>
<td>0.3</td>
<td>&lt;0.1</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>PDF</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>&lt;0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Total</td>
<td>1.0</td>
<td>1.9</td>
<td>1.9</td>
<td>1.1</td>
<td>1.8</td>
<td>1.8</td>
</tr>
</tbody>
</table>

The multijet background event yield in each region is then estimated from this normalisation together with the signal-region requirement of either \( m_T > 50 \text{ GeV} \) or \( E_T^{\text{miss}} > 25 \text{ GeV} \). For each discriminant variable, and separately for calorimeter- and track-based isolation and for each fit region, the estimates obtained in the isolation intervals are used to build a linear extrapolation to the isolation selection used in the signal region. The extrapolation is performed assuming that the individual estimates are uncorrelated. Fig. 1 illustrates this multijet-evaluation methodology for the \( W^+ \) analysis using two of the variables, \( m_T \) and \( p_T^f \), and for both fit regions.

Separately for the calorimeter- and track-based isolation variables, and for each fit region, an estimate of the background yield is obtained from a weighted average of the extrapolated values obtained with the individual discriminant variables and their uncertainties, after verifying their compatibility with a \( \chi^2 \) criterion. The average of the four multijet background estimated fractions found from the track and calorimeter isolation requirements in each fit region is then taken as the nominal multijet background yield in each channel. The uncertainties derived from the linear extrapolations are propagated as systematic uncertainties in the method. A systematic uncertainty for the choice of isolation variable is obtained from half the difference between the averages of the calorimeter-based isolation estimated fractions in the two fit regions, and the track-based averages. Similarly, a systematic uncertainty due to the use of different fit regions is evaluated as half the difference of the averages obtained from the different types of isolation in the two separate fit regions. In addition, the impact of variations of the jet-energy scale on the signal template is added in quadrature to the multijet systematic uncertainty.

The estimated multijet background fractions of the total number of observed candidate events are 8% and 10% in the electron \( W^+ \) and \( W^- \) channels and 3.5% and 4% in the muon \( W^+ \) and \( W^- \) channels. The corresponding relative uncertainties range from approximately 20% to 30% for the muon and electron channels, and are similar for both the positively and negatively charged samples.

6. Evaluation of systematic uncertainties

The experimental systematic uncertainties in the measurements of the cross sections enter via the evaluation of the correction factor and the luminosity in the denominator of Eq. (1), and through the estimation of the background subtracted from the candidate events in its numerator.

The sources of systematic uncertainties in the correction factors \( C \), summarised in Table 1, are as follows: Trigger: The lepton trigger efficiency is estimated in simulation, with a dedicated data-driven analysis performed to obtain the simulation-to-data trigger correction factors and the corresponding uncertainties. Reconstruction, Identification, and Isolation: The lepton selection efficiencies as determined from simulation are corrected with simulation-to-data correction factors and their associated uncertainties [41,42].
Energy, Momentum Scale/Resolution: Uncertainties in the lepton calibrations are applied as they can cause a change of acceptance because of migration of events across the $p_T$ threshold and $m_{ll}$ boundaries. Charge Identification: Electron charge misidentification may occur when electrons radiate early in the detector and the resulting photons subsequently convert and are reconstructed as high $p_T$ tracks. A particle with reconstructed charge opposite to the parent electron may then accidentally be associated with the calorimeter cluster. The effect of electrons having their charge reconstructed wrongly is studied using a control sample of $Z \rightarrow ee$ events in which both electrons are reconstructed with the same charge and is found to be well described by the Monte Carlo simulation, within the statistical uncertainty of the control sample. An uncertainty is assessed to cover any small residual differences between data and simulation. The probability of charge misidentification is negligible in the muon channel. Jet-Energy Scale/Resolution (JES and JER): The corresponding uncertainties, described in Ref. [46], are propagated to the calculation of the missing transverse momentum. $E_T^{miss}$: Uncertainties in the soft component of the $E_T^{miss}$ scale and resolution evaluated as described in Ref. [47] are included. Pile-up: Incorrect modelling of pile-up effects can lead to acceptance changes and is accounted for with dedicated studies. PDF: The impact of PDF eigenvector variations is propagated to the correction factor.

In the $Z$-boson channel, the systematic uncertainties from the background evaluation contribute negligibly to the experimental cross-section uncertainty. This is not the case for the $W^{\pm}$-boson channel; the multijet background evaluation results in uncertainties of up to 3.4% on the cross-section measurements in the electron channel and up to 1.4% in the muon channel.

The measurement of the integrated luminosity has a 2.1% uncertainty, which is derived, following a methodology similar to that detailed in Ref. [48], from a calibration of the luminosity scale using $x$-$y$ beam-separation scans performed in August 2015. Apart from the determination of the luminosity, the dominant experimental systematic uncertainties in the cross-section evaluations are the jet-energy scale/resolution and the multijet background for the $W^{\pm}$-boson measurements while they are lepton reconstruction and identification efficiencies for the $Z$-boson measurements.
Table 2
The fiducial and total cross sections for $W^+$, $W^-$, and $Z$ bosons in the electron and muon channels. The observed numbers of signal events after background subtraction are shown for each channel, along with the correction factors $C$ and the geometrical acceptance correction factors $A$ (both given with the total uncertainty only). The luminosity uncertainties in the measured number of signal events correspond to those from the electroweak and top-quark backgrounds estimated from simulation.

<table>
<thead>
<tr>
<th>$W^+$</th>
<th>$W^-$</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron channel (value $\pm$ stat $\pm$ syst $\pm$ lumi)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal events</td>
<td>$228600 \pm 510 \pm 4920 \pm 200$</td>
<td>$177890 \pm 450 \pm 6110 \pm 180$</td>
</tr>
<tr>
<td>$C^\text{fid}$ [nb]</td>
<td>$0.602 \pm 0.012$</td>
<td>$0.614 \pm 0.012$</td>
</tr>
<tr>
<td>Acceptance $A$</td>
<td>$0.383 \pm 0.007$</td>
<td>$0.398 \pm 0.007$</td>
</tr>
<tr>
<td>$\sigma^\text{fid}$ [nb]</td>
<td>$4.68 \pm 0.01 \pm 0.14 \pm 0.10$</td>
<td>$3.58 \pm 0.01 \pm 0.14 \pm 0.08$</td>
</tr>
<tr>
<td>Muon channel (value $\pm$ stat $\pm$ syst $\pm$ lumi)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal events</td>
<td>$237720 \pm 520 \pm 2210 \pm 410$</td>
<td>$183180 \pm 460 \pm 2520 \pm 360$</td>
</tr>
<tr>
<td>$C^\text{fid}$ [nb]</td>
<td>$0.653 \pm 0.012$</td>
<td>$0.650 \pm 0.012$</td>
</tr>
<tr>
<td>Acceptance $A$</td>
<td>$0.383 \pm 0.007$</td>
<td>$0.398 \pm 0.007$</td>
</tr>
<tr>
<td>$\sigma^\text{fid}$ [nb]</td>
<td>$4.50 \pm 0.01 \pm 0.09 \pm 0.10$</td>
<td>$3.48 \pm 0.01 \pm 0.08 \pm 0.08$</td>
</tr>
</tbody>
</table>

7. Results

The $m_T$ and $m_{T\ell}$ distributions after the final selection are shown in Fig. 2 for the $W \rightarrow e\nu$, $W \rightarrow \mu\nu$ and $Z \rightarrow e^+e^-$, and $Z \rightarrow \mu^+\mu^-$ channels, respectively, for the data compared to the predictions, normalised to the measured cross section. All elements necessary to calculate the cross sections for $W^+$, $W^-$ and $Z$ boson production and decay in the electron and muon channels are summarised in Table 2. The derived fiducial and total cross sections are also presented in this table, along with their statistical, systematic, and luminosity uncertainties.

The ratios of the fiducial electron and muon channel measurements in the $W^\pm$ ($R_{W^\pm} = \sigma_{W^\pm}^\text{fid}/\sigma_{W^\pm}^\text{fid}$) and the $Z$-boson ($R_Z = \sigma_{Z}^\text{fid}/\sigma_{Z}^\text{fid}$) channels, evaluated taking into account correlations in the systematic uncertainties, are shown in Fig. 2. Since these results agree well with Standard Model expectations of lepton universality, a simultaneous combination of the $W^+$, $W^-$ and $Z$-boson fiducial cross sections using the HERAVERAGER program [51,52] is performed.

The combination uses the individual sources of the systematic uncertainties, as shown in Table 1, in addition to uncertainties in the background evaluations. Sources corresponding to lepton reconstruction and identification are uncorrelated between the electron and muon channels. Some sources, such as JES, JER, $E_T^\text{miss}$ and multijet background, only affect $W^\pm$-boson measurements. The correlation model used for combining the multijet $W^+$ and $W^-$ uncertainties in each lepton channel is defined by:

$$\delta(W^\pm)^2 = \delta(W^+)^2 + \delta(W^-)^2 + 2\rho\delta(W^+\delta(W^-),$$

performed separately for each source of systematic uncertainty considered for this background. All such uncertainties are considered to be uncorrelated between the electron and muon channels except that of the jet-energy-scale variation. The correlation coefficient, $\rho$, is obtained from the uncertainties evaluated separately for the $W^+$ and $W^-$ channels ($\delta(W^+)$, $\delta(W^-)$), and repeating the multijet background extraction without selecting the final-state charge ($\delta(W^\pm)$). The correlations of the systematic uncertainties vary from 0.2 to 1 (fully correlated), depending on the lepton channel and type of uncertainty. The common normalisation uncertainty due to the luminosity calibration is excluded from the combination procedure and applied separately to the result.

The combination yields a $\chi^2/N_{d.o.f.} = 3.0/3$, indicating excellent compatibility of the measurements. Table 3 gives the resulting combined cross sections. There is a reduction of uncertainty compared to individual electron and muon channel measurements since many of the systematic uncertainty sources are uncorrelated. The combined fiducial cross sections are extrapolated to the full phase space using the acceptance factors of Table 2. These total cross sections are reported in Table 3. The central values of the fiducial and total cross-section predictions, as described in Section 2, are also provided in Table 3. The statistical uncertainties resulting from the evaluation of these predictions are negligible.

The combined fiducial cross sections are compared in Fig. 4 to the predictions, which are calculated using different PDF sets. The measurements agree well with the predictions and the experimental precision is comparable to the PDF uncertainties.

The ratio of the measured cross sections benefit from the cancellation of some experimental uncertainties. The ratios of $W^+$ to $W^-$ and $W^\pm$ to $Z$-boson production, measured by the ATLAS, CMS, and LHCb collaborations in the past [24,53–56], proved to be powerful tools to constrain PDF fits. The ratio of $W^+$ to $W^-$-boson cross sections is mostly sensitive to the difference of u and d quark valence-quark distributions at low Bjorken-x, while the ratio of $W^\pm$ to $Z$ constrains the strange-quark distribution [18].

The systematic uncertainties of the ratio measurements are largely uncorrelated between the electron and muon channels, apart from the common luminosity uncertainty. However, there is a strong correlation between $W^+$ and $W^-$-boson measurements.
Table 3

The measured fiducial $\sigma^{\text{fid}}$ and total $\sigma^{\text{tot}}$ cross sections for the combined electron and muon channels of $W^−$, $W^+$, $W^\pm$, and Z-boson production and the fiducial ratios $W^+/W^−$ and $W^\pm/Z$. Also shown are the predicted values as discussed in Section 2. The CT14nnlo PDF is used for the predictions. In the second set of numerical columns, the error labelled as “other” represents the uncertainty in $a_t$ and in the beam energy.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Measured cross section × BR($W → ℓν$, $Z → ℓℓ$) [nb] (value ± stat ± syst ± lumi)</th>
<th>Predicted cross section × BR($W → ℓν$, $Z → ℓℓ$) [nb] (value ± PDF ± scale ± other)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current (measure)</td>
<td>Predicted</td>
</tr>
<tr>
<td>$W^−$</td>
<td>$3.50 ± 0.01$</td>
<td>$8.79 ± 0.02$</td>
</tr>
<tr>
<td>$W^+$</td>
<td>$4.53 ± 0.01$</td>
<td>$11.83 ± 0.02$</td>
</tr>
<tr>
<td>$W^\pm$</td>
<td>$8.03 ± 0.01$</td>
<td>$20.64 ± 0.02$</td>
</tr>
<tr>
<td>$Z$</td>
<td>$0.79 ± 0.003$</td>
<td>$1.981 ± 0.007$</td>
</tr>
</tbody>
</table>

Fig. 4. Ratio of the predicted to measured fiducial cross section for the combined electron and muon channels using various PDFs. The inner (outer) band corresponds to the experimental uncertainty without (with) the luminosity uncertainty. The inner error bar of the predictions represents the PDF uncertainty while the outer error bar includes the sum in quadrature of all other systematic uncertainties.

Fig. 5. Ratios (red line) of $W^+$ to $W^−$ boson (left) and $W^\pm$ to Z boson (right) combined production cross sections in the fiducial region compared to predictions based on different PDF sets. The inner (yellow) shaded band corresponds to the statistical uncertainty while the outer (green) band shows statistical and systematic uncertainties added in quadrature. The theory predictions are given with only the corresponding PDF uncertainties shown as error bars. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

and between the $W^\pm$ and Z-boson results for the same-flavour measurement. The results for the measured $W^+/W^−$ and $W^\pm/Z$ ratios of fiducial production cross sections in the combined electron and muon channels as well as the corresponding predictions as described in Section 2 are given in Table 3 and presented in Fig. 5. The dominant components of the systematic uncertainty in the $W^\pm/Z$ ratio are from both the multijet background and the jet-energy scale/resolution while that of the $W^+/W^−$ ratio is from the uncorrelated part of the multijet background uncertainty. For the ratios $R_{W^+/W^−} = \sigma^{\text{fid}}_{W^+}/\sigma^{\text{fid}}_{W^−}$ and $R_{W^\pm/Z} = \sigma^{\text{fid}}_{W^\pm}/\sigma^{\text{fid}}_{Z}$, several predictions agree within quoted uncertainties, although all predictions are above the central value for the data in both cases.

8. Conclusion

Measurements with the ATLAS detector at the LHC of the $W → ℓν$ and $Z → ℓℓ$ production cross sections based on 938,158 and 79,907 candidates, respectively, are presented. These results correspond to a total integrated luminosity of approximately 81 pb$^{-1}$ of proton–proton collisions at $\sqrt{s} = 13$ TeV, the highest centre-of-mass energy ever available from a collider. The size of the $W^\pm$ and Z-boson production cross sections at this LHC Run-2 centre-of-mass energy are enhanced by a factor of nearly two from those at $\sqrt{s} = 7$ TeV and 8 TeV in Run-1. The measurements of the fiducial cross sections of $W^+$, $W^−$, and Z-boson production are made separately in the electron and muon decay channels and are found to
be consistent between the two channels. The datasets for electron and muon decay channels are then combined using a methodology which accounts for the correlations of the experimental systematic uncertainties. The measured fiducial and total cross sections are found to agree with theoretical calculations based on NNLO QCD with NLO EW corrections. These measured cross sections have a global luminosity uncertainty of 2.1%, while their remaining experimental uncertainties in the W± and Z-boson channels are found to be just under 3% and 1%, respectively. The measurements of cross-section ratios benefit from the cancellation of some experimental uncertainties, and are powerful tools to constrain PDF fits. In particular, the fiducial cross-section ratio of W+ to W−, measured with an uncertainty of 0.8%, is able to discriminate amongst the various PDF predictions presented. These results form a basis for further tests of perturbative QCD and exploration of the partonic content of the proton.
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