Study of double parton interactions in diphoton + dijet events in $\sqrt{s} = 1.96$ TeV

We use a sample of diphoton + dijet events to measure the effective cross section of double parton interactions, which characterizes the area containing the interacting partons in proton-antiproton collisions, and find it to be $\sigma_{\text{eff}} = 19.3 \pm 1.4\,(\text{stat}) \pm 7.8\,(\text{syst})\text{ mb}$. The sample was collected by the D0 detector at the Fermilab Tevatron collider in $p\bar{p}$ collisions at $\sqrt{s} = 1.96\text{ TeV}$ and corresponds to an integrated luminosity of 8.7 $\text{fb}^{-1}$.

PACS numbers: 14.20.Dh, 13.85.Qk, 12.38.Qk

I. INTRODUCTION

Many features of high energy inelastic hadron collisions are directly dependent on the parton structure of hadrons, which is not yet completely understood either at the theoretical or experimental levels. Studies of this structure generally rely on a theoretical model of inelastic scattering of high energy nucleons, where a single parton (quark or gluon from one nucleon or a lepton in Deep Inelastic Scattering (DIS) experiments) interacts with a single parton from another nucleon. In this approach, the other “spectator” partons which do not take part in a hard 2 → 2 parton collision are included in the so-called “underlying event.”

Information regarding the abundance of simultaneous double parton (DP) interactions comprising two separate hard parton scatterings within a single hadron-hadron collision [1–16] is a subject of great interest, because the growing LHC luminosity provides an opportunity to search for signals from new physics for which the DP events constitute a significant background, especially in the multijet final state. For example, processes such as the associated production of the Higgs and $W$ bosons, with the Higgs boson decaying into a pair of $b$ quarks, have substantial DP backgrounds [17].

Several relevant measurements have been already performed using hadron collisions at $\sqrt{s} = 63\text{ GeV}$ [18], $\sqrt{s} = 630\text{ GeV}$ [19], $\sqrt{s} = 1.8\text{ TeV}$ [20, 21], $\sqrt{s} = 1.96\text{ TeV}$ [22–26], $\sqrt{s} = 7\text{ TeV}$ [27–30], and $\sqrt{s} = 8\text{ TeV}$ [27]. The first three measurements utilize a four jet final state, where the transverse momentum of the jets in each jet pair is balanced, resulting in the jets produced at almost opposite azimuthal angles. AFS [18] has found (for jet transverse energy $E_T^{\text{jet}} > 4\text{ GeV}$ and pseudorapidity $|\eta^{\text{jet}}| \leq 1$) the ratio of DP/2jet cross sections to be $6\% \pm 1.5\%(\text{stat}) \pm 2.2\%(\text{syst})$. UA2 [19] retained only jet clusters with transverse momentum $p_T^{\text{jet}} > 15\text{ GeV}$ and $|\eta^{\text{jet}}| < 2$ and set a 95% C.L. limit on the value of the DP cross section, $\sigma_{\text{DP}} \leq 0.82\text{ nb}$. The CDF measurement of the DP fraction in four jet events [20] found a DP cross section of $\sigma_{\text{DP}} = 63_{-26}^{+32} \text{ nb}$ for jets having $p_T^{\text{jet}} \geq 25\text{ GeV}$ and $|\eta^{\text{jet}}| \leq 3.5$. Additional CDF and D0 measurements [21–24] are based on the DP process comprising two parton scatterings with one of them having a dijet final state and the other having a $\gamma+\text{jet}$ or $\gamma + b(\bar{b})$-jet final state. D0 and LHCb measurements [25–27, 30] probe the final states containing heavy quarkonia. In Refs. [26, 27], the production of the studied final states in DP scattering is predicted to dominate the production in a single parton (SP) scattering. In this paper, we report the first measurement of DP scattering in the diphoton-dijet ($\gamma\gamma + \text{jet}$) channel.
As shown experimentally in Refs. [20–22] and described in Ref. [32], the substitution of one of the two dijet parton processes by a photon jet or a diphoton process leads to about an order of magnitude increase in the ratio of the DP cross section to the cross section of the SP scattering for the production of the same final state. This improves the ability to characterize the DP contribution in the data. Additionally, a technique for extracting an important physical parameter, \( \sigma_{\text{eff}} \), has been proposed in Ref. [21]. This method uses only quantities obtained from data analysis and minimizes theoretical assumptions that were used in the previous measurements.

The parameter, \( \sigma_{\text{eff}} \), is related to the distance between partons in the nucleon [3–6, 8, 9, 18–21],

\[
\sigma_{\text{eff}} = \int d^2 \beta [F(\beta)]^2
\]  

(1)

with \( F(\beta) = \int f(b) f(b - \beta) d^2 b \), where \( \beta \) is the vector impact parameter of the two colliding hadrons and \( f(b) \) is a function describing the transverse spatial distribution of the partonic matter inside a hadron [8–10]. The \( f(b) \) may depend on the parton flavor.

The cross section for double parton scattering, \( \sigma_{\text{DP}} \), is related to \( \sigma_{\text{eff}} \) [19–21] for the 2-\( \gamma \) and 2-jet process as

\[
\sigma_{\text{DP}} \equiv \frac{m}{2} \frac{\sigma_{\gamma \gamma} \sigma_{jj}}{\sigma_{\text{eff}}}.
\]  

(2)

The factor of 1/2 is due to the assumption that the probability of multiple parton interactions inside the proton follows a Poisson distribution [7]. For this analysis, the factor \( m \) is equal to 2 because the diphoton and double jet production processes are distinguishable (in the case of 4-jet production, i.e. two dijet processes, \( m = 1 \)).

Table I summarizes the available data on the measurements of \( \sigma_{\text{eff}} \). The goal of this study is to obtain the DP rate and the effective cross section in the diphoton+dijet final state.

The main contributions to diphoton production at the Tevatron are from the \( q \bar{q} \rightarrow \gamma \gamma \) and \( gg \rightarrow \gamma \gamma \) via direct \( 2 \rightarrow 2 \) partonic processes, as well as from bremsstrahlung processes with single and double parton-to-photon fragmentations. Figure 1 shows representative Feynman diagrams for DP diphoton plus dijet production. For dijet scattering, the \( gg \rightarrow gg \) process is shown, because it is dominant in the jet kinematic range studied in this analysis.

Figure 2 shows the relative fraction of the \( gg \rightarrow \gamma \gamma \) contribution to the total diphoton cross section, which is a combination of \( q \bar{q} \rightarrow \gamma \gamma \) and \( gg \rightarrow \gamma \gamma \) processes. For this analysis, which restricts the transverse momenta of each of the two leading jets to the range of 15–40 GeV and the transverse momenta of each of the two leading photons to be above 15 GeV, the \( q \bar{q} \) scattering significantly dominates the \( gg \) process, with \( q \bar{q} \) fraction of about 70%–80%.

The outline of the paper is as follows. Section II briefly describes the method for extracting \( \sigma_{\text{eff}} \) proposed in Ref. [21]. Section III introduces the D0 detector and data samples. Section IV describes the signal and background models used in this measurement. Section V discusses the discriminating variable used to identify a data sample with an enhanced population of DP events. The procedure for finding the fraction of DP events is given in Sec. VII. In Sec. VIII, we calculate the effective cross section, \( \sigma_{\text{eff}} \), for the diphoton+dijet final state. The conclusions and outlook are presented in Sec. IX.

II. TECHNIQUE FOR EXTRACTING \( \sigma_{\text{eff}} \) FROM DATA

The technique for extracting \( \sigma_{\text{eff}} \) has been used in a number of earlier measurements [21, 22, 24]. To avoid using theoretical predictions for the SP diphoton and dijet cross sections, the technique is based on a comparison of the number of \( \gamma \gamma \) + dijet events produced in DP interactions in single \( pp \) collisions to the number of \( \gamma \gamma \) + dijet events produced in two separate \( pp \) collisions. In the lat-
The probability for a DI event is

\[ P_{\text{DI}} = 2 \left( \frac{\sigma^{\gamma\gamma}}{\sigma_{\text{hard}}} \right) \frac{\sigma^{jj}}{\sigma_{\text{hard}}} \]  

where \( \sigma^{\gamma\gamma}/\sigma_{\text{hard}} \) (\( \sigma^{jj}/\sigma_{\text{hard}} \)) is the probability for producing a diphoton (dijet) event satisfying particular photon (jet) selection criteria in two separate hard processes and \( \sigma_{\text{hard}} \) is the cross section of the hard pp interactions. The factor of 2 accounts for the fact that the two scatterings (producing diphoton and dijet events) can be ordered in two ways with respect to the two collision vertices. The number of DI events can be obtained from \( P_{\text{DI}} \), after correcting for geometric and kinematic acceptance \( A_{\text{DI}} \), selection efficiency (including trigger efficiency) \( \epsilon_{\text{DI}} \), and the two-vertex selection efficiency \( \epsilon_{2\text{vtx}} \) and multiplying by the number of beam crossings with exactly two hard collisions \( N_{c}(2) \):

\[ N_{\text{DI}} = \frac{2}{\epsilon_{2\text{vtx}}} \frac{\sigma^{\gamma\gamma}}{\sigma_{\text{hard}}} \frac{\sigma^{jj}}{\sigma_{\text{hard}}} N_{c}(2) A_{\text{DI}} \epsilon_{\text{DI}} \epsilon_{2\text{vtx}}. \]  

Similarly to \( P_{\text{DI}} \), the probability for DP events, \( P_{\text{DP}} \), in a beam crossing with one hard collision, using Eq. (2), is,

\[ P_{\text{DP}} = \frac{\sigma^{\gamma\gamma}}{\sigma_{\text{hard}}} \frac{\sigma^{jj}}{\sigma_{\text{hard}}} \frac{N_{c}(1) A_{\text{DP}} \epsilon_{\text{DP}} \epsilon_{1\text{vtx}}}{\epsilon_{1\text{vtx}}}. \]  

The parton scatterings in the DP events are assumed to be uncorrelated \([1–9]\). The number of DP events, \( N_{\text{DP}} \), can be expressed as \( P_{\text{DP}} \) corrected for the acceptance \( A_{\text{DP}} \), selection efficiency (including trigger efficiency) \( \epsilon_{\text{DP}} \), and the single vertex selection efficiency \( \epsilon_{1\text{vtx}} \), multiplied by the number of beam crossings with exactly one hard collision \( N_{c}(1) \):

\[ N_{\text{DP}} = \frac{\sigma^{\gamma\gamma}}{\sigma_{\text{hard}}} \frac{\sigma^{jj}}{\sigma_{\text{hard}}} \frac{N_{c}(1) A_{\text{DP}} \epsilon_{\text{DP}} \epsilon_{1\text{vtx}}}{\epsilon_{1\text{vtx}}}. \]  

Table I: Summary of the results, experimental parameters, and event selection criteria for the double parton analyses performed by the AFS, UA2, CDF, D0, ATLAS, CMS, and LHCB Collaborations (no uncertainties are available for the AFS result).

| \( \sqrt{s} \) (GeV) | Final state | \( p_{T}^{\text{jet}} \) (GeV/c) | \( |y| \) range | Result |
|-----------------------|-------------|-------------------------------|----------------|--------|
| AFS, 1986 [18]        | 63          | 4 jets \( p_{T}^{\text{jet}} > 4 \), \( |y| < 1 \) | \( \sigma_{\text{eff}} \sim 5 \) mb |
| UA2, 1991 [19]        | 630         | 4 jets \( p_{T}^{\text{jet}} > 15 \), \( |y| < 2 \) | \( \sigma_{\text{eff}} > 8.3 \) mb (95% C.L.) |
| CDF, 1993 [20]        | 1800        | 4 jets \( p_{T}^{\text{jet}} > 25 \), \( |y| < 3.5 \) | \( \sigma_{\text{eff}} = 12.1_{-4.9}^{+8.3} \) mb |
| D0, 2014 [25]         | 1960        | \( J/\psi /J/\psi \) \( p_{T}^{\text{jet}} > 4 \), \( |y| < 2.2 \) | \( \sigma_{\text{eff}} = 4.8 \pm 0.5 \pm 2.5 \) mb |
| LHCb, 2015 [27]       | 7000, 8000  | \( YD^{\pm}\) \( p_{T}^{\text{jet}} < 15 \), \( 2.0 < y < 4.5 \) | \( \sigma_{\text{eff}} = 18 \pm 1.8 \) mb |
| D0, 2015 [26]         | 1960        | \( J/\psi /J/\psi \) \( p_{T}^{\text{jet}} > 2 \), \( |y| < 2 \) | \( \sigma_{\text{eff}} = 2.2 \pm 0.7 \pm 0.9 \) mb |
| CDF, 1997 [21]        | 1800        | \( \gamma + 3 \) jets \( p_{T}^{\text{jet}} > 6 \), \( |y| < 3.5 \) | \( \sigma_{\text{eff}} = 14.5 \pm 1.7 \pm 3.3 \) mb |
| D0, 2009 [22]         | 1960        | \( \gamma + 3 \) jets \( 60 < p_{T}^{\text{jet}} < 80 \), \( 1.5 < |y| < 2.5 \) | \( \sigma_{\text{eff}} = 16.4 \pm 2.3 \) mb |
| D0, 2014 [24]         | 1960        | \( \gamma + 3 \) jets \( p_{T}^{\text{jet}} > 26 \), \( |y| < 1.0 \) | \( \sigma_{\text{eff}} = 12.7 \pm 1.3 \) mb |
| D0, 2014 [24]         | 1960        | \( \gamma + b/c \) jet + 2 jets \( p_{T}^{\text{jet}} > 26 \), \( 1.5 < |y| < 2.5 \) | \( \sigma_{\text{eff}} = 14.6 \pm 3.3 \) mb |
| ATLAS, 2013 [28]      | 7000        | \( W + 2 \) jets \( p_{T}^{\text{jet}} > 20 \), \( |y| < 2.8 \) | \( \sigma_{\text{eff}} = 15.3 \pm 2.4 \) mb |
| CMS, 2014 [29]        | 7000        | \( W + 2 \) jets \( p_{T}^{\text{jet}} > 20 \), \( |y| < 2.0 \) | \( \sigma_{\text{eff}} = 20.7 \pm 6.6 \) mb |
\[
\sigma_{\text{eff}} = \frac{N_{\text{DI}} A_{\text{DI}} \epsilon_{1\text{vtx}}}{N_{\text{DP}} A_{\text{DI}} \epsilon_{1\text{vtx}} R_c \sigma_{\text{hard}}}, \tag{7}
\]

where \( R_c = N_c(1)/2N_c(2) \).

It is worth noting that (a) the \( \sigma_{\gamma\gamma} \) and \( \sigma_{jj} \) cross sections cancel in this ratio and (b) the efficiencies and acceptances for DP and DI events enter only as ratios (i.e. all common uncertainties are reduced as well). To calculate these efficiencies, acceptances, and their ratios, we use the data based models which are described in Sec. IV A.

The numbers of DI (DP) events \( N_{\text{DI}} \) (\( N_{\text{DP}} \)) can be determined from the number of two- (one-) vertex \( \gamma\gamma + \) dijet events \( N_{2\text{vtx}} \) (\( N_{1\text{vtx}} \)) as \( N_{\text{DI}} = f_{\text{DP}} P_{\text{DI}}^\gamma N_{2\text{vtx}} \) (\( N_{\text{DP}} = f_{\text{DP}} P_{\text{DP}}^\gamma N_{1\text{vtx}} \)), where \( f_{\text{DP}} \) (\( f_{\text{DI}} \)) and \( P_{\text{DI}}^\gamma \) (\( P_{\text{DP}}^\gamma \)) are the fraction of DI (DP) events and diphoton purity in the two- (one-) vertex data set, respectively. The fraction \( f_{\text{DP}} \) is estimated from the data set with one \( pp \) collision using a fraction ratio method, while \( f_{\text{DI}} \) can be obtained from data events with two \( pp \) collisions using a jet-track algorithm. The complete description of the techniques used for \( f_{\text{DP}} \) and \( f_{\text{DI}} \) estimates are described in Secs. VI A and VI B, and the diphoton sample purity is discussed in Sec. VII A.

The main background for the DP events is due to contributions from the SP scattering processes, \( q\bar{q} \rightarrow \gamma\gamma gg \), and \( gg \rightarrow \gamma\gamma gg \). These processes mainly result from gluon radiation in the initial or the final state and can also result from photon fragmentation events.

\[ \text{III. D0 DETECTOR AND DATA SAMPLES} \]

The D0 detector is described in detail in Refs. [36–38]. Photon candidates are identified as isolated clusters of energy depositions in one of three uranium and liquid argon sampling calorimeters. The central calorimeter covers the pseudorapidity range \( |\eta_{\text{det}}| < 1.1 \), and the two end calorimeters extend the coverage up to \( |\eta_{\text{det}}| \approx 4.2 \). In addition, the plastic scintillator intercryostat detector covers the region \( 1.1 < |\eta_{\text{det}}| < 1.4 \). The electromagnetic (EM) section of the calorimeter is segmented longitudinally into four layers and transversely into cells in pseudorapidity and azimuthal angle \( \Delta \eta_{\text{det}} \times \Delta \phi_{\text{det}} = 0.1 \times 0.1 \) \( (0.05 \times 0.05 \) in the third layer of the EM calorimeter). The hadronic portion of the calorimeter is located behind the EM section. The calorimeter surrounds a tracking system consisting of a silicon microstrip tracking detector and scintillating fiber tracker, both located within a 1.9 T solenoidal magnetic field. The solenoid magnet is surrounded by the central preshower (CPS) detector located immediately before the calorimeter. The CPS consists of approximately one radiation length of lead absorber at normal incidence surrounded by three layers of scintillating strips. The luminosity of colliding beams is measured using plastic scintillator arrays installed in front of the two end calorimeter cryostats [39].

The current measurement is based on 8.7 fb\(^{-1}\) of data collected using \( pp \) collisions at \( \sqrt{s} = 1.96 \) TeV after the D0 detector upgrade in 2006 [38], while the previous measurements [22, 23] were made using the data collected before this upgrade. The events used in this analysis pass the triggers designed to identify high-\( p_T \) clusters in the EM calorimeter with loose shower-shape requirements for photons. These triggers have \( \gtrsim 90\% \) efficiency for a photon transverse momentum \( p_T > 16 \) GeV and are \( 100\% \) efficient for \( p_T > 35 \) GeV.

To select photon candidates in our data samples, we use the following criteria [40, 41]: EM objects are reconstructed using a simple cone algorithm with a cone size of \( \Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.2 \). Regions with poor photon identification and degraded \( p_T \) resolution at the boundaries between calorimeter modules and between the central and end cap calorimeters are excluded from the analysis. Each photon candidate is required to deposit more than \( 96\% \) of the detected energy in the EM section of the calorimeter and to be isolated in the angular region between \( \Delta R = 0.2 \) and \( \Delta R = 0.4 \) around the center of the cluster: \( (E_{\text{iso}} - E_{\text{core}})/E_{\text{core}} < 0.07 \), where \( E_{\text{iso}} \) is the total (EM+hadronic) tower energy in the \( (\eta, \phi) \) cone of radius \( \Delta R = 0.4 \) and \( E_{\text{core}} \) is EM energy within a radius of \( \Delta R = 0.2 \). Candidate EM clusters that match to a reconstructed track are excluded from the analysis. We also require the energy-weighted EM cluster width in the finely segmented third EM layer to be consistent with that expected for a photon-initiated electromagnetic shower. In addition to the calorimeter isolation cut, we also apply a track isolation cut, requiring the scalar sum of the track transverse momenta in an annulus \( 0.05 \leq \Delta R \leq 0.4 \) to be less than 1.5 GeV. To further suppress the jet background, the photons are selected to satisfy the same requirement on a neural network (NN) discriminant as in Ref. [42].

Jets are reconstructed using an iterative midpoint cone algorithm [43] with a cone size of 0.7. Jets must satisfy quality criteria that suppress background from leptons, photons, and detector noise effects. Jet transverse momenta are corrected to the particle level [44].

Two photons must be separated from each other by \( \Delta R > 0.4 \) and from each jet by \( \Delta R > 0.9 \). Jets must be separated from each other by \( \Delta R > 1.4 \). Each event must contain at least two photons in the pseudorapidity region \( |\eta| < 1.0 \) and at least two jets with \( |\eta^{\text{jet}}| < 3.5 \). The photon with the highest \( p_T \) is named the “leading photon,” or first photon, and the photon with the second highest \( p_T \) is denoted as the second photon. Similar terminology is applied to the jets. Events are selected with the leading photon transverse momentum \( p_T > 16 \) GeV, the second photon \( p_T > 15 \) GeV, and jets satisfying \( 15 < p_T^{\text{jet}} < 40 \) GeV. The upper requirement on the \( p_T \) of the jets increases the fraction of DP events in the sample [22]. The numbers of events with exactly one identified \( pp \) collision (1VTX), exactly two identified \( pp \) collisions (2VTX), and their ratio are shown in Table II. The \( pp \) collision vertices are reconstructed using a
track-based algorithm and are sorted according to their tracking activity. The vertices are required to be within $|z| < 60$ cm from the geometric center of the detector (the detector luminous region rms is $\sim 20$ cm) and have $N_{\text{trk}} \geq 3$ tracks. The vertex at the top of the list (PV0) and the second-best (PV1) vertex have the highest and the second-highest tracking multiplicities, respectively.

TABLE II: The number of selected $\gamma\gamma +$ dijet events with a single $p\bar{p}$ collision ($N_{\text{1vtx}}$), two $p\bar{p}$ collisions ($N_{\text{2vtx}}$), and their ratio.

<table>
<thead>
<tr>
<th>$N_{\text{1vtx}}$</th>
<th>$N_{\text{2vtx}}$</th>
<th>$N_{\text{2vtx}}/N_{\text{1vtx}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>401</td>
<td>442</td>
<td>1.102</td>
</tr>
</tbody>
</table>

IV. DATA, SIGNAL, AND BACKGROUND EVENT MODELS

This section presents an overview of the DP and DI models built using data and Monte-Carlo (MC) samples to estimate the number of DP and DI events in data, $N_{\text{DP}}$ and $N_{\text{DI}}$. These models are also used to estimate the selection efficiencies and geometric and kinematic acceptances for DP and DI events.

A. Signal models

Because $\sigma_{\text{eff}}$ depends on DP and DI events as shown in Eq. (7), both classes of events are considered signal events:

(i) DP data event model (MIXDP): The DP event model is constructed by combining photons and jets from two events drawn from two samples: (a) an inclusive data sample of $\gamma\gamma$ events and (b) a sample of inelastic nondiffractive events selected with a minimum bias trigger (a trigger that only requires hits in the luminosity detectors) and a requirement of at least one reconstructed jet (“MB” sample) [22, 44]. Both input samples contain events with exactly one reconstructed $p\bar{p}$ collision vertex. The resulting mixed event is required to satisfy the same selection criteria as applied to $\gamma\gamma +$ dijet data events with a single $p\bar{p}$ collision. By construction, the MIXDP sample provides independent parton scatterings with $\gamma\gamma$ and dijet final states. Because the $\gamma\gamma$ process in a DP event is dominated by small parton momentum fractions ($x$), the $x$ values in the dijet production process remaining after the first parton interaction occurs are expected to be generally unaffected; i.e., the two interactions have negligible correlation in momentum space. We have verified that the effect of adding the diphoton and dijet components in MIXDP with different vertex positions is negligible, since the MIXDP model is only used for modelling the transverse discriminating variable introduced below in Sec. V. Two possible event configurations with the $\gamma\gamma +$ dijet final state in a single $p\bar{p}$ collision are shown in Fig. 3.

(ii) DI data event model (MIXDPI): The $\gamma\gamma +$ dijet DI signal event model is built from an overlay of $\gamma\gamma$ and MB events with $\geq 1$ selected jets. This sample is prepared similarly to the MIXDP sample but with the requirement of exactly two reconstructed $p\bar{p}$ collision vertices in both data samples instead of one such vertex in the samples used for MIXDP. Thus, the second $p\bar{p}$ collision contains only soft underlying energy that can contribute energy to a jet cone, or a photon isolation cone. In addition, in the case of jets in the MB component of the MIXDPI mixture, if there is more than one jet, both jets are required to originate from the same vertex, using jet-track information, as discussed in Appendix B of Ref. [22]. The resulting $\gamma\gamma +$ dijet events undergo the same selection as applied to the data sample with two $p\bar{p}$ collision vertices.

(iii) DP and DI MC models (MCDP and MCDI): To create signal MC models for DP and DI events, we use an overlay of MC $\gamma\gamma$ and dijet events. These events are generated with the SHERPA [45] and PYTHIA [46]
event generators, respectively, and are processed by a GEANT-based [47] simulation of the D0 detector response. To accurately model the effects of multiple $p\bar{p}$ interactions and detector noise, data events from random $p\bar{p}$ crossings are overlaid on the MC events using data from the same data taking period as considered in the analysis. These MC events are then processed using the same reconstruction software as for data. We also apply additional smearing to the reconstructed photon and jet $p_T$ so that the measurement resolutions in MC match those in the data. These MC events are used to create single- and two-vertex samples.

Using the $\gamma\gamma$ and dijet MC samples, we create $\gamma\gamma$+dijet DP and DI MC models, similarly to those constructed for MIXDP and MIXDPI data samples, i.e., with only one and only two reconstructed primary interaction vertexes, respectively, by examining information for jets and the photon at both the reconstructed and particle level. These samples are used to calculate selection efficiencies and acceptances for DP and DI events. As a cross check, we have compared the $p_T$ and $\eta$ distributions of the jets and photons at the reconstructed level in these models with those in the MIXDP and MIXDPI data samples. Small discrepancies have been resolved by reweighting these MC spectra and creating models denoted as datalike MCDP and MCDI.

B. Background model

To extract the DP signal from the data, we need to subtract $\gamma\gamma$+dijet SP background.

(i) SP one-vertex event model (SP1VTX): A background to the DP events arises predominantly from $\gamma\gamma$ production with two jets, resulting in a $\gamma\gamma$+dijet final state in a single $p\bar{p}$ collision event. To model this background, we consider a sample of MC $\gamma\gamma$+dijet events generated with PYTHIA and SHERPA with multiple parton interaction modeling turned off. The SP1VTX sample contains the final state with two photons and two additional jets with the same selection criteria as applied to the data sample with a single $p\bar{p}$ collision vertex. Other small backgrounds are included in the event generators. The SHERPA SP model is taken as the default.

V. DISCRIMINATING VARIABLE

A DP event contains two independent $2 \rightarrow 2$ parton-parton scatterings within the same $p\bar{p}$ collision. The same final state can be produced by the SP $2 \rightarrow 4$ process, resulting in $\gamma\gamma$ and two bremsstrahlung jets with substantially different kinematic distributions. Discrimination between these processes is obtained by exploiting the azimuthal angle between the $p_T$ imbalance vectors of photon and jet pairs in $\gamma\gamma$+dijet events,

$$\Delta S \equiv \Delta \phi \left( \vec{q}_T^1, \vec{q}_T^2 \right),$$

where $\vec{q}_T^1 = \vec{p}_T^\gamma_1 + \vec{p}_T^\gamma_2$ and $\vec{q}_T^2 = \vec{p}_T^{\text{jet}1} + \vec{p}_T^{\text{jet}2}$. Figure 4 illustrates the orientation of photons and jets transverse momentum vectors in $\gamma\gamma$+dijet events, as well as the imbalance vectors $\vec{q}_T^1$ and $\vec{q}_T^2$.

![Figure 4: A diagram illustrating the orientation of photon and jet transverse momenta vectors in $\gamma\gamma$+dijet events. Vectors $\vec{q}_T^1$ and $\vec{q}_T^2$ are the $p_T$ imbalance vectors of diphoton and dijet pairs, respectively.](image)

For DP events in which the photons come from one parton-parton scattering and the two jets come from another parton-parton scattering, the $\Delta S$ angle is isotropically distributed. However, the DP events with an additional bremsstrahlung jet in the first parton-parton scattering shown in Fig. 3(b) tend to populate the region toward $\Delta S = \pi$ due to momentum conservation. The bremsstrahlung processes also cause $\Delta S$ to peak strongly near $\pi$ in SP, but detector resolution effects and gluon radiation in parton showers produce a tail extending to smaller angles.

VI. FRACTIONS OF DP AND DI EVENTS

A. Fractions of DP events

In order to calculate $\sigma_{\text{eff}}$, one needs to measure the number of DP events ($N_{DP}$) which enters Eq. (7), as the product of the fraction of DP events ($f_{DP}$) in the 1VTX data sample, the size of the 1VTX sample, and its diphoton purity. The fraction is estimated in the $\gamma\gamma$+dijet 1VTX data sample using the MIXDP and the SP1VTX models described in Sec. IV.

The observed number of data events, $N_{data}$, with $\Delta S$ less than a cut $\Delta S^0$ can be written as

$$N_{data} = f_{DP} N_{DP} + (1 - f_{DP}) N_{SP},$$

where $f_{DP}$ is the fraction of DP events in the 1VTX data sample.
where the number of DP events normalized to the data sample is \( N_{\text{DP}}^n = (N_{\text{tot}}^n/M_{\text{DP}}^n)M_{\text{DP}}^n \), \( N_{\text{tot}}^n \), and \( M_{\text{DP}}^n \) are the total number of events in the data and MIXDP samples for all values of \( \Delta S \), and \( M_{\text{DP}}^n \) is the number of MIXDP events below the cut \( \Delta S^n \). A similar construction is used to define \( N_{\text{SP}}^n \) using the SP1VTX sample. We define the fractions \( e_{\text{data}}^n = N_{\text{data}}^n/N_{\text{tot}}^n \), \( e_{\text{DP}}^n = N_{\text{DP}}^n/N_{\text{tot}}^n \), and \( e_{\text{SP}}^n = N_{\text{SP}}^n/N_{\text{tot}}^n \) and use the fact that \( N_{\text{DP}}^n = N_{\text{SP}}^n = N_{\text{data}}^n \) to obtain

\[
e_{\text{data}}^n = f_{\text{DP}}^n e_{\text{DP}}^n + (1 - f_{\text{DP}}^n) e_{\text{SP}}^n,
\]

which yields

\[
f_{\text{DP}}^n = \frac{e_{\text{data}}^n - e_{\text{SP}}^n}{e_{\text{DP}}^n - e_{\text{SP}}^n} \tag{9}
\]

Due to the definitions of the fractions \( e^n \), this expression for \( f_{\text{DP}}^n \) depends upon the numbers of events in the data, DP, and SP distributions both below and above the cut, \( \Delta S^n \). To estimate the uncertainties in the shapes of the \( M_{\text{DP}} \) and \( M_{\text{SP}} \) distributions of MIXDP and SP1VTX events, respectively, as a function of \( \Delta S \), we compute \( f_{\text{DP}}^n \) for seven different values of the cut value \( \Delta S^n \), and average the results, taking into account the correlations in the numbers of events in the different samples. We also estimate the uncertainty due to model dependence of the SP1VTX sample as in the appendix of Ref. [24] by reweighting the models to data, based on the kinematic distribution \( \Delta \phi(\gamma, \gamma) \) and the jet \( p_T \) spectra. The differences between estimates made with the original and the modified models are included in the systematic uncertainty. The background due to DP photon-3jet events is corrected for using the diphoton purity estimate; see Sec. VII A. Using an inclusive \( \gamma + \text{jet} \) sample [40], we estimate the fraction of DP \( \gamma + \text{jet} \) events to be less than 2.0%. We do not correct for this effect and include the entire estimate of the contamination as a systematic uncertainty. Finally, we get

\[
f_{\text{DP}}^{\text{av}} = 0.213 \pm 0.061(\text{stat}) \pm 0.028(\text{syst}). \tag{10}
\]

As a cross check, the fraction \( f_{\text{DP}} \) is found using a maximum likelihood fit [48] of the \( \Delta S \) distribution of the data to signal and background templates that are taken to be the shapes of \( M_{\text{DP}} \) and \( M_{\text{SP}} \), respectively. Signal and background models are described in Sec. IV and undergo all the selection criteria applied to the data sample. From the fit we find a \( f_{\text{DP}} \) value of 0.18 \pm 0.11, which agrees with the value estimated by the average fraction method within uncertainty. The result of the fit is shown in Fig. 5.

B. Fractions of DI events

Double interaction events in the 2VTX sample arising from different \( pp \) interactions within the same bunch crossing include those events in which the \( \gamma \gamma \) and dijets are associated with different vertices and those in which the two jets are associated with different vertices irrespective of the photons' vertex associations. Backgrounds to the DI events in the two-vertex sample come from those events in which the two photons and the two jets are associated with the same vertex (and there is an additional MB vertex containing neither a \( \gamma \) nor jet). The DI fraction, \( f_{\text{DI}} \), is defined as the ratio of the number of DI events to the sum of the DI and background events.

The vertex association for jets is based on the \( p_T \)-weighted average, \( <z_{\text{vtx}}(\text{jet})> \), of the \( z \) positions (points of the closest approach to \( z \) axis) of all tracks associated with the jet and the charged particle fraction (CPF) discriminant that measures the fraction of the total charged particle \( p_T \) in each jet \( i \) that is associated with vertex \( j \),

\[
\text{CPF}(\text{jet}_i, \text{vtx}_j) = \frac{\sum_k p_T(\text{trk}^\text{jet}_k, \text{vtx}_j)}{\sum_n \sum_i p_T(\text{trk}^\text{jet}_i, \text{vtx}_n)}, \tag{11}
\]

where the sum is taken over tracks within the jet cone in the numerator and also over all vertices in the denominator. For the calculation of \( f_{\text{DI}} \), we require each jet to contain at least two tracks and to satisfy \( \text{CPF} > 0.65 \) for one of the two vertices. Using a sample of \( \gamma + \text{jet} \) events with exactly one observed vertex, we find the resolution in the \( p_T \)-weighted jet \( z \) position to be \( \sigma_z^{\text{jet}} = 1.2 \) cm. We require a valid jet to point to one of the vertices within \( 3\sigma_z^{\text{jet}} \).

The \( z \)-resolution of photons using only the information from the EM calorimeter is too coarse to be of use in making a vertex association. However, for those pho-
tons in which there is a good three-dimensional cluster seen in the CPS, the combined EM calorimeter and CPS position information provides a photon pointing resolution of $\sigma_\gamma = 3\text{ cm}$. We require a CPS tagged photon to point to one of the vertices within $3\sigma_\gamma$.

The fraction of events in the total DI sample of 442 events (cf. Table II) in which the two jets are associated with different vertices is 14.6%. In this estimate, no requirement on the photon vertex assignments is made. Using an inclusive $\gamma + \text{jet}$ sample [40], we estimate the fraction of non-DI events in which a $\gamma + \text{jet}$ is associated with each of the different vertices to be less than 0.5%.

About one-quarter of all two-vertex events have CPS pointing information for both photons. Using this sample, we estimate that 4.7% of the two-vertex events are DI events in which the diphotons are associated with one vertex and the dijet systems are associated with the other. Due to the small sample statistics and relatively large $\sigma_\gamma$, we assign a 50% uncertainty on this component of $f_{\text{DI}}$. Taking the two categories of DI events together, we find $f_{\text{DI}} = 0.193 \pm 0.021(\text{stat}) \pm 0.028(\text{syst})$.

The DI fraction could depend on the distance in $z$ between the two vertices. To study this effect, the distance between the two vertices is varied up to $7\sigma_{\text{jet}}$, and the DI fraction is extracted with the requirement above. Table III shows $f_{\text{DI}}$ with respect to the distance between two vertices, $\Delta z(PV_0, PV_1)$. The difference between the default $f_{\text{DI}}$ value and $f_{\text{DI}}$ found when the distance between the two vertices is greater than $7\sigma_{\text{jet}}$ is added to the systematic uncertainty. The default choice corresponds to no restriction on $\Delta z(PV_0, PV_1)$. Finally, the DI fraction extracted is:

$$f_{\text{DI}} = 0.193 \pm 0.021 \text{ (stat)} \pm 0.030 \text{ (syst)} \quad (12)$$

### VII. DP AND DI EFFICIENCIES, $R_c$ AND $\sigma_{\text{hard}}$

#### A. Ratio of photon purity in DP and DI events

As mentioned in Sec. II, the numbers of events $N_{\text{DP}}$ and $N_{\text{DI}}$ in Eq. (7) depend on the purity of the diphoton sample. There are two major sources of background events to direct diphoton production: (i) Drell-Yan (DY) events with both electrons misidentified as photons due to tracking inefficiency and (ii) $\gamma + \text{jet}$ and dijet events with jet(s) misidentified as photon(s) [42]. The $W + \text{jet}/\gamma$ background with $W \rightarrow e\nu$ decay has been estimated from MC and is found to be negligible. The number of data events that satisfy the photon selection criteria can be written as the sum of true diphoton events, DY events and $\gamma + \text{jet}$ or dijet events that fake the two photon signature.

We use $Z/\gamma^* \rightarrow ee$ PYTHIA+ALPGEN MC samples to estimate the DY contribution. The next-to-next-to-leading-order $pp \rightarrow Z/\gamma^* \rightarrow ee$ cross section [49] is used for the absolute normalization and the generator level $Z/\gamma^*$ boson $p_T$ has been reweighted to the measured data distribution. The expected number of events from the DY process is 2.19(0.5%) and 2.41(0.5%) in case of 1VTX and 2VTX events, respectively. The numbers in parentheses correspond to the percentage of the DY contribution to the data sample.

To estimate the fraction of diphoton events, we use variables sensitive to the internal structure of the electromagnetic shower. The outputs of the photon NN [42] for the photons in the central calorimeter, trained on MC samples with direct photons and dijets, have been chosen as a discriminant between signal and background events. Since the signal events cannot be identified on an event by event basis, their fraction (purity) $P_{\gamma\gamma}$, defined as the ratio of the number of two photon events to the total number of candidate events satisfying the selection criteria, is determined statistically.

The two-dimensional distribution of NN outputs of the two photon candidates in data after subtracting the DY contribution is fitted using two-dimensional NN output templates of signal photons from the SHERPA and PYTHIA MC and templates of jets from PYTHIA MC jet samples, where special requirements are applied at the generator level to enrich the sample with jets having an electromagnetic shower shape similar to that of the photon [42]. The fit uses the same maximum likelihood method [48] as for the cross check fit for $f_{\text{DP}}$; see Sec. VI A. The results of the diphoton purities in DP and DI events and their ratio are presented in Table IV.

### TABLE III: DI event fraction with respect to $\Delta z(PV_0, PV_1)$.

<table>
<thead>
<tr>
<th>$\Delta z(PV_0, PV_1)$</th>
<th>$f_{\text{DI}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Default</td>
<td>$0.193 \pm 0.021(\text{stat}) \pm 0.028(\text{syst})$</td>
</tr>
<tr>
<td>$&gt; 3\sigma_{\text{jet}}$</td>
<td>$0.195 \pm 0.021(\text{stat}) \pm 0.028(\text{syst})$</td>
</tr>
<tr>
<td>$&gt; 5\sigma_{\text{jet}}$</td>
<td>$0.200 \pm 0.022(\text{stat}) \pm 0.028(\text{syst})$</td>
</tr>
<tr>
<td>$&gt; 7\sigma_{\text{jet}}$</td>
<td>$0.203 \pm 0.023(\text{stat}) \pm 0.028(\text{syst})$</td>
</tr>
</tbody>
</table>

### TABLE IV: Diphoton event purity in DP and DI events and their ratio. The uncertainties are statistical.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SHERPA</th>
<th>PYTHIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\gamma\gamma}^{\text{DP}}$</td>
<td>0.688±0.005</td>
<td>0.608±0.028</td>
</tr>
<tr>
<td>$P_{\gamma\gamma}^{\text{DI}}$</td>
<td>0.689±0.025</td>
<td>0.623±0.029</td>
</tr>
<tr>
<td>$P_{\gamma\gamma}^{\text{DI}}/P_{\gamma\gamma}^{\text{DP}}$</td>
<td>1.002±0.030</td>
<td>1.025±0.067</td>
</tr>
</tbody>
</table>

We identify an additional source of systematic uncertainty due to model dependence as half of the difference between the ratio of purities calculated using different signal models generated by PYTHIA and SHERPA. It is estimated to be 1.2%.

Another source of systematic uncertainty is due to the fragmentation model used in PYTHIA and caused by the uncertainty in the fragmentation functions $D_{\pi,\eta}(z)$. This uncertainty is estimated by varying the number of $\pi^0$ and $\eta$ mesons in the dijet sample by a factor of 2 and calculating the purity using the modified templates. It is
found to be equal to 3%.

B. Ratio of geometric acceptance times efficiency in DP and DI events

The acceptance (A) is calculated as a ratio of $N_{i}^{\text{reco}}/N_{i}^{\text{gen}}$, where $N_{i}^{\text{reco}}$ and $N_{i}^{\text{gen}}$ are the numbers of simulated events at the reconstruction and generator (true) level, respectively. It accounts for events lost during event reconstruction, for objects created by spurious hits, and the contribution from true objects outside the fiducial region but reconstructed inside the fiducial region and vice versa.

To estimate acceptances in one and two $p\bar{p}$ collision samples, we use the signal MCDP and MCDI samples described in Sec. IV. These samples mix diphoton samples, we use the signal MCDP and MCDI samples and vice versa.

In Table V, we present the photon and jet acceptance for 1VTX (MCDP) and 2VTX (MCDI) samples and their ratio. The difference between 1VTX and 2VTX acceptance calculation, and 1VTX and 2VTX samples are extracted from them. The efficiency is calculated from the ratio of the number of events that pass the photon selection criteria, weighted by the trigger efficiency to the number of events that pass the preselection criteria. In Table VI, we present the photon efficiencies for DP and DI events. Uncertainties are due to limited MC statistics.

### TABLE V: Geometric acceptances in DP and DI events and their ratio.

<table>
<thead>
<tr>
<th></th>
<th>$A_{\text{DP}}$</th>
<th>$A_{\text{DI}}$</th>
<th>$A_{\text{DP}}/A_{\text{DI}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.429 ± 0.008</td>
<td>0.826 ± 0.019</td>
<td>0.521 ± 0.013</td>
</tr>
</tbody>
</table>

The DP and DI events differ from each other by the number of $p\bar{p}$ collision vertices (one vs. two), and therefore their selection efficiencies $\epsilon_{\text{DP}}$ and $\epsilon_{\text{DI}}$ may differ due to different amounts of soft unclustered energy in the single and double $p\bar{p}$ collision events. This could lead to different photon selection efficiencies because of different distortions of the shower shape that this unclustered energy may introduce into the track and calorimeter isolation cones around the photon.

The efficiency for passing the photon selection criteria is estimated using $\gamma\gamma + \text{dijet}$ PYTHIA and SHERPA MC events. The events are preselected with all jet cuts and loose photon identification cuts (as used in the acceptance calculation), and 1VTX and 2VTX samples are extracted from them. The efficiency is calculated from the ratio of the number of events that pass the photon selection criteria, weighted by the trigger efficiency to the number of events that pass the preselection criteria. In Table VI, we present the photon efficiencies for DP and DI events. Uncertainties are due to limited MC statistics.

### TABLE VI: Photon efficiencies in single and double $p\bar{p}$ collisions $\gamma\gamma + \text{dijet}$ SHERPA and PYTHIA MC samples. Uncertainties are due to limited MC statistics.

<table>
<thead>
<tr>
<th>Sample</th>
<th>SHERPA</th>
<th>PYTHIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{\text{DP}}$</td>
<td>0.477 ± 0.035</td>
<td>0.576 ± 0.010</td>
</tr>
<tr>
<td>$\epsilon_{\text{DI}}$</td>
<td>0.333 ± 0.021</td>
<td>0.419 ± 0.009</td>
</tr>
<tr>
<td>$\epsilon_{\text{DP}}/\epsilon_{\text{DI}}$</td>
<td>1.434 ± 0.138</td>
<td>1.372 ± 0.039</td>
</tr>
</tbody>
</table>

The difference in the efficiencies between PYTHIA and SHERPA is used as an estimate of the systematic uncertainty due to model dependence. The selection efficiencies for DP and DI events enter Eq. (7) only as a ratio, substantially canceling correlated systematic uncertainties. The PYTHIA ratio, which has a smaller statistical uncertainty, is used in the $\sigma_{\text{off}}$ calculation.

D. Ratio of vertex efficiencies

An efficiency, $\epsilon_{1\text{vtx}}$ ($\epsilon_{2\text{vtx}}$), calculated for the DP (DI) candidate samples, is mostly due to the single (double) vertex requirements, $|z|<60$ cm and $N_{\text{trk}} \geq 3$. The contribution of the vertex reconstruction efficiency to this quantity is partially absorbed into the acceptance calculation and very close to unity, as we discuss below. To calculate the efficiency for events with 1 $p\bar{p}$ collision to pass the vertex requirement, we use the $\gamma\gamma + \text{dijet}$ data with photon and jet selection criteria. The efficiency for simultaneously satisfying the two-vertex requirement is estimated separately for each jet-vertex assignment configuration, since the vertex efficiency depends on the objects originating from the vertex. For diphoton-dijet events originating from two separate vertices, we calculate $\epsilon_{2\text{vtx}}$. 
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as a product of the efficiency to pass the vertex cuts in the diphoton 2VTX data sample and the efficiency to pass the vertex cuts for dijets in the 2VTX MB sample. Similarly, for events with two jets originating from two separate vertices, we calculate the $\epsilon_{2\text{vtx}}$ efficiency as a product of the efficiency to pass the vertex cuts for the $\gamma\gamma + 1$ jet 2VTX data sample and the efficiency to pass the vertex cuts for jets in the 2VTX MB sample. The final efficiency is a combination of the two, weighted by the event-type fraction. Table VII presents the vertex efficiencies for 1VTX and 2VTX samples and their ratio.

| Table VII: Vertex efficiencies for 1VTX and 2VTX samples and their ratio. |
|-----------------|-----------------|-----------------|
| $\epsilon_{1\text{vtx}}$ | $\epsilon_{2\text{vtx}}$ | $\epsilon_{1\text{vtx}}/\epsilon_{2\text{vtx}}$ |
| 0.944 ± 0.003 | 0.922 ± 0.003 | 1.021 ± 0.005 |

We also estimate the probability to lose a hard interaction event because no primary vertex is reconstructed. We find that the fraction of such events in the MB event sample with jet $p_T > 15$ GeV is about 0.1% and about 0.2% for the $\gamma\gamma + 1$ jet events in data. Due to the vertex reconstruction algorithm, we may also have an additional reconstructed vertex that passes the vertex requirement. The rate at which this occurs is estimated using $\gamma\gamma + 1$ jet events and $\gamma\gamma + 2$ jets events simulated in MC without the events from random $p\bar{p}$ bunch crossings overlaid (there should not be a second vertex in this case). The probability to have a second vertex is around 0.05%. An analogous estimate for dijet events (with the requirement of $\geq 1$ and $\geq 2$ jets) returns a probability of around 0.1%.

E. Correction of $N_{D1}$ for the track efficiency requirement

For the DI fraction calculation, we use the CPF algorithm, described in Sec. VI B. The method requires $\geq 2$ tracks and returns the highest CPF. The efficiency for the track requirement is calculated similarly to the vertex efficiency for each event-type and then combined with the event type weights. Finally, the estimated number of DI events, $N_{D1}$, is corrected for the $\epsilon_{N_{trk}  \geq 2}$ efficiency which is found to be $\epsilon_{N_{trk}  \geq 2} = 0.725 \pm 0.004$.

F. Calculating $R_c$, $\sigma_{\text{hard}}$, $N_{1\text{coll}}$ and $N_{2\text{coll}}$

We calculate the numbers of expected events with one $[N_c(1)]$ and two $[N_c(2)]$ $p\bar{p}$ collisions resulting in hard interactions following the procedure of Ref. [22], which uses the hard $p\bar{p}$ interaction cross section $\sigma_{\text{hard}} = 44.76 \pm 2.89$ mb. The values of $N_c(1)$ and $N_c(2)$ are obtained from a Poisson distribution parameterized with the average number of hard interactions in each bin of the instantaneous luminosity, $L_{\text{inst}}$, distribution, $\langle n \rangle = (L_{\text{inst}}/f_{\text{cross}})\sigma_{\text{hard}}$, where $f_{\text{cross}}$ is the frequency of beam crossings for the Tevatron [36]. Summing over all $L_{\text{inst}}$ bins, weighted with their fractions, we get $R_c = (1/2)(N_c(1)/N_c(2)) = 0.45$. Due to higher instantaneous luminosities, this number is smaller by approximately a factor of 2 compared to that for the data collected earlier as reported in Ref. [22]. Since $R_c$ and $\sigma_{\text{hard}}$ enter Eq. (7) for $\sigma_{\text{eff}}$ as a product, any increase of $\sigma_{\text{hard}}$ leads to an increase of $\langle n \rangle$ and, as a consequence, to a decrease in $R_c$, and vice versa. Although the measured value of $\sigma_{\text{hard}}$ has a 6% relative uncertainty, due to this partial cancellation of uncertainties, the product $R_c\sigma_{\text{hard}}$ only has a 2.6% uncertainty: $R_c\sigma_{\text{hard}} = 18.92 \pm 0.49$ mb.

VIII. RESULTS

The uncertainty in the JES affects the ratio $N_{\text{DI}}/N_{\text{DP}}$ in Eq. (7). We assess this uncertainty by raising and lowering JES by 1 GeV to give an uncertainty in $\sigma_{\text{eff}}$ of 13.2%. We use Eq. (7) to obtain $\sigma_{\text{eff}}$:

$$\sigma_{\text{eff}} = 19.3 \pm 1.4(\text{stat}) \pm 7.8(\text{syst}) \text{mb}. \quad (13)$$

The main sources of systematic uncertainties are summarized in Table VIII. The dominant sources are those due to $f_{\text{DP}}$, $f_{\text{DI}}$, and JES.

Figure 6 shows all the measurements of $\sigma_{\text{eff}}$ performed by various experiments up to the present time. One can see that the $\sigma_{\text{eff}}$ obtained by this measurement agrees with the recent D0 measurements [22, 24] and with those obtained by other experiments for processes dominated by $q\bar{q}$ and $gg$ initial states.

![\(\sigma_{\text{eff}}\) measurements](image)

FIG. 6: Existing measurements of the effective cross section, $\sigma_{\text{eff}}$, compared to the result presented here (AFS: no uncertainty is reported; UA2: only a lower limit is provided). Results of the measurements are grouped by the final state.
TABLE VIII: Systematic and statistical uncertainties (in %). The contributions to the total systematic uncertainty come from uncertainties in the fraction of DP and DI in the one- and two-vertex events samples ($f_{DP}$ and $f_{DI}$), the ratio of efficiency times acceptance (“EffRatio”), the ratio of photon fractions (“Purity”), JES, and the ratio of the number of events with single and double $p\bar{p}$ hard collisions (“$R_{\sigma_{\text{hard}}}$”).

<table>
<thead>
<tr>
<th>$f_{DP}$</th>
<th>$f_{DI}$</th>
<th>EffRatio</th>
<th>Purity</th>
<th>JES</th>
<th>$R_{\sigma_{\text{hard}}}$</th>
<th>SystTotal</th>
<th>StatTotal</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>31.0</td>
<td>18.7</td>
<td>7.1</td>
<td>7.2</td>
<td>13.2</td>
<td>2.6</td>
<td>40.2</td>
<td>6.9</td>
<td>40.8</td>
</tr>
</tbody>
</table>

IX. SUMMARY

We have presented the first measurement of double parton scattering processes in a single $p\bar{p}$ collision with $\gamma\gamma + \text{dijet}$ final states. In the chosen kinematic region, $p_T^{\gamma} > 16$ GeV, $p_T^{\text{jet}} > 15$ GeV, $|\eta| < 1.0$, $|\eta^{\text{jets}}| < 3.5$, and $15 < p_T^{\text{jets}} < 40$ GeV, photon separation $\Delta R > 0.4$, photon-jet separation $\Delta R > 0.9$, and jet-jet separation $\Delta R > 1.4$, we observe that 21.3 ± 6.7% of events arises from double parton scattering. The parameter $\sigma_{\text{eff}}$, which characterizes the size of the interaction region in a nucleon, is found to be $\sigma_{\text{eff}} = 19.3 \pm 1.4$ (stat) ± 7.8 (syst) mb.
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